




FOREWORD 

The Federal Subcommittee on Hydrology published these proceedings and sponsored the 
associated First Federal Interagency Hydrologic Modeling Conference. The general purpose of 
the Subcommittee is to foster effective communication and collaboration for technical 
surface-water quantity activities. Representatives of more than a dozen Federal agencies 
participate on the Subcommittee. The Subcommittee currently sponsors or co-sponsors four 
subordinate groups: (1) the Flood Flow Frequency h l y s i s  Work Group, (2) the Satellite 
Telemetry Interagency Work Group {STWIG) that is co-sponsored by the Interagency 
Coordination Committee on Meteorology and Supporting Research, (3) the Federal Hydrologic 
Radio Frequency Coordination Work Group, and (4) the Modeling Conference Work Group that 
planned this conference. 

The Subcommittee is an interagency group that has operated within the Federal Government 
under a variety of authorities for about 50 years. In the early 1980's when the Reagan 
Administration disbanded the Water Resources Council, the Water Information Coordination 
Program (WICP) became the sponsor of the Subcommittee. Ofice of Management and Budget 
Memorandum No. 92-01 requires all Federal agencies to coordinate their water-information 
activities through the WZCP and designates the U.S. Geological Survey to be the lead agency. The 
general purposes ofthe WICP are to ensure effective decision making for natur-al-resources 
management and environmental protection at all levels of government and in the private sector. 
Federal and non-Federal organizations that fund, collect, or use water-resources information work 
together to carry out the objectives of the WICP. 

For additional information about the WICP and its committees and products, please write or 
telephone the Water Information Coordination Program, U. S . Geological Survey, 4 17 National 
Center, Reston, VA 20 192. TeIephone:(703)648-6832. Fax: (703) 648-5644. Information on the 
WCP is available on the World Wide Web at <http:llwater.usgs,govlpublic/wicp~. 



PREFACE 

The Subcommittee on Hydrology, Interagency Advisory Committee on Water Data, held the 
Federal Interagency Workshop on Hydrologic Modeling Demands for the 90's in Fort Collins, 
Colorado, in June 1993. This highly successful workshop was limited to participants from various 
Federal agencies. One of the most significant products of the Workshop was a list of 
recommendations for Federal agencies to consider in implementing their hydrologic modeling 
research programs. Through the efforts of the Office of Water Data Coordination, some of these 
recommendations were adopted to guide interagency modeling activities since then. As we 
approach the 2 1st Century, we need new focus on hydrologic modeling techniques. The rapid 
advancement in computer and information technologies has profound effects on time and space 
scales of modeling. Not only is real-time modeling now a reality, modeling of Iarge spatial scale 
watersheds with complex physical characteristics has also become practical. Federal agencies that 
are members of the Interagency Subcommittee on Hydrology expressed a strong desire to 
reconvene a modeling conference. The Subcommittee on Hydrology decided that this conference 
should be open to all interested parties and that the program should include models addressing 
surface water quality as well as quantity issues. 

The primary purpose of the 1998 conference was to promote technology exchange among 
governmental agencies, academic institutions and private sectors in hydrologic modeling. The 
conference also provided opportunities for hydrologic modelers to share their existing models and 
exchange ideas of model development into the 2 1 st Century. Major topics for the conference 
included new modeling systems from Federal agencies, hydrology, extreme events, river hydrauIic 
and flowlstage forecasting, river and reservoir systems, erosion and sedimentation, and 
environmentaVwatershed. A model demonstration session was also incorporated in the program. 
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AnnAGNP?3-REACH ROUTING PROCESSES 

By Fred D. Theurer, Agricultural Endneer, Natural Resourcrs Conservation Service, Beltsville, MD; 
Roger G. Cronshey, Hydraulic Engineer, Naturnl Resourtea Consemstion Sem-ice, Beltsvllle, MD 

mtract: The single-event micultural Bon-Point Source Pollution (AGNPS) computer model has been replaced 
with a continuous simulation version called AnnAGNPS (Annualized AGNPS). AnnAGNPS will predict pollutant 
loadings (PL) anywhere within the watershed and identify their proportional contributions from selected points of 
origin. The reach routing processes are  the set of technical procedures used to determine the fate & transport of the 
PL's once they are in the stream system. 

The reach routing processes in AnnAGNPS track the fate & transport for the: (a) five sediment particle-size classes 
(clay, sitt, sand, small aggregate, & large aggregate); and Ib) absorbed and dissolved forms of the major chemical 
pollutants (nutrients, pesticides, & organic carbon). An accounting procedure is included that keeps track of the 
amoupt originating from within a field or stream reach of any given PL by erosion type or chemical form that arrives 
at any downstream point in the watershed. 

The graphicaI peak discharge method in the Soil Conservation Service's TR-55 is limited to watershed drainage 
areas whose time of concentrations (Tc) do not exceed 10 hours (approximately 200 sq. mi.) and rainfall (P) to 
runoff relationships whose initial abstraction (la) is less than 50 percent of the rainfall (0.1 <= IalP <= 0.5). 
AnnAGNPS needs to operate satisfactorily for drainage areas up to 1000 sq. mi. (Tc's up to 48 hr) and rainfdl-runoff 
relationships that range between no runoff to total runoff (0 <= la/P <= 1). An extension of TR-55 is used to meet 
these requirements. 

The sediment reach routing process accounts for deposition when there is an oversupply of a particular sediment 
class, and degradation when the particular sediment particle-size class transport is supplplirnikd and is available in 
the bed & bank. Amounts of erosion by type (sheet & rill, bed & bank, and gully) are tracked throughout the reach 
routing process. This allows the user to determine from where any particular sediment particle-size class originated 
by erosion type, and how much. 

The major chemical reach routing processes have been updaled to include partitioning between absorbed and 
dissolved states. The reach routing processes include: (a) the fate & transport of nitrogen & phosphorus; (b) a 
separate reach routing routine for organic carbon; and (c) the fate and transport for an unlimited number of 
individual pesticides. 

INTRODUCTION 

The reach routing processes are used in AnnAGNPS (Cronshey & Theurer 1998). Sediment from sheet & rill 
erosion is determined according to RUSLE (Geter & Theurer 1998). The results from AnnAGNPS are designed to 
be used by the other computer models such as the sediment intrusion into salmonid redds model (Alonso et aI 1498) 
and the fry emergence model (Miller et a1 1998). 

The reach routing processes are assumed to be in an enclosed control volume. All inputs are total amounts (water, 
sediment, & chemicals) entering at the upstream end only. Chemicals are equilibrated-equilibrium balance 
between dissolved & adsorbed chemicals-immediately before routing begins. Sediments are routed by particle-size 
class where each particular size-class is deposited, more entrained, or simp1 y bansported unchanged depending upon 
the amount entering the reach, availability of that size class in the bed & banks, and the transport capacity of each 
size class. The chemicals are re-equilibrated at the downstream end to reflect possible changes in either the amount 
of water or fine sediment. 

PL computer models require a water model component. The water model components needed by watershed-scale PL 
models must include a simple peak discharge procedure. A very simple and precise procedure with accepted 
credibility is the unit peak discharge (UPD) procedure included in Chapter 4, TR-55 (SCS 1986). However, TR-55 
was developed primarily for use as an engineering field-level design tool rather than for inclusion in PL continuous- 
simulation, field- & watershed-level computer models. While applicable for the range of conditions for which it was 
developed, TR-55 does not cover the total range needed for such PL models. 



HYDRAULICS 

Recmngular shape channels offer computational efficiencies, especially when coupled with unit-width assumptions. 
Unit-width means dividing the respective parameter by the top width at the surface of the flow area. 

For the hydraulic radius, use the hydraulic depth; i.e., let: 

d , = R = W  Equation 1 

where: d, = hydraulic depth, m; 
R = hydraulic radius, m; 
A = flow area, mZ; and 
W = flow width, m. 

To solve for the velocity of flow when given the hydraulic depth of flow, use: 

where: V, = flow velocity of water, mls; 
n = Manning's retardance; 
d, = hydraulic depth, m; and 
S, = channel slope, m/m. 

To solve for the hydraulic depth and velocity when given the discharge, use: 

where: d, = hydraulic depth, m; 
v, = flow velocity of water, rnls; 
W = flow width of flow area, m; 
n - Manning's retardance: 
Q, = water discharge, m31s; 
q, = Qfl, unit-width water discharge, m31slrn; and 
S, = channel slope, d m ,  

And the term d,-So, derived from Equation 4, will be used in subsequent formulas: 

Equation 2 

Equation 3 

Equation 4 

where: d, = hydraulic depth, m; 
v, = flow velocity of water, i d s ;  
W = flow width of flow area, m: 
n = Manning's retardance; 
q, = QJW, unit-width water discharge, m3/slrn; and 
So = channel slope, rnlm. 

HYDROLOGY 

Peak The foIlowing set of regression coefficients were generated using the Extended TR55 (Theurer & 
Comer 1992) procedures and curve-fitted using Tablecurve 2D version 4 by Jandel. UPD's were calculated for 
ninety-six t,/P24's at 0.01 increments of I,&, from 0 to 0,95 (0 <= Ia/Pu c= 0.95) and forty-one T,'s from 0 to 48 
hours using NEH-4 procedures (SCS 1972). The UPD at IJP, equal one is zero because there is no surface runoff. 
The resulting data sets [(96+1)*4 1=3977 element values for each of the rainfall distribution types] became the basis 
for the extended TR-55 regression equations, error analyses, and subsequent findings. The mean error of the 
regression equations with respect to the NEH-4 (SCS 1972) values over the entire range of I,PN & T, conditions is 
approximately 0.5% and the standard deviation is less than approximately 2%. Table 1 show regression coefficients 
for each rainfall distribution. While AnnAGNPS uses I& increments of 0.05, only increments of 0.20 are shown 
in Table 1. 



Table 1: Unit Peak Discharge Regression Coefticients 



The general form for the regression equation to caIculate the peak discharge is: 

Equation 5 

where: Qp = peak discharge, m3/5; 
Dl = total drainage area, hectares; 
PU = 24-hour effective rainfall over the total drainage area mm; 
T, = time of concentration hr; and 
a, b, c, d, e, & fare the regression coefficients for a given I& and rainfalI distribution type. 

Tim of Cnacentradon: Time of concentration is calculated according to the procedures described in TR-55 (SCS 
1986). 

Jlvdroera~h Sba~e: A triangular shape is assumed. Since the sediment transport is only concerned with the 
duration for an average discharge, the time to peak is not important and a right triangle was used to calculate the 
sediment transport. 

The time to base of the hydrograph (duration of surface runoff event) is: 

tb = 20.(R.D$Qp) 

where: Qp = peak discharge, m3/s; 
D, = total drainage area, hectares; 
R = surface runoff volume from upstream drainage area, mm; and 
b = time to base, s .  

The hydrograph as a function of time is: 

where: Q, = dischnrge as a function of time. m3/s; 
Q,, = peak discharge, rn31s; 
b = time to base, s; and 
t = time from beginning of runoff, s. 

And the unit-width peak discharge is: 

where: q, = unit-width peak discharge, m31s/m: 
Q, = peak discharge, m3/s; and 
W = flow width, m. 

Equation 6 

Equation 7 

Equation 8 

SEDIMENT YIELD 

All sediment routing in the concentrated flow channels is performed by the five particle-size classes (sand, Iarge & 
small aggregates, silt, and clay) and for each increment of the hydrograph. 

If the sum of all incoming sediment (qnl) is greater than the sediment transport capacity (q,,), then the sediment 
deposition algorithm is used. If that sum is less than or equal to the sediment transport capacity, the sediment 
discharge at the outlet of the reach (q*) will be equal to the sediment transport capacity for an erodible channel (by 
particle-six). Otherwise, if the upstream sediment discharge (q,~) is less than or equal to the sediment transport 
capacity (q,) and the channel is non-erodible for that particular particle-size, the downstream sediment discharge 
(qs?) is nssumed equal to the upsueam sediment discharge (q,,). 

If (q,,-q,) 5 0 & the bed is erdible for the particular particle-size class, then q , ~  = q,; or 

if (q,,-q,,) I 0 & the bed is non-erodible for the particular particle-size class, then q,:! = q,,; or 
i f  (q,l-q,,) > 0, then the sediment deposition algorithm is used. 



Sediment Concentration: The definition for sediment concentration is: 

C, = S N  Equation 9 

where: C, = sediment concentration, Mg-sedimtntIMg-water; 
S = sediment mass, Mg; and 
W = water mass from upstream drainage area, Mg. 

Sediment concenwation is assumed to be constant throughout the hydrograph; therefore, the sediment load for a 
given discharge at any time during the runoff hydrogragh is: 

9, = c, q w  Equation 10 

where: C, = sediment conceniration, Mg-sedimenmg-water; 
q, = unit-width sediment load, Mgldm; and 
q, = unit-width water discharge at any time, Mg/s/m; 

Sediment Trans~ort Ca~acitv Alnorithm; The sediment transport capacity (q,) and the unit-width water discharge 
(q,) are ba3ed upon the parameters at the upstream end of the reach (x,). 

The shear velocity, assuming unit-width, is based upon the parameters at the upstream end of the reach (x,) and is 
defined to be: 

IR 0.5 0.3 0 35. 0.3 U* = Ig~d,.S,] = g -n -So q, Equation 11 

where: J, = hydraulic depth at XI, m; 
g = gravitational constant, 9.81 m/secz; 
n = Manning's retardance; 
q, = unit-width water discharge at any time, Mgldm; 
So = channel slope, d m ;  and 
U, = shear velocity at XI, rnts. 

For clay. silt, and small aggregates, use A = 1; for sand and large aggregates, use: 

A= [(~-v~)/(K.U*)]I{ 1 -exp[-(6.vf)/(1c.U*)I } Equation 12 

where: A = constant of proportionality, for any flow and particle-size, between the depth-average suspended 
sediment concentration and the concentration at the laminar sub-layer plane, non-dimensional; 

K = von Karman's turbulent-flow mixing-length constant (assume 0.4), non-dimensional; 
U*= shear velocity at x,, mls; and 
v, = particle fall velocity (see Table 2) , ds. 

For each particle-size, the sediment transport capacity is: 

where: q,, = unit-width sediment transport capacity, Mgldm; 
k = transport capacity factor (see Table 2), non-dimensional; 
T = bed shear stress; ~ ~ l r n '  
v, = flow velocity of water, ds; and 
v, = particle fall veloci~y (see Table 2 ) , m / s .  

The bed shear stress can be computed as follows: 

where: z = bed shear stress; ~ g l r n ~  
y, = 1.00, water density, lMg/rn3; 
d, = hydraulic depth at XI. m; and 
S, = channel slope, d m .  

Equation 13 

Equation 14 

Table 2 contains the physical properties for each particle-size class (note Dp is in millimeters and vf is in millimeters 
per second). 



Table 2: Particle-size Class Physical Properties (alter Young et a1 1987) 

Converting vf in millimeters per second to meters per second, and using Equation 13 results in: 

Particle-size Class Particle Size 
Range 
(mm~, 

clay 10.002 
sill 0.002-0.050 
sand 0.050-2.000 
small aggregates (S AGG) 0.020-0.075 
large aggregates (LAGG) 0.200- 1 .OW 

C = 322.k-yw/vf, and 
qsc = ~ . ~ - ~ ~ 6 . ~ ~ 1 - 3 . ~ ~ 1 - 4  Equation IS 

Particle 
Density (yo) 
M d m3 1 

2.60 
2.65 
2.65 
1.80 
I .60 

where: q,, = unit-width sediment transport capacity, Mglslm; 
C = particle-size class constant for the sediment transport capacity (see Table 31, ~ ~ - s / r n ~ ;  
k = transport capacity factor (see Table 21, non-dimensional; 
n = Manning's retardance; 
q, = unit-width water discharge, rn31slm; 
So = channel slope, rnlm. 
vf = particle fall velocitv (see Table 21, mmls; and 

y, = 1.00, water density, M ~ I I ~ ' .  

Using Equations 7.8, & 15, the toial sediment transport capacity for the hydrograph is: 

Fa11 
Velocity (vf) 

Imm/s) 
3.1 1 . 1 ~ ~  
8.02.10.~ 
2.31.10~' 
3.81.10.' 
1.65- lo+' 

whcrc: C = particle-size class constanl for the sediment transport capacity (see Table 31, ~ ~ - s / r n ~ ;  
n = Manning's retardance; 
q, = unit-width peak discharge. m3/s/m; 
q,,= unit-width sediment wansport capacity, Mg/s/m; 
S,, = total sediment transpan capacity mass, Mg. 
S, = channel slope, mlm. 
t = time from beginning of runoff. s; 
tb = time to base, s; and 
W = flow width, rn. 

Table 3 contains the sediment transport capacity constants for each particle-size class (note Dp is in ~nillimeters and 
v, IS In millimeters per second). 

Transpcrrt Capacity 
Factor (vr) 

6.242. I0 
6.053. 
6.053.10'~ 

12.478.10'~ 
16.631.10-~ 

Table 3: Particle-Size Class Sediment Transport Capacity 

Sediment Deposition Algorithm: The sediment routing tbr each reach is done using the uni t-width, stcady-state, 
uniform, spatially-varied sediment discharge model. 

Equivalent 
Sand Size (D,) 

2.00. 1 0-3 
1 .OO. 1 u2 
2.00.10" 
3.51.10-' 
5.00.10" 

The sediment routing for alt reaches will be the same. All upsrream sediment discharges (q,,) will be the sum of all 
incoming sedin~enl from upstream reaches plus rhe local sediment associated with the upstream end of the current 

' 



reach. Primary cell upsbeam sediment discharges (qSl) will consist onIy of local loadings since there is no incoming 
sediment from upstream reaches to a primary cell. 

qr2 q~+[(q ,~-q ,~) .exp(-N~)]  Equation 17 

where: A = Einstein's conslant of proportionality, non-dimensional; 
L2 = distance horn x l  to x:, m: 
Nd = (A-vf-LZ)lqw, dcposition number, non-dimensional; 
q,, = unit-width sediment transport capacity. Mglslm: 
q,, = upstream unit-width sediment discharge at xl, Mgslm: 
qs2 = downstream unit-width sediment discharge at x:. Mglslm: 
q, = unit-width water discharee, n?/slm: and 
vf = particle fall velocity. mls. 

Table 4: 15-Point Gaussian-Legendra 
Quadrature for Numerical Integration 

Einstein's constant of proportionality (A) is actually the ratio of 
the suspended sediment concentrstian at the bottom of the water 
column (near the bed surface} to the avcmge concentration of 
suspended sediment throughout the water column. 

For primary cells, the distance from x ,  IO x l  is the distance from 
lhc hydraulically most distant point ( x ~ )  to the cell outlet (x2). 

For secondary cells, the distance from xl  to x l  is the length of the 
concentrated flow channel segment for the reach. The nutlet Tc~r 
each reach is always x2 in the above equations. All incom~ng 
sediment from upstream reaches is assumed to enter ar the 
upstream end of the reach (x,). Local loadings (originariny within 
the associated cells) are assumed to be delivered to the 
downstream end of the cell's associated reach (xZ). 

The channel dimensions for each reach are based upon the flow 
characteristics for the respective reach; and for the geomorphic 
option, the top width and depth are based upon the drainage area 
at the upstream end of each respective reach. 

Gaussian-quadrature is used for numerical integration when closed form analytic solutions are not known. The 
subprogram GAULEG (Press et a1 1987) generates the abscissas (ti) & weights (q) for a given N-point Gauss- 
Legendre quadrature. Points for the 15-point Gaussian-Legendra quadrature (Carnahan et a1 1969) are shown in 
Table 4. 

The N-point Gaussian-quadrature numerical integration of Q, as a function o f t  is: 

where: Q, = sediment load as a function of time; M g l s ~ ;  
Q,, = sedin~ent load at Gauss-Legendre time point ti; Mglsec; 
1 ,  = time at beginning of time period, sec; 
tz = time at end of time period, sec; 
i = Gauss-Legendre point number; 
N = last Gauss-Legendre time point; and 
q = Gauss-Legendre weight, non-dimensional. 

Equalion 18 



CHEMICAL ROUTING 

In general, chemicals exist in two phases: (1) dissolved (solution); and (2) attached (adsorbed) to clay-size particles. 

Three nuttients are recognized by AnnAGNPS: ( I )  nitrogen; (2) phosphorous; & (3) organic carbon. Nitrogen & 
phosphorous are recognized as to be able to exist in both the soluble and adsorbed state. Organic phosphorous is 
assumed to be insoluble; therefore, only inorganic phosphorous is subject to equilibration. Organic carbon is 
assumed to be part of the clay-size particles with a known organic carbon to clay ratio. 

AnnAGNPS allows any number of pesticides, each with their own independent chemical propertjes, but they are 
treated sepamtely; i.e., there is no interaction assumed. Independent equilibration is assumed fw each pesticide. 

Adsorbed Chemicals: Conservation of mass calculaljons are made for any adsorbed chemicals if the clay-size 
panicles are deposited within the stream reach. Re-equilibration, for the necessary chemicals, are repeated at the 
downstream end if clay-size particles are deposited or entrained from the bed & banks, or if there is any loss of 
water, 

Solution Chemicak: Conservation of mass calculations are made for any chemicals in solution if there is any loss 
of water within the stream reach. Re-equilibration, for the necessary chemicals, are repeated at the downstream end 
if there is any change in the amount or source of day-size, or if there is any loss of water. 

Equilibration: A simple first order equilibration model for equilibration is used: 

Equation I9 

where: Kd = partition coefficient of chemical, non-dimensional; 
M, = total mass of chemical both adsorbed & in solution, Mg; and 
M, = tntat mass of chemical in solution. Mg. 
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Using GIs and AgNPS Model to Study the Water 

Resources Conservation 

of Nan-Haw Reservoir Watershed in Taiwan 
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A h m d  
In this study, by using GIS and AgNPS as a tml and focusing our d o n  on Phe range of Naa-Haw r e m t  

watershed, the special d i s h i o n  data of geology, soil, slope, aspect, land-usq and strcam-ordcg sytems waro hiit by 

ARCANFO GIS. A11 of these data have something to do with that wetw mourn mmmadoa With the estab- 

GIS database to match with AgNPS, we can figure out runoff volume and thc mnsprtation and product of pollutant at 

different @, and w t  can also fully have the use condition of nuttian5 mud, aud satid of the whole area under -1. 

In order to invdgate how to make use of GIS database to monitor water r e ~ n a e s  commation, this study, dividing the 

d o l e  watershed into 18 sub-wakmheds, according geopphical Wts, can figure out the c h w t d t i e  parametam of 

tach sub-watershed. Using the model output and geographical parmetam of each subwaterahed, we csn carry out, by 

meam of correlation and regre~ion analysis, a mearch into the problems of water m e  consewation d monitor 

of Nan-Haw reservoir watershed. 

Introduction 
Wnter is increasing in great demand as the result of economical development h Taiwan, and this relatively, 

makes water guilty in the reservoir go h m  bad to worse b y  after day. W a t d d  is the topogmphic unit of tha rain's 

influx and output, To p m t n s  a suitable management of land and rw- in the witted4 can provide not only good 

water quality and quautity distributed by timely but also continww and dagirable watm quality at downsatam area 

Such Mrs h i d e  the mturshcd as biological, physical, wlaI, and economic one ara the major item having 

influence on water resources in the watershed. Thmfort, to figure out one desirable water moracs management in the 

watershed, and to have basic data of environmental ecology under conml is absolutely neceswy for the p m s s  how 

to map out, supervise, and m e  one watershed. Geographic information system is one effsctrve tool of assistance to 

manipulate, store, and anaIyzt spatial distribution data. This study, using GIS as a tml, with Nan-Haw Reservoir 

Watershed as its study area, has already set up spatidly distribution data concerning that watershed and water resoum 

conservation such as precipitation, discharge, soil, digital terrain, Iand use, and water system. With the already 

established GIs database matching AgNPS, it i s  possiblc to figure out different situations at various places for ninoff, 

and ~ansporta~ion of sedimentation, chemical, and nutrient in the watershed. By doing so, the transportation trails of 

erosion and nutrient can be fully got under control. In addition, it is needed, with flood trace method and water 



sampling, to collect factual materials of erosion and nutrient so as to verify the inferential result of wawr quality and 

quantity mde by AgNPS in the reservoir watershed. The data concerning spatid runoff quantity and sedimentation 

distribution inferred by using GIS and AgNPS can provide his study as major data r e s o w  to qwtify the water 

resource consewation practical effectiveness, and to investigate the hydrologic budget, and to tvaluatt the impact of 

water resource conservation before and after building a rtsmoir. This result can be taken as a reference when 

mapping out any water resource conservation in ths m o i r  watershed. 

Study area description 
The study area of this investigation, includos about 10,830 hcctms in Nan-Haw county, southem Taiwan. 

Elevations ranged from 800 to 10LW rn and mean mual pmcipiMon h 29OOmm, 90 pmmt of which comes between 

May and September, primarily resulting h typhoo~ and sourhwsst monsoan. Avmggs annual temperature is 25.6 C 
and annual relative humidity is 845%. Soils within the study site are derived h m  sandy loam, loam d gravel. 

Geological distribution consists of argillite, slate complex and Phyllis, belonging to Nan-Zhuang formation. 

Methods 
AgNPS model 

Watershed land-use management is one of the key issues in reservoir water quality control. PoUutants that a E ~ c t  

reservoir water quality include sources and non-point sources. The Agricuhd Non-point mum Pollution Model, 

AgNPS, was developed by the AgriculturaI Researcb Swvice, Momis, Mime& and the University of Minnesota for 

the Minnesota Pollution Control Agency Voung et al., 1987). This model was hied to andm the water quality 

impacts of non-point source polhrtion. It predicts runoff volume, peak rates, erosion, sediment, nitrogen, phosphorus, 

and chemical oxygen demand concentrations in tbe runoff (View, 1994). The AgNPS m d e l  have adequate results in 

several watersheds in north of Taiwan (Sun et al., 1992). 

GIs implementation 
Hydrologic processes art affected by the spafial variability of soils, topography, land use and cover, climate, md 

human-induced cbangcs and management. The integration of disbibuted pmms models and Geographic Information 

Systems provide a powerful tool for dscision m d h g  in the management, 'undmmdhg and control of non-point 

source water quaIity impacts (View, 1994). For these reasons, a gtomphical information system (GIs) was 

implemented in this study. Arcllnfo(ESRI, Reedlands. California} softwart was llscd for thc GIs. Several digital layers 

wem generated to provide input for AgNPS model. These were ( I )  boundaries of watershed polygons; (2) boundaries 

of land-use polygons; (3) boundaries of soil type polygons; (4) digital elevation model @EM); ( 5 )  stream. In Table I ,  it 

shows the relationship between the parameters of AgNPS and geographic database. 



Table I .  Tlie relationship between the parameters of AgNPS and geographic database. 

Integrate the geographic database to estimate the parameters of AgNPS 
We use the PC ARClMFO geographic information system's SML macro language to generate twenty 

parameters for AgNPS mdel  from geographic database. The process of estimating the parameters of AgNPS 

shown as Fig. I. 
SpatiaI 
data 

Attribute 
data 

, + I IDm" Key?.. , , 
Prepamtion 

t_U and Key value 
I I 

Geographic data bnsc of watershed f 
Develo the &dido 1 parmJers estnnale o?*WFE$EI p g e  to the 

Figure 1. Process of estimating the parameters of AgNPS mdel .  
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Table 2. The output data of Sediment Analysis (Rs 153 ; P = 1000mm) 

Ares Area Delivery Enrichment Mean Area Yield 
Weighted Weighted Ratio Ratio Cmcmbation Weighted 

(No) Erosion Erosion Yield (Tha) 
Upland Channel (%I (PPM) 

- (Th) ( T h )  (Th) 
1 184.72 0.00 3 1 1 693426 56.58 81822.19 
2 1369.12 0.00 15 1 24408.25 199.1 1 67006.4 1 
3 163.29 0.00 26 1 523427 42.73 76348.84 
4 2638.83 0.00 13 1 42466.93 347.81 12401 1.69 
5 831.62 0.00 18 1 181 10.07 150.56 18698.82 
6 951.53 0.00 13 1 15001.54 122.85 51 f 8928 
7 2244.37 0.00 52 1 13549230 1165.62 303541.06 
8 256.52 0.00 28 1 8784.95 72.32 34189.45 
9 587.20 0.00 54 1 37978.95 3 16.44 65926.3 1 
10 243.59 0.00 17 1 5 187.60 42.35 9162.44 
11 723.41 0.00 41 1 3561 1.64 299.65 364466.47 
I2 309.50 0.00 25 1 95 18.2 I 78.01 46882.04 
13 Il60.51 , 0.00 20 1 27079.62 229.87 145503.12 
14 858.19 0.00 18 1 18732.a 155.49 64785.61 
15 750.33 0.02 16 1 14494.57 121.44 51579.56 
16 1305.75 0.00 I4 I 21470.69 183.80 194407.01 
17 1140.62 0.02 32 1 41919.70 368.01 315505.17 
18 1717.49 0.02 15 1 29617.80 236.70 174837.56 

Table 3. The output dsta of nutrlant analysis ( R = 153 : P - f 000- ) 

18 0.13 0,Ol 0.83 0.07 0.00 0.05 0.68 79 

P-s: Total Phos horus in Sediment(tonlha) P P-r: Total solub t Phosphoms in Runofltonlha) 
P-c: Soluble Phosphorus in RunoffIPPM) 
COD-r: Total soluble Chemical oxygen demand in Runoff - 

( T o n m  
COD-c: Soluble Chemical oxygen demand in RunoqPPM) 
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Resalb and discussions 

Geographic database and water quality modeling tiystem 
Traditionally, the urn of GIS technology has been limited to rnanipuInrioa geogtnpllrc drrtabasaa and producing 

maps. Recently, however, this rapidly mnsrging technology has b n  usd oxtmivaly for p h i n g  water quality 

protection programs and in studying environmdntal procwrw(G&Md, Parka, & Steyaert, 1993). la a p p ~ ~ ,  

the GIS provides the tool to encode, spHimlly o r g m h ,  manipulate, analyze, and prerwnt model input lrnd o m  dm. 
A number of papers have bdw dwelopod to combine soil amsion md pollutant expott modGb with ARUINFO GIs 

sohare and giaphic user interfacd(OUI)(Sun et al., 1 m,lim Liao, 1994). 

To delineate the aon-point smm pollution of this study ma, six basic maps, m e l y  wpiatim cover, slap, 

aspect, soil typc(frorn Council of Agrieultm), p l o g i d  type (from Comcil of A&ultumX strum, hmduy d 

water&&, have k n  prcparsd by integmling the data input h m  topographic map(I:U0000). On ~ I O  o h  hand, 

GRASS GIs use the digital elevation data of this area oo divide watmhcd into 18 subwmmhcd. Foa AgNPS modeling, 

the basic polygon coverage was conversed to raster a~arage by the POLYGRD mmmad of AR-. -lba 1- 

table of AgNPS modeling parameters ww buih by r t f d n g  to previously papers. By u h g  r n s t ~  mymgc, lookup 

table as buic data and using ARCKNFO SML hgwgt as tool, tha special ~~ of AgNPS modeling bar baea 

produd.  

Results of AgNPS modeling 
This study coIIectbd the elimato~ogical data of Nm-Haw hm 1984 to 1995, using Log-- type III pMthod 

to estimate the maximum precipitation in one day. me probability W i d  of hydmlogic f iqumq is shown as 

follows: 

Y = 395.02 + 148.43 L n m  ~ 0 . 9 9  

T=14.79** T=11.4 1 ** 
Y : maximum probable rainfall in one day (mm) 

T : rttum period 

The rainfallerosion factor R was obtained h m  the i-t map of the Nan-* County. and a shgl8-lmir 

value of 1 53 was used for the warnshed. If we set 25 yem as return period, the m u h u m  probable raidall in one b y  

can be estimated as lOOOmm by the ~ ~ O I I  of hydrologic hquen~y. 'Ibe databwe was manipulatsd and 

spatially organized in A R m O  8s watershed mdelhg coverage. Tbe sirnulath nsulk for tbe Nan-Haw m m i r  

watershed are summarized in Table 2 end 3. 



The Agricultural Research Service of Unite State of America developed AgNPS. In Taiwan, because of the 

different environment, so how to modify the output data of AgNPS is very important. Comparing the observed values 

with the predicted values (Line, el a1.199 l), had developed the modifying factor(0.15). Tbough some papers had 

p~oved that the predicted value of AgNPS was different from the observed value in Taiwan, we can we the predicted 

value as a relative value to compare the situation of water resources conservation in en& sub-watershed. 

Conclusions 
High population density, and rapid economic development in Taiwan haw resulted in ehangcs so acute in land 

management, so that the laud of memoir watershed had been ovw-used The objective of this study h to integrate the 

effective mi powerful tools of Gtogaphic hfimnation System (GIs) and the Agriculturat Nw-point SbllrCs Polluihn 

Model (AgNPS) b quantify m i w  probloms in the Nan-Haw memoir watmbed in Taiwan. Ths AgNPS mods1 input 

data were obtained by GI$ tschniqws. If we uss 25-year hqusncy ntorm, 1000 mmlday to ahdata one weat storm, 

the results show that the mil erosion is 145.2 Vha and the sedimtntatiw b 35 t k  To p m b  qpmprh soil and 

water conservation ~ c t s  and confroSs the volume of soil loss within acceptable (or tokahle) limits. The model also 

has the capabilities of identifying areas within the watershed with high erosion and sadimcnt yield. This provi&s a 

guide for govemment officials and decision-makers in formulating national policies and development plans to 

counteract erosion cffccts, to-optimize farm output, and to stabiliw economic development. 
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AnAGNPS - NON-POINT POLLUTANT LOADING MODEL 

By Roger G. Cronabey, Hydraulic Engineer, USDA Natural Rwurces Conservation S e ~ ~ i e e ,  BeltsviIle, MD; 
Fred D. Theurer, Agricultural Engl~eer, USDA Natural Resources Conservation Service, Beltaville, MD 

ZNTRODUCTION 

The continuous simulation Annualized a i c u l t u r a l  Bon-Point Source pollution computer model (AnnAGNPS) is a 
replacement for the existing Agricultural Research Service (ARS) single-event AGNPS model (Young et a1 1987). 
The development of AnnAGNPS was a partnering effort between the US Department of Agriculture's ARS and 
Natural Resources Conservation Service (NRCS). ARS provided the management support, funds for travel and 
some technical support personnel, and most of the research science that was used for the technology included in the 
model. NRCS provided most of the personnel to manage, plan, design, and develop the computer program, as well 
as refine the technology implemented. 

AnnAGNPS simulates the movement of sediment and chemicals (numents and pesticides) in the surface water for a 
watershed over a user selected period of time using a daily time step. The pollutant loading can be expressed as 
quantities for a runoff producing event in selected stream reaches and as source contributions from a watershed 
component (specific land area, stream reach, feedlot, gully or point source) to the watershed outlet over the 
simulation period. 

The computer model is written in ANSI standard Fortran 90, taking advantage of the latest Fortran features including 
runtime array allmatian that utilizes only the computer memory required for the specific watershed being analyzed 
and is executed as a batch process. The use of standard Fortran makes the code extremely portable and it can be nm 
on any computer platform that has a Forlran 90 compiler. Software to preprocess (prepare input data) and post- 
process AnnAGNPS data (sort, subdivide, and/or display output) are under separate development. 

WATERSHED COMPONENTS 

AnnAGNPS generates quantities of water, sediment and chemicals (nutrients and pesticides) leaving land areas 
(cells) and flowing into the watershed stream network at specific locations (reaches) on a daily basis. The cells can 
be of various sizes either square shaped (as was the case in AGNPS) or amorphous shaped (hydrologically based). 
provided each cell can be represented by a single land use, land management, and soil type, The water, sediment, and 
chemicals from the cells are then routed through the watershed reaches to the watershed outlet. The following 
specialized components are available to supplement the cells and reaches: feedlots (add nubients from animal 
operations to the reaches); gullies (add sediment and attached chemicals to the reaches); point sources (add water 
and chemicals to the reaches); and impoundments (reduce sediment loads leaving storage reaches). 

To simulate watershed variation during the simulation period, the following types of time variant data are entered: 
daily climate (precipitation, maximum and minimum air temperature, dew point temperature, sky cover, and wind 
speed and direction); field operatloas (schedules by land area detailing planting, harvesting, tillage, chemical 
applications (fertilizers and pesticides) and irrigation applications); and feedlot operations (schedules for each 
feedlot detailing changes in daily manure production rates and times of manure removal). 

Each day the applied water and resulting runoff (if any) is routed through the watershed system before the next day is 
considered. Thus, no water except for that contained within the soil column is carried over from one day to the next. 
Chemicals in the cells and feedlats are also carried over from day to day after adjusting by appropriate daily decay 
rates. 

MODEL INPUT 

Input to the model is contained in three files. The files are: AnnAGNPS input which contains all watershed and 
time variant data except the climate data; Climate Input which contains information on the climate station location 
and daily climate parameters for the simulation period; and AnnAGNPS input filename (optional) which contains 
the name of the AnnAGNPS input file. Each input file is either all English unit data ar all SI (metric) unit data. 



AnnAGNPS i n ~ u t  flq contains 34 different categories (Data Sections) of data used to describe the watershed and 
the time variant parameters. Not all 34 are needed for each job. For example, the optional program features: 
Feedlots; Fertilizers; and Pesticides each have two dedicated data sections, while the remaining optional features use 
only one. Most of the data sections are related (directly or indirectly) co the cells. Figure 1 shows the relationship 
between cell data and the other data sections, including the name of the data variable that makes the connection. 
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Figure 1 - AnnAGNPS input dwa sections as related 10 cell data 

A special subset of the input file used to run a single event based on input data converted from the AGNPS program 
uses only a maximum of 20 of the input data sections. This special case does not use the climate input file and 
employs Universal Soil Loss EQuation (USLE) based erosion and sediment as was done in AGNPS. 

Climate i n ~ u t  file is contained in one data section header. Climate station static parameters are on the first four 
records followed by one record of daily parameters for each day in the climate record. The climate record required 
may need to be longer than the sirnulaion period. If the optional one-year parameter initialization simulation is  to be 
used than daily climate data for that period must also be included. For short simulation period runs, climate data 
should be entered in complete months as average monthly vallles for several climate parameters are generaled From 
the daily climate data provided. Climate data can be either from historically recorded data or from data generated 
with a climate generator. 

A -9 is optional and contains the name of the AnnAGNPS input file. It is a one line file. 
If this filc is  not present the default AnnAGNPS file name (AnnAGNPS.inp) is used. 



MODEL OUTPUT 

There are four standard output files for the model. They are: Error file; Debug file; Event file; and Source 
Accounting file. The first three files are always present while the last is onIy created if source accounting 
information is specified. Output files are either all English unit data or all SI (metric) unit data. 

Error file contains messages that define any errors encountered during: data preparation (reading and setting up the 
data for the simulation); simulation processing; or finishing source accounting data. Data prepuation proceeds with 
as much error checking as possible. If any errors are found during data preparation, the run will terminate before any 
simulation processing. Most errors will occur during data preparation, and the error message text should lead 
directly to the offending (or missing) input. If an error is encountered during the simulation priod, data up to the 
time of the error will have been written to the Event file but no data will be contained in the Source Accounting file. 
The Error file will have a file length of zero for a clean run using the model. 

AnnAGNPS provides precise information on the error detected and, if appropriate, where the offending input is 
located. There are about 300 different error messages in AnnAGNPS and a sample message foIlows: 

Value (90.) outside acceptable range (0.0 - 1 .O) for 'Irrigated Area Fraction' 
on record 3 of IRRIGATION APPLICATION DATA: 

Debup: file contains warning messages and most intermdiate output requested by the user via the Vtrification Data 
section in the AnnAGNPS input file. There are almost 100 different flags that can be set with Verification Data 
allowing the control of warning message generation, subroutine traces, intermediate calculation output, and 
verification of input. If no Verification Data is requested, this file should have a zero length. 

Event flle contains information on user seltcted reaches for each runoff event during the simulation period. Data for 
the watershed outlet is automatically included. Specific information output can vary for each sclwted reach based on 
h e  following categories: water: sediment class and source; sediment class; sediment source; Nitrogen; Phosphorus; 
organic Carbon; and pesticides. Any of the codes for the categories that are blank in the Reach Output Specification 
(AnnAGWS input file) for a given selected component will use the appropriate code from the Global Output 
Specification section data. 

Source Accounting fie contains information on the contribution for the selected component (specific cell, reach, 
feedlot, gully, or point source) to the watershed outlet over the simulation period. Values are expressed as a fraction 
of the outlet accumulation for a given parameter. (The outlet accumulations are abo part of the file). Different 
information can be specified for each component selected based on the following categories: water; sediment cf ass 
and source; sediment class; sediment source; nutrients; and pesticides. Any codes for the categories that are blank in 
the Source Accounting Output Specification (AnnAGNPS input file) for a given selected component will use the 
appropria~ code from the Global Output Specification section data. 

MODEL PROCESSING 

Conceptually the computer model can be viewed as consisting of three parts: Data Preparation; Simulation 
Processing; and Source Accounting Output. Data Preparation encompasses: reading in data; error checking; 
setting internal pointers; establishing internal m a y  sizes based on data read; initializing data required for the 
simulation (developing climate normals; soiI compositing; determining cell and reach time of concentrations; 
establishing reach routing order and reach drainage areas, Revised Universal Soil Loss Equation (RUSLE) (Renard 
et a1 1997) preprocessing, and optional one-year initialization). Simulation Processing includes processing cIimate 
information for each day of the simulation period and its impact on cells, feedIots, gullies point sources and reaches. 
Information concerning soil moisture, snow pack, crop growth, residue and chemicals are carried from one day to the 
next for each cell as are manure pack and nutrients for each feedlot. Reach and selected source accounting 
component data are accumulated from the events during the simulation processing. Source Accounting Output 
analyzes variable accumulations over the simulation period at upstream and downstream reach locations to determine 
outlet contribution from specific user selected components (cell, feedlot, gully, point source, or reach). Variables 
analyzed are user selected fmm input source accounting codes or global source accounting codes. 



When the AGNPS to AnnAGNPS Converter is completed, the model will be capable of running in two modes. The 
RUSLE based continuous simulaiion mode which is the basis for AnnAGNPS md a USLE based AGNPS mode 
which will run the converted AGNPS input data without any additional data required. The AGNPS mode does NOT 
perform the same processing as was done in the older AGNPS program but adapts the AnnAGNPS technology to 
converted AGNPS input data. Many assumptions, which users should be aware of, will be made by the AGNPS 
Converter, In the following summary of major computational steps, some will be indicated as either AnnAGNPS or 
AGNPS which means the step only applies to that particular mode. 

DATA PREPERATION 

-- Name of the AnnAGNPS input file is read from the 'AnnAGNPS.fi1' file if such file is 
available. If the file is not available, then the default AnnAGNPS input fiIe name (AnnAGNPS.inp) is used. 

Read -: AnnAGNPS input file is read a record at a time. The first record indicates the mode 
that will be used for the simulation run (AnnAGNPS or AGNPS). Remaining data is then read in the formats of the 
various data sections as described in the AnnAGNPS model documentation. The data sections can be read in any 
order the user chooses. Numeric data is checked for valid data type (integer or floating point). Numeric and some 
alphabetic data are checked for acceptable ranges. All required fields are checked for completeness. 

Soil Com~osite Create: Entered soil layer data is reduced to a two layer soil profile for the use in the model. The 
top 200 mm are used as the top layer and the remaining soil profile comprises the second layer. Generally the values 
from the entered soil layer data are weighted by their relative thickness in either of the two composite layers. 

Route Order: Receiving reach identifiers are used to construct he watershed flow network. From the network an 
order is determined that will be used for reach processing. The reach processing order ensures that all upstream 
reaches are processed prior to the current reach. 

Reach Area: Cell areas are added to the reaches at the proper location (upstream or downstream) where they enter 
the watershed stream system. Using the rouling order, the individual reach areas are accumulaled in a downstream 
direction to define the entire upstream areas draining to each reach. 

Read (AnnAGNPS): Climate input file is read including climate slation information and the daily 
climate parameters. The daily climate data time period must span the simulation period. Also for short simulation 
runs, data is best entered in complete months as monthly normal data is computed and used in the simulation 
processing. 

T h e  Period Check (AnnAGNPS): The period of daiiy climate data entered is compared with that for the requested 
simulation run. Climate records which do not encompass the entire simulation period result in an error. 

Create Normals: Daily climate data is used to produce average monthly values for most of the climate parameters. 
Annual average values are computed for precipitation and minimum and maximum temperature, AIso using the 
individual monthly precipitation computed, a representative month of climate data (for each calendar month of the 
year) is selected. The daily d u e s  in the representative months will be used as the climate for the initialization year 
(if parameter initialization year is requested). Solar radiation (generated from daily sky cover) is reduced to an 
average value for each calendar day of the year and not monthly averages. 

WE If the cell time of concentration (T,) was not entered with input, then it is calcula(ed from the cell profile 
data. Cell time of concentdon is the sum of the rravel times for: overland flow; shalIow concentrated flow; and 
concentrated flow within the cell. The first 50 m of flow length are treated as overland flow. The next 50 m are 
kcated as shallow concentrated flow (with a maximum of .61 mlsec velocity). Cell flow length beyond 100 m is 
treated as concentrated flow. Calculations for the three flow types are based on procedures in Soil Conservation 
Service (SCS) TR-55 (SCS 1986). All three types may not be present in each cell. 

-: Jf any or all the reach cross section parameters are missing from the input data, they are computed 
using the reach drainage area and power equations. The four reach geometry relationships included are: Reach 
Length; Reach Top Width; Reach Flow Depth; and Valley Width. The equation coefficient and exponent used for 



each are based on the those associated with the Reach Channel Geometry identifier for the reach or a det'ault set if no 
identifier was provided. 

Reach T,: Each reach is processed in the reach routing order previously determined. The maximum single cell T, 
directly contributing to the upstream end of the reach is determined. From each reach that tlows into the current 
reach, two values are considered: the maximum single cell T, that joins this reach at its downstream cnd: and the T, 
at upstream end of the reach plus the travel time through the reach. Not all reaches have both a cell contributing at 
its upstream end or an upstream reach, but each reach must have at least one or the other. 

Initialize Parameters: Starting conditions are established for most dynamic cell variables prior to the slart of 
simulation period or one-year initialization. Information for initializing the variables comes from the initial Cropland 
and Non-crop information optionally entered as part of Simulation Period Data (AnnAGNPS input file) or from 
Operations Data which contains no operation date. 

RUSLE Pre~rocess (AnnAGNPS): The required RUSLE parameters (K, LS. C. EI, and P) are established over the 
operalion management cycle for each non-water cell. The K-factor is computed for each soil either as an annual 
value or a series of 24 15' day values for a year depending on the specified Variable K-factor code and whether the 
EE Number supports variable K-faclors. The C-factor is computed as an annual value for non-cropland and as a 
series of 24 15' day values for each year in the operation management scttedule for cropland. The 1,s-factor i s  
computed for each cell. The P-factor is computed as an annual value fur rlon-cropland and as a series of annual 
values (one for each year in the operation management schedule) for CropIand. The P-factor includes adjustnients 
for contours, strip crops, and terraces contained in the cell, as we11 as sub-surface drainage. The EI-valucs used for 
the cntire watershed are expressed as a series of 24 15* day values in the calendar year. 

Run Initialization Year (AnnAGNPS): If the initialization year is requested, thc cell process portion of the 
sitnulation processing is run for a one year period ending at the start of the simulation period. The climate data used 
is for the days in the representative months selected from the climate dara entered. The purpose of the initiaiization 
year is to stabilize the initial cell parameters before starting the actual simulat~on. 

SIMULATION PROCESSING 

Cell Processes: Each cell is processed on a daily basis. The following steps are used in the processing: 

Adjust Weather: The dally climate station precipitation and 1emperaturP.s are adjusted for the elevation difference 
between the climate station and the cell. All other climate data are taken directly from the climate slation. 

Potential Evapotranspiration (AnnAGNPS): Potenrial evapotranspiration is calculated with the Penman equation. 

Select Operations (AnnAGNPS): The operation schedule is checked for any operations !hat occur for the cell on the 
current day. Any identified operations are set aside for incorporation into the remaining cell steps for the day. 

Irrigation Applied (AnnAGNPS): Irrigation water is applied as identified in current day's operations or from 
previous operations if part of an irrigation interval. The applied irrigation can be either manual (fixed amount) or 
automatic (raise soil moisture to user supplied Irrigation Trigger). Only the applied water is determined, the amount 
that runs off is dependent on other daily factors. The irrigation runoff will be determined as part of the soil moisture 
balance. 

Winter Routines (AnnAGNPS): Precipitation that occurs when average air temperature i s  below freezing (0' C) is 
treated as snow which accumulates on the cell. Existing snow packs are aged for the day (possibly producing snow 
melt) based on the climatic data and the soil temperature. Soil depth to frozen layers (up to 2) is also determined or 
ad,iusted. On any day that the winter routines are applied, irrigation amounts previously determined arc ignored. 

Soil Moisture (AnnAGNPS): Daily soil moisture accounting considers applied water (rainfall and irrigation or snow 
melt), runoff, evapotranspiration, and percolation in maintaining a water budget for the two-layer composite soil 
profile. Runoff is calculated using the SCS Runoff Curve Number equalion, hut may be modified if a shallow frozen 
soil layer exists. Curve numbers vary between the Antecedent Moisture Condition (AMC) I (dry) value and thc 



AMC III (wet) value using the procedure in the SWRRB (Arnold et a1 1990) and EPIC (Williams et al 1989) 
models. Actual evapotranspiration is a function of potential evapotransipiration and soil moisture content. 
Percolation occurs at the rate of the hydratllic conductivity corresponding tn the  oil maislure content, calculated 
according to the Brooks-Corey equation. Runoff volume is stored separately for rainfall and snow melt or irrigation. 

Revise Curve Number (AnnAGNPSj: Revise the cell runoff curve number based on new curve number supplied 
with the day's operations (i.e tillage, harvest etc.). If no new curve number is applied, adjust curve number i f  in a 
curve number transition period for crop "development" growth time. 

RUSLE Sediment (AnnAGNPS): Sediment produced by the rainfa11 is generated from the user supplied rainfa11 
distribution (code) and the current cell characteristics using RUSLE. Sediment from snow melt is also produced 
from RUSLE based on a uniform distribution. Sediment m o u n t  is divided into five particle sizc classes (clay, sand, 
silt, small aggregate, and Iarge aggregate). 

USLE Runoff and Sediment (AGNPS): The cell runoff is computed from the cell Runoff Curve Number and 
precipitation using thc SCS rainfall-runoff equation. Sediment is calculated from the K (soil associated with cell). 
LS, P (field associated with cell), and C (landuse associated with cell) using the USLE equation, The computed 
sediment is distributed among the five particle size classes (silt, clay, sand, small aggregate, and large aggregate) for 
the cell soil. 

Irrigation Runoff and Sediment: The portion of applied irrigation that runs off is determined. The sediment due 
to irrigation is computed using  he irriga~ion runoff amount and the sediment concentation rate entered as input, 
Sediment amount is divided into five panicle size classes (clay, sand, silt, small aggregate, and large aggregate). 

Adjust Nutrients: The operation schedule is checked for addition of nutrients on t l ~ e  cell for the day. A daily mass 
balance for nitrogen {N), phosphorus (P), and organic carbon (OC) is computed for each. Major components 
considered are uptake of N and P by plants, application of fertilizers, residue decomposition, and downward 
movement of nitrogen and phosphorus. The day's sediment bound N, soluble N in runoff, sediment bound P, soluble 
P in runoff, and sediment bound OC are determit~cd for the cell. Nitcogcn and phosphorus are partitioned into 
organic and mineral parts and a separate mass balance computed for each. N and OC cycles are simplifications that 
track only m a j ~ r  N transformations of mineralization from humified soil organic matter and plant residues, crop 
residue decay. and fer~ilizer and plant uptake. Plant uptake of N and P are modeIed through a simple crop growth 
stage index. 

Adjust Pesticides: The operation schedule is  checked for addition of pesticides on the eel l for the day. A daily mass 
balance adapted from the GLEAMS (Knisel 1993) model is computed for each pesticide. Major components 
considered are washnff frnm foliage, downward and upward pesticide movement in the soil profile, and degradation 
based on the pesticide half- life. The day's amounts of sediment bound and runoff soluble pesticide are computed. 

Add Cell Data to Reach: Water, sediment by class, nutrients. and pesticide quantities leaving the cell are added to 
the appropriate stream reach at the proper location !upstream or downstream). Cell sediment is identified as "sheet 
and rill". 

-: Each feedlot is processed on a daily basis using the fojlowing steps. 

Feedlot Event Calculations: If runoff occurs on the cell nssnciated w~th  the feedlot. then the portion of runoff that 
enters the feedlot area is routed. The amount of soluble nutrients (N, P, and OC) that are contained in the runoff are 
determined. The runoff and nutrients are then routed though any buffer area down slope of the fcedloi which can 
reduce !he nutrient quantities in the runoff. The resultant nutrient amounts are added to the appropriate stream reach 
for thc cell contsining the feedlot al the proper location (upstream or downstreaml. No water is added to the reach 
For the fcedlot it has already been accounted for with the cell runoff. Any nurrionls that are picked up by runoff 

and !ewe the feedlot are subtracted from existing manure pack. 

FeedIat DaiIy Calculations: The nutrients produced by the animals on the feedloi are addcd to ihe manurc pack. 
The manure pack is decayed for the day using default decay races for the Jiirercnt nulrients. Thc current daily 
change in nutrient producliun is added to the current days rate to define the new rate to apply to the feedlot thc next 



day. Check the feedIot operations for any operations today. If any operations are found, Ihe daily rate and daily rate 
change for tach of the nutrients i s  updated. These changes will take effect on the next day. If a scraping operation is 
indicated in a current day's operation (Pack Remove Ratio). h e  manure pack nutrients are adjusted. 

Gullv Processes: Each gully is processed on a daily hasis. The runoff from the cell that drains through the gulIy is 
based on the ratio of the gully drainage area to the cell drainage area. The sediment total is determined from the 
gully runoff and a power equation using the user supplied coefficient and exponent. The sediment amount is divided 
into five particle size classes (clay. sand, silt, small aggregate, and large aggregate) using either the gully identified 
soil or the cell soil (if no gully soil was identified). Gully sediment is then added to the appropriate stream reach for 
the associated cell at the proper location (upstream or downstream). Gully sediment is identified as "gully". No 
water is added to the reach for the gully as it has already been accounted for with the cell runoff. 

Point Source Proceaaq: Each point source is processed on a daily basis. The user entered constant flow rate and 
nutrients are used to determine runoff volume and nutrient masses to be added to the reach associated with the cell 
containing the point source at the proper l ocdon  (upstream or downstream). 

Reach Processes: If runoff occurs from any cell (excluding point sources), then reach routing is perfomed. The 
routing is done in a reach routing sequence order that ensures all reaches upstream of a given reach are routed prior 
to it's routing. (Reaches with no water at the upstream end are not rouled as there is nothing to route.) The 
following steps are used in the routing of a reach. 

Water Routing: An equivalent Runoff Curve Number and associaled Ia/P ratio are computed from the upstream 
runoff volume and the weighted rainfall (including rainfar1 and snow melt or irrigation). The IalP ratio aIong with 
the user defined rainfall rype (Rainfall Distribution code) are used to determine a peak flow for the reach using an 
extension of the TR-55 Graphical Peak Discharge method (Theurer & Cronshey 1998). All water variables are then 
translated from the upsueam end of the reach to the downstream end of the reach. 

Sediment Routing: Sediment routing is done using the Bagnold equation. The water flow, if appropriate, is divided 
into within-bank-flow and out-of-bank flow for separate sediment load calculations. Sediment is routed by the five 
particle size class (clay, siI1, sand, small aggregate, and large aggregate) with the three sediment sources (sheet and 
rill, gully, and bed and bank) combined together. After routing, the sediment sources are re-subdivided for each 
particle class as follows: decrease in reach (distribute decrease proportionally among the three sources); or increase 
in reach (all of the increase is bed and bank). 

Nutrient Routing: Each nutrient (N, P, and OC) is subdivided into water borne (soluble) and sediment borne 
(attached). Attached P is further subdivided into organic and inorganic. Each nutrient subdivision is dccayed hased 
on the react) travel time, water temperature, and an appropriate decay constant. The soluble nutrients can be further 
reduced by the fraction of water that infilkales through the bottom of the reach. The attached nutrients are adjusted 
by any change in clay sediment from the upsueam to downstream end of the reach. Additionally an equilibration is 
done for the soluble and attached inorganic P at the beginning of the routing (upstream) and after the nutrients are 
routed (downstream). The upstream equilibration is required as water from several sources may converge at the 
upstream end nf the reach, and while each may be in  equilibrium, the aggregate may not. 

Pesticide Routing: Each pesticide is subdivided into water borne (soluble) and sediment borne (attached). Each 
pesticide subdivisinn is decayed based on the reach travel time, water temperature, and the appropriate pesticide 
half-life. The soluble portion of each pesticide can be further reduced by the fraction of water that infiltrates through 
the bottom of the reach. The attached pesticides are adjusted by any change in clay sediment from the upstream to 
downstream end of the reach. Additionally an equilibration is done for each pesticide at the beginning of the routing 
(upstream) and after the pesticide is rautcd (downstream). The upstrearn equilibration is required as water from 
several sources may converge at the upstream end of the reach, and while each may be in equilibrium, the aggregate 
may 110~. 

Update Receiving Reach: The rouled water, sediment and chemical quantities are added to the upstrearn values for 
thc next downstream reach (or to the outlet if at downstream end of watershed). AIso added are any cell, feedlot, 
gully, andlot. point source values that join the current reach at the downstrcarn end. These added vaIues were not 
included in the current reach routing but will contribute to any reaches dawnstream. 



Output Event: At user selected reaches, if there is any water at the downstream end (routed or added from cells or 
point sources), then event information is written to he event file. I n f o d o n  on water, sediment, nutrients and 
pesticides can be included depending on the selections made by the user on either the Reach Output Specification or 
the Global Output Specification. 

Simulafion Accumuia~otl: All information for the day's reach event is added to the simulation period accumulation 
for the reach. The data include the reach routed items (upsueam and downstream) as well as the added i [ems from 
cells, feedlots, gullies, and point sources that may join the reach at the downstream erid but are not routed in the 
reach. This information will be used later for generating the source accounting information. 

SOURCE ACCOUNTING OUTPUT 

Reach Ratios: Ratios are computed from the simulation period accumulated data at each end of each reach. Which 
paramctcrs (water. sediment, nutrients, and pesticides) have ratios computed depends on the composite selected 
output for the source accounting components. Upstream ratios are computed as the upstream parameter value / 
downstream parameter value. In situations were the upstream value is greater than the downstream value (loss due to 
infiltration or deposition), h e  upstream ratio is 1 (all downstream contribution to the outlet came from upstream). 
The downsueam ratios are cornpuled as the downstream value of thc current reach / upstream value of the receiving 
reach. The watershed outlet is treated as the upsbeam end of a reach just downstream from the last reach and may 
include cell and other component contributions that are added after the 1 s t  reach was routed. 

Write Outlet Accumulation: ?'he outlet accumulalion infurmalion is writtcn to the sourcc accounting filc. This will 
be used as the basis for applying the contributing ratios for the selected source accounting components that wirl be 
written to this file next. 

Com~ute Source Acconntin~ Ratioz: Ratios are computed from the simulation period data for r h ~  source 

accounting component (other than a reach) and the previously cornpuled rmh ratios. The source accounting 
component ratio is computed as accumulated component value I upstream value (for components added at the upper 
end of a reach) and as accumulated component valuz / upstream value of receiving reach (for components added at 
h e  downstream end d a reach). The ratios are then multiplied by the upstream and downstream ratios for all 
reaches downstream of where the component enters the stream system. (Additions made at the upstream end of 
reach must also be multiplied by the current reach ratios, downstrearn additions do not.) For source accounting 
components added at thc watershed outlcr, the computation is sirnpIy the ratio of [.he accumulated value / outlet 
value. 

.W-SpurceBre The computed source accounting ratios are written to the source accounting file 
based on the selected output for each component. 
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AnnAGNPGRUSLE SHEET & RILL EROSION 

By W. Frank Geter, Environmental Modelhg Specialtef USDA NRCS, Fort Collins, CO; 
Fked D. Theurer, Agricultural Ihgheer, USDA NRCS, Bdtsvllle, MD 

-This paper d d b c s  the design modifications to thc Revised Universal Soil Loss Equation (RUSLE) to 
simplify and enhance its inclusion in the multi-ccll continuous simulation model AnnAGNPS. Thtse mdifrcations 
include the: (a) ability to process multiple cells; (b) elimination of redundant calculations for cells with ihntical 
field management and soil conditions; (c)  ability for contours and mechanical disturbances ro rotate on non-cropIand 
landuses; (d) calculation of diment  delivery ratio to the edge of the field for every cell; and (a) erosion 
modifications for frozen soil conditions. 

INTRODUCTION 

The hua l i zed  mcul ru r s l  Elon-Eoint Source Pollution M d e l  (AnnAGNPS) {Cronshey & Thturer 1998) is a 
cwtinuous simulation, daily time a p ,  watershed scale, pollutant loading model. AnnAGNPS analyzes a watershed 
subdivided into suitably small cdls of homogeneous landuse management, climate and soils which can adequately 
approximate site conditions. Runoff, sediment and other contaminants are routed from each cell through a channel 
network, including surface water impoundments. to the outlet of the watershed. A unique and powerful feature of 
AnnAGNPS is the ability to track the source and relative contribution of contaminants down through the channel 
network to the outlet of the writershed. This feature givw the user the ability to determine the source, and the relative 
contribution of that sowce, at any point in the watershed. 

Soil detachment, deposition and &ansport are i-t considerations when mdcling pollutant loads from 
agricultural watersheds. Detached soil particles are deleterious contaminants in downstream water courses causing a 
degradation in stream and lake habitat and can result in premature filling of lakes and reservoirs. In addition, 
detached soil particles are carriers of many other contaminants such as phosphorus and pesticides. Given the 
importance of soil erosion, deposition, and transport, it is critical that an appropriate lcvel of technology be chosen to 
simulate these processee. 

The @cultural Eon-point Source Pollution Mode1 (AGNPS) (Young ct al 1987), the predecessor to AnnAGNPS, 
used the Universal Soils Loss Equation (USLE) (Wischmeier et a l  1978) to predict soil erosion for a single storm 
event. Since AGNPS is s single storm event model, the fact that the soil erodibility fstor (K factor), cover and 
management factor (C factor) and the practice factor (P factor) arc fixed valws, input by the user, is not a significant 
limitation. However, since AonAGNPS is a continuous simulation modet temporal changes in cover, soil erodibility 
and conservation practices cm have a significant impact on simulated pollutant loads. In addition, AnnAGNPS has 
virtually no limitation on the number of cells that can be defined by the user to make up a watershd, therefore 
manually estimating fixed USLE K, C. end P factors for each a l l  prior to simulation would impose a significant 
usability Iimitation. Several erosion prediction mdels and subroutines where considered in deciding which erosion 
technology should be incorporatad into AnnAGNPS. Factors that w e  considered where; the number of inputs, 
time step, process detail, data availability, degree of model acceptance, md runtime. 

The &vised ynivcrsd soilc lpss muation (RUSLE) (Renard et al 1997) ehnology was selected as the most 
appropriate level of technology far the following reasons: 

I.  The number of inputs required did not significantly add to what was slready requirrd. 

2. The minimum timc step was 15 days. Although this is larger than the single day time step in AnnAGNPS it was 
not considered a significant limitation bbcaw RUSLE K and C factors do not vary significantly on a day to day 
basis and adjusmnts to K factor would be made on daily time step during the actual simulation. 

3. The process detail was considerable but appropriate. The level of detail in calculating a time variant C factor in 
R U S E  is considerable h a u s e  of the many p r m s e s  involved such as; tillage effects, soil eonsolidation, and 
midue decomposition. This &tail however was considered nmessaty and appropriate since cover conditions 
change ficquently and tillage effects, soil consolidation and residue decomposition arc critical factors. 



4. Availability of data and broad model acceptance by an action agency were primary factors in the selection of 
RUSLE technology. At the time of consideration, Natural Resource Conservation Service (NRCS) agronomists 
where involved in an organized effort to collect tillage and crop management data across the country to enable 
RUSLE technology to be implemented in NRCS field offices. This indicated to the AnnAGNPS model 
developers a high dtgrtt of future data availability and a broad acceptance of RUSLE technology. 

5. Model runtime was fairly low due to the fact that U, K, C, and P factors are calculated at no less than a 15 day 
time step for only the length of the specified rotation. The calculation of the LS, K, C, and P factors is 
performed in a data preparation step in AnnAGNPS and not during the day to day simulation. However, during 
the AnnAGNPS simulation, the Bosion Index (EJ) and K factor may be adjusted on a daily basis based on storm 
precipitation and frozen soil conditions rcsptctively. This will be discussed in more detail later. 

At the time of this writing, AnnAGNPS is currently a BETA reitwe. RUSLE technology documented in this paper 
describes the current state of RUSLE technology in the BETA release of AnnAGNPS . However, upon review by the 
Agricultural Research Service Scientists and others, significant modifications to the code could be made before the 
frst official release. 

The remainder of this papa will primarily focus on how the technology from the RUSLB model was incorporated 
into the AnnAGNPS model and not discuss or debate the use or validity of RUSLE technology itself. 

AnnAGNPS MODEL STRUCTURE 
In order to understand how RUSLE technology is incorporated into AnnAGNPS it is important to have fundamental 
grasp of the basic structure of the AnnAGNPS model. From a high level, the AnnAGNPS model can be viewed as 
having three main parts that are processed in sequence: Data Preparation, Simulation Processing, and Source 
Accounting Output. 

Data In the AnnAGNPS data preparation phase model input is read and verified, variables and mays 
are initialized, input data rearrmgcd into efficient data structures, various pointers are set and, germane to this 
discussion, RUSLB LS, K, C, P factors and a sediment delivery ratio to the edge of the field, are calculated. By far. 
the majority of the RUSLE technology has k e n  incorporated in this step. 

During the simulation processing stage, the daily effects of climate on runoff, snow pack, 
crop growth, soil moisture, soil msion, chemical transport, feedlots, impoundments and reach routing are 
determined. All AnnAGNPS cells are processad then reach routing performed. During the processing of individual 
cells, on days when a storm event andor snow melt pduces runoff, RUSLE factors that were calculated during the 
data preparation phase are used along with an estimatt of the storm event HI to calculate the sediment delivery at the 
edge of the cell. No modification to RUSLE parameters occur with the exception of K factor which may be 
modified in some cases if frozen soil conditions exist. 

$ource AccPunting Outnut The source accounting output phase is where accumulations of runoff and contaminants 
are analyzed over the entire simulation perid to determine the contribution of a user identified celI(s) to a user 
identified location in the watershed. 

RUSLE CODE IN AnnAGNPS 
RUSLE code in AnnAGNPS was converted from the RUSLE Model, Version 1.5 pre.h, written in the 'C' 
programming language. The RUSLE M d e l ,  Version 1.5 pre.h will be referred to as the original RUSLE model for 
the remainder of the document. AnnAGNPS is written in Fortran90 therefore the original 'C' code had to be 
converted to FortranW. In the process of converting the original RUSLE model code, significant organizational 
revisions were made to; separate the technology engine from the original RUSLE model user interface, simplify code 
maintenance, produce debug reports, and increase code readability. In essence, RUSLE code was basically re-written 
from scratch with a few exceptions. Every attempt was made to maintain the original technology contained in the 
code and where technical changes were made they are noted in this paper. Fortunately, few technology related 
changes were necessary. 



ESTIMATION OF RUSLE FACTORS 
During the data preparation step descrjbtd above, RUSLB mhnology within AnnAGNPS calculates the LS, C, and 
P factors for each cell in the watershed and a K factor for each soil in the watershed. The highest level subroutine 
that controls the calculations of these parameters has the following flow control. 

The remainder of the discussion describing the estimation of RUSL3 parameters will  follow the high level process 
control flow depicted in Figure 1.  

Level Process C m  

For each cell, i f  contours have been applied, determines the dominant 
.......................... contour for each year in a rotation. The dominant contour is the contour 

that  is  in effect for greatest number of days in a rotation year. 

initialize RUSLE Calculate a weighted average ttmpernture and precipitation, and minimum 
........................... 

Climate Information each of the 24, 15 dhy periods pluu the roil 

Calculate RUSLE K For t ach  soil  in thc watershed, estimates average annual K factor by; 1 
Volcanic soil  equations, 2, Soil Nomograph Equritionr, 3. Set equal to input 
the Soil K factor; and estimates 24, 15 day K factors i f  delired and allowtd. 

For eacb unique cclllroif combination, estimates the avcrage annual C 
................. " ........ 

Factors factor for non cropland landures. For cropland landuses, estimates the 2 4 ,  
15 day C factors for each year in the crop rotation, 

Calculate RUSLE 1 For each non-water cdl, estimates the LS flctor f rom overland slope ........................... 
LS Factors 1 profile data and  calculate an tquivi lent uniform slope. 

Calculate RUSLE P 
Factors and 

Sediment Delivery 

For each cell, eatirnates the P factor from the combined affect of strip 
,,.. crops, contours, t trraces and drainage. C~lcu la tes  a sediment delivery 

ratio for each non-water cel l  from the nvcrland profile and landuse cover 

Figure 1 

w$he Contoyr Ro- AnnAGNPS allows the user to spbcify the application of a contour or 
mechanical disturbance by month, day, and relative year in a rotation for evcry landust . This capability is an 
enhancement to existing RUSLE technology. In the original RUSLE technology, only a single contour or 
mechanical application is allowed on a non-cropland landuse. 

A contour and mechanical disturbance are both descrikd in the AnnAGNPS input data under the contour data 
section. The only difference between the two is that mechanical disturbance has a ridge height o f  zero. For the 
remainder of chis document, when a contour application or contour practice is mentioned, it applies to both a contour 
and a mechanical disturbance. 

The routine to initialize contour rotation information results in information that will be used in later calculations to 
determine average annual C and P factors. For each non-water cell that has a rotation of operations with contours 



specified, the cantour rotation initialization routine sets a pointer to the domingnt contwr information for cach year 
in ihc rotation and calculates the n u m b  of years since tk dominant contour was first applied. The dominant 
con tour is the contour that is on the ground for the greatest number of days in a rotation yeat. A contour applid in rr 
previous fotation year will carry over into the current year und its days for the cumnt year considered until a IIC w 
contour is applied. 

An example will help to explain. If there arc two contour applications in four year rotation and the first contour was 
applied on day 100 in rotation year one and the second contwr is applied on day 200 in rotation year 3, the resulting 
contour rotation information is in Table 1. 

Tsble 1 Coatour Rotsdrm Examplt 

Note that in rotation year three, when the second contour 
was actually applied, it is not the dominant contour for that 
year because it was on the ground for only 165 days where 
aa the first contour was on the ground for 199 days. 

Rotndon 
Year 

1 
2 
3 
4 

RUSLE CUmate Inlo- RUSLE requires cewn climate dated data that ic common to most of 
the RUSLE routines. The logic and method wed in each of these calculations is identical to that in the original 
RUSLE . These calculations ate: I) Calculating a weighted average temperature and precipitation for each of the 24, 
15 day periods, 2) Derive a monthly non-cumulative El distribution from thc input mnthly cumulative EI data, 3) 
Cdculate the soil moisture replenishment rate Wed on average annual rainfall. is used in the computation of 
the soil moisture C sub-factor for the Pacific Northwest.) 

For each unique soil in the w~tesshed, K factor information is calculated. The mly change 
from the original RUSLE male1 is the ability to cycle Wugh id! the soils in the watRshEd. The stnactttrt of the K 
factor comptations in AnnAGNPS was changed signifmnily from the original m&l. Figure 2 illustrates the hi& 
level smcture of the K fwtvr mutines used in AnnAGNPS. 

Pointer to 
Dominant Contgur 

contour 1 
contour 1 

Far Each Soil 

I mm- 

Yeam Since 
- Applled 

0 
I 

Determine if tlme K-factor code is 'Yes' and the inpur El Number belongs to a set 
I( factor t a  vtry. then Lime variant K data i s  allowed. and allowed. 

EifthcA K-factor pods i~ Ycg, K i s  crleulatcd from soil nomograph 

conulur 1 2 
2 

( I C~lculate Average equations unless Volcanic code is Yes i n  surface soil layer and if so, K is 
Annual K computed from volcanic soil equations. If the Annual K-factor code i a  No, K 

will be retrievtd f rom the  soil drtsl. 
I 'IL- 

if ~ i m t  variant K data allawed then 24 K factors (two par rnbnth) are 
if not, each of the 24 K valves i $  set equal to the avarbg~  a n n a ~ l  

- 4 End Soil Loop Figure 2 

RUSLE C F a c b ~ :  The computation of C factors in AnnAGNPS for a single cell is identical to that of the o r i g i d  
model with one exception. The original RUSLE model only allowed one contour p r d c e  to be applied to a non- 
cropland cell. AnnAGMPS allows multiple contour practices to be applied in rotation on a non-cropland landw. 

1-20 



In the original RUSLE model. when a contour is specified on a non-cropland landuse, the average annual C factors 
degrade over a perid of time. The length of time is equal to the number of yeam it takes the soil to consolidate as 
specified in the soils data. POI example, if it takes seven ycars for the soil to consolidate, the original RUSLE model 
will cdculatt seven average mnud C factors with the C factor decreasing each suwessive year until it reaches its 
minimum value the seventh year. 

The same algorithm is used in A&GNPS to degrade average annual C factors but since contours can be in a 
rotation on a non-cropland landuse, the C factor may not reach its fully degraded value before another contour is 
applied. The contour rotation information discussed under Initidize Contour Rotation Information is used to 
calculate the average annual C factors if contours have bben applied. For each year in the rotation, the average 
annual C factor is calculated for the dominant contour. The number of years sinct the contour was first applied is 
used to determine the number of years the contour has degraded. 

In implementing the C factw computations into AnnAGNPS it became obvious that computation time and memory 
requirements to store C factors for later use could bt greatly redud if redundant calculations and storage could be 
eliminated. An AnnAGNPS watershed can bt subdivided into many cells that can tither be square or amorphous in 
shape and each cell is assumed to have homogenous management and soil. Oflen the cell size will be substantially 
smaller than a field s i x  resulting in many cells having identical management. If two or more fidds have the srunt 

management, even more cel h will have the same management. In addition, the smaller the cell size, the more likely 
the chance that two or more cells will have the same soil type. Therefore, in theory, as AnAGNPS individual cell 
size decreases, the nurnh of cells with the same managementlsoil combination increases. 

To reduce the number of C factor computations and storage requirements, calculations are made only on cells where 
tht managementlsoil cambination has not betn encounted previously. When a cell is encountered that has an 
identical managementlsoil combination that has W y  k e n  computed, the calculations are skipped and that all's 
pointer to its C factor data is set to point to the previous cell's C factor data that had the smt managementlsoil 
combination. This dramatically reduces computation time since thousan& of lines of d e  are skipped and reduces 
the intarnal storage requirements for C factor data as well. 

In implementing C factor computations, major structural changes whert made. The major difference between the 
original RUSLE mdel  and AnnAGNPS is hat, in AnnAGNPS, each C sub-factor is calculated individually for the 
entire rotation period. In the original RUSLE model, one large loop sequences through the rotation on 15 day 
increments and all the C sub-factors are calculated in succession. AnnAGNPS, however, has many small 
subroutines with each subroutine sequencing through the rotation. The advantage is that smaller subroutines are 
easier to; code, verify, understand, and maintain. The disadvantage is that temporary storage requirements are higher 
since individual C sub-facton for the entire rotation Mod must be st& until all the other C subfacton are 
computed and those results combined to compute the find C factor. Figure 3 depicts a high level view of the 
cdculation of C facttars in AnnAGNPS. 

RUSLE LS Factor; Only a few minor structural c h a n g ~  were made to the LS factor code from the original model. 
The calculation of the LS factor in AnnAGNPS is the same as in the original model. with the exception that the 
RUSLE 'Beta' code values that describe the rill to inter-rill ratio are map@ to the table d e s  required by the LS 
factor and shown in Table 2. The LS factor table mh identifies which equation will be used to calculate the LS 
factor in RUSLE. 

Table 2: Relationship Between Beta Codes and L3 Factor Table Values 
h 

RUSLE Beta Code 

1 = rilhter-rill erosion equal for bare soil (ratio = 0.035) 

2 = inter-rill erosion dominant for bare soil (ratio = 0.025) 

3 s rill erosion dominant for bare soil (ratio = 0.050) 

4 = coarse soil, low ppt., covm strongly affects runoff (ratio = 0.045) 

LS Table Code 

2 - moderate rill to inter-rill erosion 

1 - low rill to inter-rill erosion 

3 - high rill to inter-rill erosion 

3 - high rill to inter-rill erosion 



Thc cropland C factor array is allocated to a two diminsional array 
wberc the first diminsion is the sum of all rotalion years for every cell 

, . . -. -. . . , . . . . , - -, . . . , rhal is cropland and has unique rnanrgementlsoil combination in tbe 
watershed. The second dimension is 24, corresponding to two C 

C factor array is allocated toe ont dirniusiond 
..-. - " 

dimensiol is tbe sum of all rntatinn years fcr 
every cell lbit i s  nw-cropland and has a unique managementlaail - I combination in the watershed. 

In the watsrahsd 

facior polntw !o the 
previous data with 

same mgtholl  
combination 

N o  

Calculate 24 C factors 

End loop 0 1  cells in 

Calculate avg, annual 
C factor for each year 

in the rotation i- 
Sat cell croplal~d C 
factor pointer to the 

 do's: The calculation of RUSLE P factors and sediment delivery 
ratio's in AnnAGNPS are the same as in the original m d e l  with two exceptions. The original RUSLE mdel  
allowed only one contour pratice to be applied on a non-mpland landuse and a sediment delivery ratio was 
calculared only when a strip crop conservation practice was applied. AnnAGNPS allows for the appl~cabon of more 
than one contour practice to k applied in a rotation on a non-cropland landuse and a sediment delivery ratio is 
cdculated fm each non-water cell regardless of  whether a strip crop has been applisd or not. 



In the original R U S E  model, when a contour is specified on a nantropland landuse, the average annual contour P 
sub-factors degrade over a perid of time. The length of time is equal to the number of years it takes the soil to 
consolidate as specified in the soils data. For example, if it takes seven years for the soil to consolidate, then the 
original RUSLE mdel  will calculate seven average annual contour P sub-factors with the sub-factor decreasing each 
successive year until it reaches its minimum value the seventh year. 

The same algorithm to degrade average annual contour P sub-factors is used in AnnAGNPS but since contours can 
be in a rotation, they may not reach their fully degraded value before another contour is applied. The contour 
rotation information discussed under Initialize Contour Rotation Information is used to calculate the average annual 
contour P sub-factors. For cach year in the rotation, the average annual contour P subfactor is calcul&d for the 
dominant contour. The number of years since the contour was first appliod is used to determine the number of years 
the contour has degraded. 

The same algorithm that was used in the original RUSLE model to calculate a sediment delivery ratio when a strip 
crop was applied is used in AnnAGNPS to calculate a sediment delivery ratio to the edge of the field for every non- 
water cell. If there is not a strip crop specified for a cell, AnnAGNPS assigns a RUSLE predefined cover ccde to 
each overland profile slope segment based on the type of landuse specified in the fieid data as shown in Table 3. 

Table 3: Assigned Cover Code for Various Landuses 
u 

Landuse Specified in Field Data I RUSLE Predefined Cover Code 1 

Figure 4 is a high level view of the process used in AnnAGNPS to calculate P factors. 

Cropland 
Pasture 
Rangeland 
Forest 
Urban 

Hiah Level View Of P Fact or each non-water ce or Calculation. 

5 - light cover andor moderatly rough 
I - established sod-forming grass 
4 - moderate cover andlor rough 
3 - heavy cover andlor very rough 
2 - 1st year grass or cut for hay 

DAILY TIME STEP SEDIMENT DELIVERY CALCULATION 

Sediment delivery to the edge of the field is calculated whenever a runoff event occurs from rainfall, irrigation, or 
snowmelt i n  the Simulation Processing phase of the AnnAGNPS model run. Each of the RUSLE parameters is either 
calculated or reuieved from previously calculated data. 



The EI value i s  calculated given the rainfall distribution type and the rainfall mount using F.qmtion 1 which is taken 
from AGNPS. 

whm: R = Precipitation or Snowmelt in inchm 
A = EI cmcient from Table 4 
B = EI exponent from Table 4 

Equation 1 

Given each of the cumulative rainfall distzibutions, Keith 
Cooley, ARS Scientist, Boise ID, calculatad the A aad B 
cotfficimts to derive tbe atorm EJ value. For snowmelt. thc 
Uniform distribution is 4. If precipitation ~IKI onowmelt 
occur on the same day, their respactive EI vdm mmmd 
together. 

Table 4: EI Coemcient sad Exmnent bv Storm ' 

Storm Distribution Typs A 
- 

B 
1 15.03 0.5780 
ZA 
TI 
IIL 
Uniform 
IIA-60 
IIA-65 
llA-70 

The K value is retrieved and madifid for frozen soil conditions if the watershed is in the Palouse region using 
Equation 2 supplied by Don McCooI, ARS Scientist, Pullman WA,: 

Equation 2 

where: K = RUSLE K factor and, 
M = Moisture fraction in s l r r f ~ ~ e  soil laycr 

The remaining RUSLE factors, LS, C, P, and sediment delivery rho arc retrieved from previously calculated data 
then the product of El, LS. K, C and P ia computed to determiilt the total potentid erasion. This product is then 
compared to the amount of thawed soil available for erosion and the lesser of the two quantities is then multiplid by 
the sediment delivery ratio to dctcrmim the amount of sediment deliverad to the cdgt of the field. 
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AnnAGNP?3-REACH ROUTING PROCESSES 

By Fred D. Theurer, Agricultural Endneer, Natural Resourcrs Conservation Service, Beltsville, MD; 
Roger G. Cronshey, Hydraulic Engineer, Naturnl Resourtea Consemstion Sem-ice, Beltsvllle, MD 

mtract: The single-event micultural Bon-Point Source Pollution (AGNPS) computer model has been replaced 
with a continuous simulation version called AnnAGNPS (Annualized AGNPS). AnnAGNPS will predict pollutant 
loadings (PL) anywhere within the watershed and identify their proportional contributions from selected points of 
origin. The reach routing processes are  the set of technical procedures used to determine the fate & transport of the 
PL's once they are in the stream system. 

The reach routing processes in AnnAGNPS track the fate & transport for the: (a) five sediment particle-size classes 
(clay, sitt, sand, small aggregate, & large aggregate); and Ib) absorbed and dissolved forms of the major chemical 
pollutants (nutrients, pesticides, & organic carbon). An accounting procedure is included that keeps track of the 
amoupt originating from within a field or stream reach of any given PL by erosion type or chemical form that arrives 
at any downstream point in the watershed. 

The graphicaI peak discharge method in the Soil Conservation Service's TR-55 is limited to watershed drainage 
areas whose time of concentrations (Tc) do not exceed 10 hours (approximately 200 sq. mi.) and rainfall (P) to 
runoff relationships whose initial abstraction (la) is less than 50 percent of the rainfall (0.1 <= IalP <= 0.5). 
AnnAGNPS needs to operate satisfactorily for drainage areas up to 1000 sq. mi. (Tc's up to 48 hr) and rainfdl-runoff 
relationships that range between no runoff to total runoff (0 <= la/P <= 1). An extension of TR-55 is used to meet 
these requirements. 

The sediment reach routing process accounts for deposition when there is an oversupply of a particular sediment 
class, and degradation when the particular sediment particle-size class transport is supplplirnikd and is available in 
the bed & bank. Amounts of erosion by type (sheet & rill, bed & bank, and gully) are tracked throughout the reach 
routing process. This allows the user to determine from where any particular sediment particle-size class originated 
by erosion type, and how much. 

The major chemical reach routing processes have been updaled to include partitioning between absorbed and 
dissolved states. The reach routing processes include: (a) the fate & transport of nitrogen & phosphorus; (b) a 
separate reach routing routine for organic carbon; and (c) the fate and transport for an unlimited number of 
individual pesticides. 

INTRODUCTION 

The reach routing processes are used in AnnAGNPS (Cronshey & Theurer 1998). Sediment from sheet & rill 
erosion is determined according to RUSLE (Geter & Theurer 1998). The results from AnnAGNPS are designed to 
be used by the other computer models such as the sediment intrusion into salmonid redds model (Alonso et aI 1498) 
and the fry emergence model (Miller et a1 1998). 

The reach routing processes are assumed to be in an enclosed control volume. All inputs are total amounts (water, 
sediment, & chemicals) entering at the upstream end only. Chemicals are equilibrated-equilibrium balance 
between dissolved & adsorbed chemicals-immediately before routing begins. Sediments are routed by particle-size 
class where each particular size-class is deposited, more entrained, or simp1 y bansported unchanged depending upon 
the amount entering the reach, availability of that size class in the bed & banks, and the transport capacity of each 
size class. The chemicals are re-equilibrated at the downstream end to reflect possible changes in either the amount 
of water or fine sediment. 

PL computer models require a water model component. The water model components needed by watershed-scale PL 
models must include a simple peak discharge procedure. A very simple and precise procedure with accepted 
credibility is the unit peak discharge (UPD) procedure included in Chapter 4, TR-55 (SCS 1986). However, TR-55 
was developed primarily for use as an engineering field-level design tool rather than for inclusion in PL continuous- 
simulation, field- & watershed-level computer models. While applicable for the range of conditions for which it was 
developed, TR-55 does not cover the total range needed for such PL models. 



HYDRAULICS 

Recmngular shape channels offer computational efficiencies, especially when coupled with unit-width assumptions. 
Unit-width means dividing the respective parameter by the top width at the surface of the flow area. 

For the hydraulic radius, use the hydraulic depth; i.e., let: 

d , = R = W  Equation 1 

where: d, = hydraulic depth, m; 
R = hydraulic radius, m; 
A = flow area, mZ; and 
W = flow width, m. 

To solve for the velocity of flow when given the hydraulic depth of flow, use: 

where: V, = flow velocity of water, mls; 
n = Manning's retardance; 
d, = hydraulic depth, m; and 
S, = channel slope, m/m. 

To solve for the hydraulic depth and velocity when given the discharge, use: 

where: d, = hydraulic depth, m; 
v, = flow velocity of water, rnls; 
W = flow width of flow area, m; 
n - Manning's retardance: 
Q, = water discharge, m31s; 
q, = Qfl, unit-width water discharge, m31slrn; and 
S, = channel slope, d m ,  

And the term d,-So, derived from Equation 4, will be used in subsequent formulas: 

Equation 2 

Equation 3 

Equation 4 

where: d, = hydraulic depth, m; 
v, = flow velocity of water, i d s ;  
W = flow width of flow area, m: 
n = Manning's retardance; 
q, = QJW, unit-width water discharge, m3/slrn; and 
So = channel slope, rnlm. 

HYDROLOGY 

Peak The foIlowing set of regression coefficients were generated using the Extended TR55 (Theurer & 
Comer 1992) procedures and curve-fitted using Tablecurve 2D version 4 by Jandel. UPD's were calculated for 
ninety-six t,/P24's at 0.01 increments of I,&, from 0 to 0,95 (0 <= Ia/Pu c= 0.95) and forty-one T,'s from 0 to 48 
hours using NEH-4 procedures (SCS 1972). The UPD at IJP, equal one is zero because there is no surface runoff. 
The resulting data sets [(96+1)*4 1=3977 element values for each of the rainfall distribution types] became the basis 
for the extended TR-55 regression equations, error analyses, and subsequent findings. The mean error of the 
regression equations with respect to the NEH-4 (SCS 1972) values over the entire range of I,PN & T, conditions is 
approximately 0.5% and the standard deviation is less than approximately 2%. Table 1 show regression coefficients 
for each rainfall distribution. While AnnAGNPS uses I& increments of 0.05, only increments of 0.20 are shown 
in Table 1. 



Table 1: Unit Peak Discharge Regression Coefticients 



The general form for the regression equation to caIculate the peak discharge is: 

Equation 5 

where: Qp = peak discharge, m3/5; 
Dl = total drainage area, hectares; 
PU = 24-hour effective rainfall over the total drainage area mm; 
T, = time of concentration hr; and 
a, b, c, d, e, & fare the regression coefficients for a given I& and rainfalI distribution type. 

Tim of Cnacentradon: Time of concentration is calculated according to the procedures described in TR-55 (SCS 
1986). 

Jlvdroera~h Sba~e: A triangular shape is assumed. Since the sediment transport is only concerned with the 
duration for an average discharge, the time to peak is not important and a right triangle was used to calculate the 
sediment transport. 

The time to base of the hydrograph (duration of surface runoff event) is: 

tb = 20.(R.D$Qp) 

where: Qp = peak discharge, m3/s; 
D, = total drainage area, hectares; 
R = surface runoff volume from upstream drainage area, mm; and 
b = time to base, s .  

The hydrograph as a function of time is: 

where: Q, = dischnrge as a function of time. m3/s; 
Q,, = peak discharge, rn31s; 
b = time to base, s; and 
t = time from beginning of runoff, s. 

And the unit-width peak discharge is: 

where: q, = unit-width peak discharge, m31s/m: 
Q, = peak discharge, m3/s; and 
W = flow width, m. 

Equation 6 

Equation 7 

Equation 8 

SEDIMENT YIELD 

All sediment routing in the concentrated flow channels is performed by the five particle-size classes (sand, Iarge & 
small aggregates, silt, and clay) and for each increment of the hydrograph. 

If the sum of all incoming sediment (qnl) is greater than the sediment transport capacity (q,,), then the sediment 
deposition algorithm is used. If that sum is less than or equal to the sediment transport capacity, the sediment 
discharge at the outlet of the reach (q*) will be equal to the sediment transport capacity for an erodible channel (by 
particle-six). Otherwise, if the upstream sediment discharge (q,~) is less than or equal to the sediment transport 
capacity (q,) and the channel is non-erodible for that particular particle-size, the downstream sediment discharge 
(qs?) is nssumed equal to the upsueam sediment discharge (q,,). 

If (q,,-q,) 5 0 & the bed is erdible for the particular particle-size class, then q , ~  = q,; or 

if (q,,-q,,) I 0 & the bed is non-erodible for the particular particle-size class, then q,:! = q,,; or 
i f  (q,l-q,,) > 0, then the sediment deposition algorithm is used. 



Sediment Concentration: The definition for sediment concentration is: 

C, = S N  Equation 9 

where: C, = sediment concentration, Mg-sedimtntIMg-water; 
S = sediment mass, Mg; and 
W = water mass from upstream drainage area, Mg. 

Sediment concenwation is assumed to be constant throughout the hydrograph; therefore, the sediment load for a 
given discharge at any time during the runoff hydrogragh is: 

9, = c, q w  Equation 10 

where: C, = sediment conceniration, Mg-sedimenmg-water; 
q, = unit-width sediment load, Mgldm; and 
q, = unit-width water discharge at any time, Mg/s/m; 

Sediment Trans~ort Ca~acitv Alnorithm; The sediment transport capacity (q,) and the unit-width water discharge 
(q,) are ba3ed upon the parameters at the upstream end of the reach (x,). 

The shear velocity, assuming unit-width, is based upon the parameters at the upstream end of the reach (x,) and is 
defined to be: 

IR 0.5 0.3 0 35. 0.3 U* = Ig~d,.S,] = g -n -So q, Equation 11 

where: J, = hydraulic depth at XI, m; 
g = gravitational constant, 9.81 m/secz; 
n = Manning's retardance; 
q, = unit-width water discharge at any time, Mgldm; 
So = channel slope, d m ;  and 
U, = shear velocity at XI, rnts. 

For clay. silt, and small aggregates, use A = 1; for sand and large aggregates, use: 

A= [(~-v~)/(K.U*)]I{ 1 -exp[-(6.vf)/(1c.U*)I } Equation 12 

where: A = constant of proportionality, for any flow and particle-size, between the depth-average suspended 
sediment concentration and the concentration at the laminar sub-layer plane, non-dimensional; 

K = von Karman's turbulent-flow mixing-length constant (assume 0.4), non-dimensional; 
U*= shear velocity at x,, mls; and 
v, = particle fall velocity (see Table 2) , ds. 

For each particle-size, the sediment transport capacity is: 

where: q,, = unit-width sediment transport capacity, Mgldm; 
k = transport capacity factor (see Table 2), non-dimensional; 
T = bed shear stress; ~ ~ l r n '  
v, = flow velocity of water, ds; and 
v, = particle fall veloci~y (see Table 2 ) , m / s .  

The bed shear stress can be computed as follows: 

where: z = bed shear stress; ~ g l r n ~  
y, = 1.00, water density, lMg/rn3; 
d, = hydraulic depth at XI. m; and 
S, = channel slope, d m .  

Equation 13 

Equation 14 

Table 2 contains the physical properties for each particle-size class (note Dp is in millimeters and vf is in millimeters 
per second). 



Table 2: Particle-size Class Physical Properties (alter Young et a1 1987) 

Converting vf in millimeters per second to meters per second, and using Equation 13 results in: 

Particle-size Class Particle Size 
Range 
(mm~, 

clay 10.002 
sill 0.002-0.050 
sand 0.050-2.000 
small aggregates (S AGG) 0.020-0.075 
large aggregates (LAGG) 0.200- 1 .OW 

C = 322.k-yw/vf, and 
qsc = ~ . ~ - ~ ~ 6 . ~ ~ 1 - 3 . ~ ~ 1 - 4  Equation IS 

Particle 
Density (yo) 
M d m3 1 

2.60 
2.65 
2.65 
1.80 
I .60 

where: q,, = unit-width sediment transport capacity, Mglslm; 
C = particle-size class constant for the sediment transport capacity (see Table 31, ~ ~ - s / r n ~ ;  
k = transport capacity factor (see Table 21, non-dimensional; 
n = Manning's retardance; 
q, = unit-width water discharge, rn31slm; 
So = channel slope, rnlm. 
vf = particle fall velocitv (see Table 21, mmls; and 

y, = 1.00, water density, M ~ I I ~ ' .  

Using Equations 7.8, & 15, the toial sediment transport capacity for the hydrograph is: 

Fa11 
Velocity (vf) 

Imm/s) 
3.1 1 . 1 ~ ~  
8.02.10.~ 
2.31.10~' 
3.81.10.' 
1.65- lo+' 

whcrc: C = particle-size class constanl for the sediment transport capacity (see Table 31, ~ ~ - s / r n ~ ;  
n = Manning's retardance; 
q, = unit-width peak discharge. m3/s/m; 
q,,= unit-width sediment wansport capacity, Mg/s/m; 
S,, = total sediment transpan capacity mass, Mg. 
S, = channel slope, mlm. 
t = time from beginning of runoff. s; 
tb = time to base, s; and 
W = flow width, rn. 

Table 3 contains the sediment transport capacity constants for each particle-size class (note Dp is in ~nillimeters and 
v, IS In millimeters per second). 

Transpcrrt Capacity 
Factor (vr) 

6.242. I0 
6.053. 
6.053.10'~ 

12.478.10'~ 
16.631.10-~ 

Table 3: Particle-Size Class Sediment Transport Capacity 

Sediment Deposition Algorithm: The sediment routing tbr each reach is done using the uni t-width, stcady-state, 
uniform, spatially-varied sediment discharge model. 

Equivalent 
Sand Size (D,) 

2.00. 1 0-3 
1 .OO. 1 u2 
2.00.10" 
3.51.10-' 
5.00.10" 

The sediment routing for alt reaches will be the same. All upsrream sediment discharges (q,,) will be the sum of all 
incoming sedin~enl from upstream reaches plus rhe local sediment associated with the upstream end of the current 

' 



reach. Primary cell upsbeam sediment discharges (qSl) will consist onIy of local loadings since there is no incoming 
sediment from upstream reaches to a primary cell. 

qr2 q~+[(q ,~-q ,~) .exp(-N~)]  Equation 17 

where: A = Einstein's conslant of proportionality, non-dimensional; 
L2 = distance horn x l  to x:, m: 
Nd = (A-vf-LZ)lqw, dcposition number, non-dimensional; 
q,, = unit-width sediment transport capacity. Mglslm: 
q,, = upstream unit-width sediment discharge at xl, Mgslm: 
qs2 = downstream unit-width sediment discharge at x:. Mglslm: 
q, = unit-width water discharee, n?/slm: and 
vf = particle fall velocity. mls. 

Table 4: 15-Point Gaussian-Legendra 
Quadrature for Numerical Integration 

Einstein's constant of proportionality (A) is actually the ratio of 
the suspended sediment concentrstian at the bottom of the water 
column (near the bed surface} to the avcmge concentration of 
suspended sediment throughout the water column. 

For primary cells, the distance from x ,  IO x l  is the distance from 
lhc hydraulically most distant point ( x ~ )  to the cell outlet (x2). 

For secondary cells, the distance from xl  to x l  is the length of the 
concentrated flow channel segment for the reach. The nutlet Tc~r 
each reach is always x2 in the above equations. All incom~ng 
sediment from upstream reaches is assumed to enter ar the 
upstream end of the reach (x,). Local loadings (originariny within 
the associated cells) are assumed to be delivered to the 
downstream end of the cell's associated reach (xZ). 

The channel dimensions for each reach are based upon the flow 
characteristics for the respective reach; and for the geomorphic 
option, the top width and depth are based upon the drainage area 
at the upstream end of each respective reach. 

Gaussian-quadrature is used for numerical integration when closed form analytic solutions are not known. The 
subprogram GAULEG (Press et a1 1987) generates the abscissas (ti) & weights (q) for a given N-point Gauss- 
Legendre quadrature. Points for the 15-point Gaussian-Legendra quadrature (Carnahan et a1 1969) are shown in 
Table 4. 

The N-point Gaussian-quadrature numerical integration of Q, as a function o f t  is: 

where: Q, = sediment load as a function of time; M g l s ~ ;  
Q,, = sedin~ent load at Gauss-Legendre time point ti; Mglsec; 
1 ,  = time at beginning of time period, sec; 
tz = time at end of time period, sec; 
i = Gauss-Legendre point number; 
N = last Gauss-Legendre time point; and 
q = Gauss-Legendre weight, non-dimensional. 

Equalion 18 



CHEMICAL ROUTING 

In general, chemicals exist in two phases: (1) dissolved (solution); and (2) attached (adsorbed) to clay-size particles. 

Three nuttients are recognized by AnnAGNPS: ( I )  nitrogen; (2) phosphorous; & (3) organic carbon. Nitrogen & 
phosphorous are recognized as to be able to exist in both the soluble and adsorbed state. Organic phosphorous is 
assumed to be insoluble; therefore, only inorganic phosphorous is subject to equilibration. Organic carbon is 
assumed to be part of the clay-size particles with a known organic carbon to clay ratio. 

AnnAGNPS allows any number of pesticides, each with their own independent chemical propertjes, but they are 
treated sepamtely; i.e., there is no interaction assumed. Independent equilibration is assumed fw each pesticide. 

Adsorbed Chemicals: Conservation of mass calculaljons are made for any adsorbed chemicals if the clay-size 
panicles are deposited within the stream reach. Re-equilibration, for the necessary chemicals, are repeated at the 
downstream end if clay-size particles are deposited or entrained from the bed & banks, or if there is any loss of 
water, 

Solution Chemicak: Conservation of mass calculations are made for any chemicals in solution if there is any loss 
of water within the stream reach. Re-equilibration, for the necessary chemicals, are repeated at the downstream end 
if there is any change in the amount or source of day-size, or if there is any loss of water. 

Equilibration: A simple first order equilibration model for equilibration is used: 

Equation I9 

where: Kd = partition coefficient of chemical, non-dimensional; 
M, = total mass of chemical both adsorbed & in solution, Mg; and 
M, = tntat mass of chemical in solution. Mg. 
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THE RIPARIAN ECOSYSTEM MANAGEMENT 
MODEL (REMM): PLANT GROWTH COMPONENT 

L.S. Altier, Assistant Professor, California State Univ., Chico, CA; 
RG.  Williams, Civil Engineer, USDA-ARS, Tifton, GA; R,R. Lowrance, Ecologist, USDA-ARS, Tifton, GA; 

S.P. Inamdar, Post-Doctoral Associate, Univ. of Georgla, Tifton, GA 

The Riparian Ecosystem Management Model (REMM) has been developed as a tool to aid natural resource agencies 
and others in making decisions regarding water quality management. It is also intended as a tool for researchers to 
aid in the study of the complex dynamics related to the water quality functions of riparian ecosystems. REMM is 
specifically designed to simulate processes in riparian buffer systems corresponding with specifications 
recommended by the U.S. Forest Service and the USDA-Natural Resource Conservation Service as a national 
standard (NRCS, 1995; Welsch, 1991). 

Vegetation serves a critical role in riparian buffer systems for the conk01 of water quality. Besides acting as a 
physical barrier to surface movement of water and associated pollutants, plants sequester potential pollutants such as 
N and P in standing biomass. The organic matter deposited in the soil by plants serves as a substrate for microbial 
transformations. Along the stream bank, large woody biomass is important for protecting aquatic habitat. 

For these reasons, several aspects of plant growth are particularly important for simulating their water quality 
finctions in a riparian ecosystem: the hydrology of the system is sensitive to water extraction from the soil by plant 
transpiration; soil nutrient dynamics are sensitive to rates of litter deposition above and below the ground surface; 
and nutrient uptake and sequestering by plants corresponds to plant growth rates. Another requirement of the model 
is the ability to simulate the management of riparian buffer systems involving one to many plant species growing in 
one or more canopies. 

Numerous plant simulation models have been developed. Each has strengths in simulating aspects of plant growth. 
REMM relies on several of these for components of the plant module. The FOREST-BGC is growth model that 
simulates an even-aged forest stand (Running and Coughlan, 1988; Running and Gower. 1991). TREGRO is a 
single tree growth model that is very detailed in simulating phenologicaI patterns (Weinstein and Beloin, 1990). It 
also employs a sink-based approach to growth and carbon partitioning, which makes it sensitive to environmental 
influences. SUCROS (Van Keulen et al.. 1982) and SUCROS87 (Spitters et al., 1989) are models for herbaceous 
growth that employ a source-based approach to growth. A model by Jones et al. (1 991) has provided an approach to 
simulating the response of root growth to environmental stresses. PAPRAN is a model simulating plant nutrient 
uptake (Seligman and van Keulen, 1981 ). Work by Mohren (1 986) focused on the effects of nutrients on growth. 

DESCRIPTION OF MODEL 

The Riparian Ecosystem Management Model (REMM) simulates the growth of several types of herbaceous and 
woody vegetation in two canopy layers for even-aged forest stands. Feedback between vegetation and the 
environment allows sensitivity to changing resource levels. Carbohydrates are allocated dynamically to the plant 
organs or held in reserve according to the phenological and nutritional status of the plants. Generalizable for a wide 
variety of conditions and plant characteristics, the model enables evaluation of the effects of riparian management 
such as nutrient loads, choice of vegetation, and harvesting regimes on pollutant output into the stream. 

There are several distinct submodules in REMM that simulate the growth of different types of plants. These plant 
types are identified in Table 1 .  In parameterizing the model for different plants. the most specificity is available in 
regards to the woody species. Because of the sensitivity of nutrient cycling to leaf longevity (Running and Gower, 
1991), coniferous species are distinguished in the REMM user interface with respect to this factor. Several different 
deciduous plant types are distinguished with respect to their leaf drop pattern. However, individual species present 
in a particular buffer system may be characterized through the parameterization of many variables. 



These variables represent values for the initial sizes of the plants, rates of photosynthesis, respiration requirements. 
rates of growth and mortality, sensitivity to light and temperature, response to nutrients, and timing o f  phenostages. 
The values of these variables for rna,iar riparian species are gradually being compiled into library files accrssihlu in 
the REMM user interface. 

Table I. Vegetation types simulated in REMM. 
Vegetation Type Lower Canopy Upper Canopy 
Herbaceous Species 

1 ,  annuals X 
2 .  perennials X 

Woody Deciduous Species 
3 .  autumn leaf drop X X 
4 ,  marscescent leaf drop X 
5 .  vernal leaf drop X X 

Coniferous Species1 
6. short needle longevity X X 
7. medium needle longevity X X 
8. long needle longevity X 

'Longevity o f  needles may vary from 2 to 20 years. 

Photosynthesis 
The calcu~ations for photosynthesis follow the procedures described by Running and Coughlan (1988) in the 
FOREST-BGC model. For the purposes of determining photosynthesis and germination, solar radiation is 
sequentially intercepted through upper and lower plant canopies. Beer's law i s  used to calculate the extinction ot' 
light. 

Photosynrhesis is calculated as a function of leaf area index, daylength, rnesophyll conductance o f  COz, and stomatal 
conductance of HzO. Mesophyll and stomatal conductance are determined by adjusting a maximum rate by effects 
of  nutrients, light, temperature, humidity, and leaf water potential. 

Nutrient Uptake 
The simulation of nutrient uptake and partitioning to plant parts follows the approach of the PAPRAN model 
(Seligman and van Keulen, 1981). It is based upon demands created b y  growth. The SPUR model for rangeland 
production (Hanson el al., 1983), and models by Mohren (1986) and Chen et al. (1988) for tree growth also utilized 
this concept. The approach allows simulation of changing allocations of nitrogen and phosphorus to different plant 
organs, based upon availability and demand. 

Although N affects both photosynthesis and growth, it  has a relatively greater affect on growth. Low levels of 
nutrients in the plant will allow some photosynthesis to continue, but there may not be sufficient quantities to meet 
the growth demands by all the plant organs. Under these conditions. growth is favored in the lower parts of the plant 
that have priority access to nutrients. 

Carbon Partitioning and Growth 
The partitioning of nutrients and photosynthates for woody species in REMM corresponds with the concept of a 
functional equilibrium between roots and shoots described by Brouwer and De Wit (1968). According to this 
concept, plant organs are in competition for nutrients and photosynthates. A plant organ supplying a resource wil l  
have the first opportunity to fulfill its demand. If the supply organ is reduced in size, resulting in a rtduced supply 
01' a resource, growth of other dependent organs will slow down until the supply organ has recovered. 

For woody species, C is dynamically allocated to maintenance respiration, shoot growth, root growth. and slurage. 111 
that order of priority, based upon sink strength. Demand by the plant organs for photosynthates is deterniined by 
relative growth rates modified by temperature, moisture, nutrient, and phenological effects. Stored C is used when 
the respiration and growth demands for photosynthates exceed daily rates of photosynthesis. 



Woody plant growth follows an annual pattern of phenological stages described in the TREGRO model by 
Weinstein er a!. ( 1  992). The onset of cool, autumn weather or short daylengths can induce a dormancy condition in 
the aboveground parts of temperate plants. Only fine roots can remain active, and if temperatures are sufficiently 
high, their growth can occur throughout the year. Dormancy of upper plant parts continues until a chilling 
requirement has been satisfied. With increasing spring temperatures, buds swell and eventually open to begin leaf 
expansion. During the growing season, periods of branch and stem growth are signaled by accumulation of thermal 
units. 

A simpler source-based approach is used for determining the growth of herbaceous annual and perennial plants. 
After maintenance respiration requirements are met, the amount of growth is dictated by the amount of 
pl~otosynthates available, allocated to each plant organ according to fixed ratios. 

Reproduction and Germination 
Reproductive organs are not modeled explicitly. For most plant types, they are disregarded. For herbaceous 
annuals, after the plants reach reproductive stage, a relatively larger proportion of photosynthates are allocated to 
stem growth to represent the expenditure of carbohydrates on non-photosynthesizing tissue. 

Germination is simulated for only the lower canopy vegetation. It is modeled as a function of moisture, light, and 
temperature effects as well as proportions of seed species in the soil. Shading by existing vegetation will tend to 
inhibit germination. However, once plants germinate, they become an indistinguishable part of the biomass of their 
respective plant type in the lower canopy. 

Mortality 
Plant parts die in different ways. Plant parts senesce as a result of annual cycles, such as with leaf drop of deciduous 
trees or the death of herbaceous plants.  he^ may also die as a result of an inability to satisfy their maintenance 
respiration requirement due to lack of photosynthates. A shortage of photosynthates may result either directly from 
lack of tight or indirectly from lack of water or nitrogen. During the winter, a shortage of stored carbohydrates may 
also reduce the ability of herbaceous perennials to emerge in the spring. 

Another kind of mortality occurs on a regular basis as the sapwood of trees is converted into heartwood. REMM 
keeps track of annual cohorts of sapwood growth. When a cohort reaches a critical age. it becomes heartwood. 

SIMULATION OF RIPARIAN BUFFER SYSTEM 
Site Description 
Initial testing of the model has been conducted using parameter values based upon the Gibbs Farm Experimental 
Riparian Site at the University of Georgia Coastal Plain Experiment Station near Tifion, GA. Extensive monitoring 
of this site has been conducted since 1992. The study area is located in the Tifton Upland in the drainage area of the 
Little River. The site has been managed as a three-zone buffer system. Zone 1 is a 10 m-wide strip of hardwoods. 
mostly yellow poplar (Liriodendrun iulipgera L.) and black gum (Nyssa sylvatica Marsh.). Zone 2 is 40 to 5 5 m 
wide. consisting of conifers, primarily IongIeaf pine (Pinw polustris Milt.) and slash pine (Pinus elliorri Engelm.). 
Zone 3 ,  the area of the buffer furthest away from the stream, is an 8 m strip of perennial grasses, mostly common 
Bermudagrass (Cynodon dactylon L. Pers,) and Bahia grass (Paspalurn notaturn Flugge.). Most of the 
riparian area i s  on Alapaha loamy sand (loamy, siliceous, therrnic Arenic Plinthic Paleaquults). The upland fields 
are on Tifton loamy sand (fine-loamy, siliceous, thermic, Plinthic Kandiudult) (Calhoun, 1983). 

Lowrance et al. (19981, Sheridan et al. (1996, 1998) and Bosch et al. (1996) have provided detailed descriptions of 
this site and information regarding data cot lection. Evaluation of the hydrology, erosion, and nutrient components 
of the model have been described in companion papers to this one (Bosch et a].. 1988; Inan~dar et a]., 1998a,b). 
While there are several managenlent treatments at the site, only data from the buffer system comprising the mature 
forest area have been used for initial evaluation of the model. 

Parameterization 
lrlput data requirements for REMM include: daily historical weather data for the site; daily surface and subsurface 
runoff loading from the contributing upland field; and topographic, soil, and vegetation information. Each zone was 
modeled with only one vegetation type. Initial estimates of vegetation biomass are associated nutrient contents are 



necessary to get the model running. Parameter values were based upon data collected from the site or best estimates 
from literature values. 

Table 2. Initial values of a few parameters concerning vegetation growth. 
Parameter I Units I Zone 1 Zone 2 Zone 3 

Hardwood Forest 
Upper Lower 

Canopy Canopy 
100 0 
0 -- 

0.0025 -- 
100 -- 
0 -- 

20,000 -- 
20,000 -- 
120,000 -- 
80,000 -- 
3.000 -- 

Area Covered 
LAI' 
S L A ~  
~ a x ~ t ~ ~ t h ~  
Leaves 
Branches 
stem4 
Stem Hearmood 
Coarse Roots 
Fine Roots 

Pine Forest 
Upper Lower 

100 0 
8.75 -- 

0.0025 -- 
200 -- 

3,500 -- 
20,000 *- 

20,000 ** 

120,000 -- 
8,000 -- 
3,000 -- 

Yn 

ha kg'' 
cm 

kg ha-' 
kg ha-' 
kg ha" 
kg ha" 
kg ha-' 
kg ham' 

. - 

Perennial Grass 
Upper Lower 

0 100 

' ~ e a f  area index 
I I 

*specific leaf area 
3~aximum possible rooting depth 
4~apwood (woody species) or herbaceous stems 

Since the trees were about 50 years old, it was assumed that net annual growth was close to zero. That is, annual 
respiration requirements plus tissue mortality was expected to nearly balance photosynthetic capacity. Some 
calibration of growth rates in the model was done to reflect this. Table 2 indicates some values used to parameterize 
the model for the Gibbs Farm Site. Because of the difficulty of accurately estimating existing plant biomass out in 
the field, especially of mots, simulated plant growth was seen to behave rather erratically for a few years until the 
masses of the plant parts reached an equilibrium. For that reason, the model was run for one hundred years with the 
same five-year data set before extracting the data shown in the results. 

Results and Discussion 
The figures below show the simulated patterns of leaf growth and corresponding uptake patterns of N and P for the 
three predominate vegetation types in the buffer system. They pmvide an indication of annual periods when 
different kinds of vegetation may be effective in reducing available nutrient loads in the soil. The grasses have very 
high rates of nutrient uptake, especially N for a relatively short period of time (Fig. 1). Increasing amounts of 
carbohydrate storage in the grasses correspond with a declining growth rate late in the season. Translocation of 
nutrients occurs from senescing plant parts at that time and uptake from the soil ceases. 

Leaf C 

N Uptake 

P Uptake 

Jan- 92 Jan-  93 Jan-94  Jan-95 Jan-96 

Date 

Figure 1 .  Simulated l e a f  C and  nutrient uptake in the Zone  3 grass strip. 



Figures 2 and 3 illustrate more even uptake patterns of nutrients throughout the year by the trees, albeit at much 
slower rates. Average annual uptakes of nutrients are shown in Table 3. It is apparent that grass has the capacity to 
extract relatively high total amounts of nutrients from the soil. However, unlike the trees, grass is o f  little benefit 
during the winter. Further, unless the grass were to be harvested from the site, with a short life span and a rapid 
decomposition rate in the soit, grasses would provide little long-term water quality benefits. 

Jan43 Jul-93 Jan-94 Jul-94 Jan-95 Jul-95 Jan-96 Jul-% 

Date 

Figure 2. Simulated leaf C and nutrient uptake in the Zone 2 pine forest. 
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450 L e a f  C I 
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Figure 3. Simulated leaf biomass and nutrient uptake in the Zone I 
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UTILIZING A LAGRANGIAN-EULERIAN APPROACH TO WATER-QUALITY 
ASSESSMENT OF THE WATEREE RIVER, SOUTH CAROLINA 

By Toby D. Feaster, P.E., Hydrologist, U.S. Geologic J Survey, Water Resources 
Division, Columbia, South Carolina 

Abstract: In preparation for developing a dynamic streamflow and water-quality model 
to simulate flows and dissolved-oxygen concentrations in the Wateree River, South 
Carolina, a water-quality sampling scheme was designed based on Lag~angian and 
Eulerian reference frames. Designing a hgrangian sampling scheme for the Wateree 
River was possible because data from a previous study were available, and the flows were 
known prior to the beginning of the study. By utilizing the previous data and models, the 
analytical laboratory cost for the sarnpIing could be reduced by as much as 65 percent 
relative to an Eulerian sampling scheme. In addition, the water-quality data and field 
parameters for the Lagrangian water parcels could be used as a tool for assessing the 
major influences on the dissolved-oxygen concentrations before calibration of the model. 

INTRODUCTION 

In May 1996, the U.S. Geological Survey (USGS) entered into a cooperative agreement 
with the Kershaw County Water and Sewer Authority, South Carolina, to develop a 
streamflow and water-quality model to simulate dynamic flows and dissolved-oxygen 
(DO) concentrations in the Wateree River, South Carolina. 

During a previous study of the Congaree, Wateree, and Santee Rivers, South Carolina 
(Hurley, 199 I),  the USGS used a one-dimensional numerical flow model for singular and 
interconnected channels (BRANCH) to simulate flow in the Wateree River (fig. 1) 
(Schaffranek and others, 1981). Hydraulic data computed by the BRANCH model were 
used as input for a one-dimensional transport model, the Branched Lagrangian Transport 
Model or BLTM (Jobson and Schoellharner, 1987). The BLTM was used to simulate 
transport and dispersion of striped bass eggs in the Wateree, Congaree, and Santec 
Rivers. 

Environmental monitoring and water-quality modeling can become an iterative process as 
a system is studied and better understood. In preparation for the intensive water-quality 
sampling necessary to properly model the DO concentrations, data from the Wateree 
River subreach of the previous models were used to develop a sampling schedule that 
combines the Lagrangian and Eulerian reference frames. In a Lagrangian reference 
frame, a parcel of water is followed through the system and sampled at predetermined 
locations to track the changes in that parcel. In an Eulerian reference frame, samples are 
collected at predetermined locations with time to document the changes at those 
locations. 

The idea of using a Lagrangian sampling scheme on the Wateree River was conceived in 
an effort to reduce the sampling cost. According to USGS streamflow data, the travel 



Figure 1. River miles, in-river and tributary water-quality sampling sites, and U.S. Geological 
Survey streamflow/water-quality gaging stations on the Wateree River, South Carolina. 



time for the 50-mile reach from the Wateree Lake Dam to Site 12 for the flows of interest 
is approximateIy 2 days. Based on preliminary assessments of the system, 1 lake site, I 1 
in-river sites, and 5 major tributaries were selected to define the water quality in the 
Wateree River (fig. 1). If an Eulerian sampling scheme was applied with the goal of 
sampling 2 complete flushings of the system, this could be accomplished by collecting 
samples at each station at 6-hour intervals during a 4-day period for a totd of 272 
samples. 

Utilizing data from the previous models on the Wateree Kver, a preliminary streamflow 
model and Lagrangian transport model were calibrated within acceptable limits for their 
intended use. Model simulations indicated that 3 complete flushings through the 50-mile 
study reach could be sampled over a 3-day period. If the lake and in-river sites were 
sampled so as to track 3 water parcels through the system and the tributaries were 
sampled 4 times per day, the total number of samples collected would be 96. 
Consequently, the Lagrangian sampling scheme could reduce the analybcal laboratory 
cost by 65 percent relative to the Eulerian sampling scheme. 

Intensive water-quality sampling requires much effort and resources. Although the 
Lagrangian sampling scheme would have reduced the analytical laboratory cost 
significantly, the other cost such as personnel and lodging would have been 
approximately the same. Therefore, it was concIuded that in the larger objective of the 
project, a better sampling approach would be to utilize a combined Lagrangian-Eulerian 
sampling scheme. This approach would allow for some cost reduction and provide a 
larger set of data from which to calibrate and verify the water-quality model. 

The Lagrangian-Eulerian sampling scheme would help optimize the limited sampling 
dollars. This sampling scheme would track 3 water parcels compIetely through the river 
system, track 6 water parcels partially through the river system, and then allow selected 
collection of additional samples to document changing conditions at the sampling sites. 
Once the data were collected, a well defined time-series data set would be available for 
model calibration. In addition, the water-quality constituents for each parcel could be 
plotted dong with the DO concentrations soon after the data were received from the 
analytical laboratory. These plots could then be used as a tool for quickly assessing the 
major influences on the DO before beginning the modeling process. 

DEVELOPING THE SAMPLING PLAN 

In the previous study, Hurley (1991) had applied the BRANCH model to accommodate 
the backwater conditions at the downstream bounday on the Santee River. The Wateree 
reach of the system does not experience backwater, therefore the DAFLOW model 
t Jobson, 1989) was selected as the dynamic streamflow model for this study. 

The Flow Model: The DAFLOW model was set up with 2 branches. Branch 1 has 21 
segments and extends 50 miles from site 2 in the Wateree Lake Dam tailrace to site 12, 
just downstream from the U.S. 378 bridges. Branch 2 has 7 segments and extends 14 



miles from site 12 to Station 021483 15. During the previous study on the Wateree River, 
a time-of-travel study was made from Station 02148000 to the U.S. 378 bridges on 
August 19-21, 1987. Consequently, the period August 8-23, 1987, was selected to 
calibrate the DAFLOW model. Simulated and measured flows were compared at Stations 
02 148000 and 02 1483 1 5 .  An optimization program provided with DAFLOW was used 
to improve the phase difference and the minimum and maximum computed flows until a 
reasonable calibration was obtained. 

The Trawmrt Model: Output from DAFZOW provided the hydraulic properties 
necessary for the BLTM. The BLTM was setup with the same grids and time steps as 
DAFLOW. Dye-concentration data were available near site 6.  Because concentration 
data can not be input at internal grids except thmugh tributary inflow, synthetic 
concentration data and tributary inflow were input at the appropriate time step at a grid 
near site 6. Therefore, calibration of the peak concentration and (or) dispersion of the dye 
was not possible. However, the measured and simulated peak travel times agreed within 
approximately 1 hour at sites 9 and 12, It was determined that the transport model 
calibration was adequate for its intended use: to develop a Lagrangian-Eulerian sampling 
scheme. 

S t r e d o w  versus Peak Travel Time: The BLTM was used to simulate the time of 
travel for the peak concentration of a conservative constituent injected in the tailrace of 
the Wateree Lake Dam. These travel times were obtained at 7 locations that 
corresponded with or were close to desired water-quality sampling locations. The travel 
times were simulated for 5 steady flows: 1,000; 2,000; 4.000; 6,000; and 10,000 cubic 
feet per second (ft31s). For each station, a streamflow versus travel time curve was 
developed using the 5 steady flows (fig. 2). These data were entered into a spreadsheet 
and regressed using a power-curve function. From these analyses, an equation was 
obtained for each of the 7 locations that would allow the peak travel time to be estimated 
for steady flows in the range of 1,000 to 10,000 ft'/s. 

Because a reaeration study, which required steady-flow conditions, was to be made 
during the same time period as the water-quality sampling, steady-flow releases were 
requested from the operator of the Wateree Lake Dam. Two flow rates were negotiated: 
approximately 2,000 and 3,000 ~ ' 1 s .  Tributary inflows were not included in the 
preliminary flow and transport models. Therefore, to account for slightly increasing 
flows in the downstream reaches, the flows used to calculate the peak travel times were 
increased by 10 percent (2,200 and 3,300 ft3/s, respectively). Peak travel times were 
calculated at the 7 locations. The travel times for the other water-quality sampling 
locations were obtained by interpolation. 
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FIGURE 2. Regression of smamflow and travel time for selected sites on the Wateree 
River, South Carolina. 

The Lagrandan-Eulerian Sarnvline Matrix: A sampling matrix was deveIoped to aid 
in planning the logistics of sampling at 1 1  in-river and 5 tributary sites, and 1 lake site. 
The beginning times for the water parcels that were tracked through the system were 
0600, 1200, and 1800 hours for the 3,300 ft3/s flow and 0600, 1 100, and 1700 hours for 
the 2,200 ft3/s flow. These times were chosen for three reasons: (1 )  to allow enough time 
for the sampling teams to sample each station and be ready to sample the next parcel, (2) 
to record the influence of diurnal fluctuations, and (3) to minimize late-night sampling for 
safety concerns. 

An initial sample at each site was collected to record background conditions. The 
collection times for the background samples were chosen so that all sites would have their 
first sample collected by 0600 hours, which was the beginning time for parcel 1. The 
tributary sample times were chosen to obtain a time series of data throughout the day 
without conflicting with in-river sample times, Because the peak travel times were based 
on some simplifying assumptions and to aid in logistics, all sample collection times were 
rounded to the nearest half hour. 

RESULTS AND CONCLUSIONS 

Time-of-travel studies were made during the water-quality samplings on June 23-25 and 
August 1 1 - 13, 1997, on the Wateree River. The results were used to assess the accuracy 
of the simulated water-parcel sample times. As previously discussed, the sarnplc times 
were based on the time at which a parcel of water would reach a predetermined sample 
location. Plots of the DO concentrations measured at the in-river sampling stations for a 
simulated parcel of water departing from site 2 at 1500 hours on June 23, 1997, and at 
1 100 hours on August 1 1, 1997, are shown in figure 3. Also included in figure 3 is the 
actual location of the water parcels based on the time-of-travel studies from June and 
August 1997, The simulated sample times for the August study were improved based on 



differences of the simulated and actual time of travel of peak-dye concentrations from the 
June study. Based on the data shown in figure 3, the simulated and actual parcel 
locations appeared to be reasonably close. Therefore, the data suggest that the 
Lagrangian-Eulerian sampling scheme was a success. 
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FIGURE 3. Dissolved-oxygen concentrations measured at simulated water-parcel 
locations versus actual water-parcel locations obtained from tracer studies on the Wateree 
River, South Carolina for (a) June 23-25, 1997 and (b) August 11-13, 1997. 



Designing a Lagrangian-Eulerian sampling scheme for the Wateree River was possible 
because data from a previous study were available, and because the flows were known 
prior to the beginning of this study. By utilizing the previous data and models, the cost of 
the sampling was reduced. It is concluded that the water-quality data and field parameters 
for the Lagrangian water parcels can be used with confidence as a tool for assessing the 
major influences on the dissolved-oxygen concentrations before the actual modeling 
begins. 
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A GIs - NUMERICAL MODELING APPROACH TO IDENTIFY REGIONS WITH 
SUITABLF, WATER RESOURCES FOR A DUAL CROP ROTATION 

By Jurgen Garbrecht, I3ydraulic Engineer, USDA-AM, El Reno, 0 kla homa; 
Patrick J. Starks, Soil Scientirts, USDA-ARS, El Reno, Oklahoma; 

Robert Williams, Plant Physiologist, USDA-ARS, El Reno, Oklahoma 

Abstnct: A GIs and numerical MDdehg approach to evaluate the water resources availability for 
a year-around forage production system is proposed for the Southern Great PIolins (SGP). The GTS 
part of the approech identifies potentially suitable areas within the SGP based gn climatic, 
physiographic and ~ c u l t u d  characteristics. Each of the GIS coverages is evaluated individually 
for suitability, and a final overlay analysis idenMes those regions that are compatible for all GIs 
coverageg. The subsequent numerical modeling part of the approach establishes the annual and 
seasonal soil water budget constraints for the forage production system in the regions identified by 
the GIS analy Cis. The soil water recharge, storage and losses are evaluated to establish the limits 
of water availability for the crop rotation. The study jdentiiies a method to provide regional soil 
water estimates and is not intended for site specific estimation of crop productivity. 

The livestock industry in the Southern Great Plains (SGP) is concentrated around a few large 
feedlot operations. A decentralized cattle finishing system has been proposed in which cattle 
remains on the fm for faragebased on-farm-firlishing (Phillips, 1997). Such a system has the 
potential to decrease the animal processing time at the fdlot,  recycle a greater portion of animal 
waste onto f m  pastures, and provide economic opportunities for livestock enterprises in rural 
communities. 

This paper identifies mil water supply and availability issues for a year-round forage production 
system in the SGP and describes a practical approach to address these issues based on climate 
conditions in the SGP. The challenge of the approach is the diversity of the geographic area, the 
variability of the climate, and the necessity of a detailed soil water andysis to access the 
sustainability of the year-round forage production system. Soil water suppty and availability, as 
opposed to crop water requirements and udizoltion, are emphasized in this study. This emphasis 
provides a broad framework to qum@ the envelop of existing environmental constraints and 
evaluate alternative crop rotations with different water requirements. This paper presents the 
concepts and approach developed in the planning phase of the water resources evaluation project. 

In the first d o n  of this paper, the year-round, on-farm forwe production system is described and 
the critical, water-limited component of this system is identihd. In the second section the soil 
water issues, the fiamework and the objectives of the investigation are defined. Finally, the 
approach to address the soil water issues is described in the remainder of the paper. Findings and 
implications of the study will be presented at completion of the project. 



PROPOSED DUAL CROP ROTATiON 

The traditional grazing system in the SGP relies on winter wheat and perennial summer grasses 
(Wu~ter, 1994; Voigt and Sharp, 1995). This two component system results in forage production 
gaps in spring and fall that limit the potential for an on-farm cattle finishing system. A three 
component forage system that provides forage during the spring and fdl forage gaps has been 
proposed by Rao, McKown and Williams (Phillips, 1997). It consists of (1) a winter wheat- 
pigeonpea (WW-PP) rotation, (2) warm-season grasses, and (3) a cool-season perennial chicory- 
pubescent wheat grass mixed pasture. This system provides year-round continuous supply of 
forage, and also allows livestock producers to switch Erom wheat graze-out to a graze-grain option 
under favorable grain market conditions. 

Winter wheat and warm-season grasses have h grown for many years in the SGP under dry-land 
farming conditions. They represent a proven and sustainable forage murce, exceptions being 
occasional severe droughts. As such, a soil water investigation is not warranted for these crops. 
The critical component of the forage production system is the added pigeonpea crop in the WW-PP 
rotation. This second crop is grown within the same year on the same acreage as the winter wheat. 
Winter wheat is grown from about mid-September through about mid-May, and pigeonpeas are 
grown after the winter wheat harvest through mid-September. Even though pigeonpeas have been 
proposed as the summer crop for the rotation, the approach described herein is applicable for other 
alternative summer crops. Thus, the fundamental question of this investigation is the soil water 
availability for a second crop during the summer fallow period of the winter wheat. In the 
following, the dual crop rotation is simply referred to as rotation, and summer crop refers to any 
alternative crop in rotation with the winter wheat. 

STUDY OBJECTn7ES AND SOIL WATER SUPPLY ISSUES 

The main objective of the soil water supply investigation is the identification ofregions in the SGP 
that have climate and soil water conditions that can sustain a rotation under dry-land farming 
conditions. This region identification is necessary to establish the geographic area that is suitable 
for the proposed on-farm cattle finishing system. The framework, boundsry conditions and 
requirements for the investigation include: ( I )  consideration of a geographically diverse five state 
area that supports winter wheat and stocker cattle operations, (2) incorporation of rt spatially and 
temporally variable climate, and, (3) need for a long term, annual and seasonal soil water supply 
analysis to insure sustainability of the rotation. 

The soil water supply issues affecting the feasibility and sustainability of the rotation in the SGP are 
listed below in order of increasing r d c t i v i t y .  The order is relevant, because the issues can be used 
as criteria to stepwise exclude unsuitable regions from the initial the five state area. 

1) M e .  annual precipitation must sustain the annual water requirements of the rotation: the mean 
annual precipitation is used as a gross estimation of potential annual soil water for crop 
consumption, independent of seasonal distribution. Seasonal distribution is disregarded here, 
because an inadequate total water supply remains inadequate no matter how it is distributed. 



2) Mean seasonal precipitation regime must be compatible with plant water requirements of the 
rotation components: the mean seasonal pattern of precipitation is used as a gross estimation 
of seasonal distribution of potential soil water availability. The coincidence of seasonal soil 
water distribution with rotation water requirements is particularly relevant for regions with 
pronounced saw& fluctuations of precipitation and soil water, as well as pronounced seasonal 
rotation water requirements. 

3 )  Soil warn storage capabilities must accommodate dry-season rotation water requirements: the 
precipitation pattern must allow for adequate soil water recharge and storage (with 
consideration for losses to surface runoff, deep percolation and evapotranspiration) to meet 
rotation water requirements through seasonal periods of reduced or no precipitation. The soil 
water dynamics (recharge, storage, losses and consumption) must be such that rotation water 
requirements can be sustained for consecutive average years. 

4) Variab'ity of annual and seasonal precipitation must permit a sustainable rotation: precipitation 
amount and distribution can vary considerably from one year to the next, and the probabilities 
of adequate soil water to sustain the rotation must be determined to establish the succesdfailure 
rates and the practicality of the rotation. 

GENERAL APPROACH 

Suitable regions for the summer crop are identified in two consecutive steps: first, a Geographic 
Information System (GIs) analysis, and, second, a numerical soil water analysis. In the GIs 
analysis, data coveraga that represent suitabldunsuitable climate, agricultural and crop conditions 
are developed and used in an overlay analysis to identify those regions which are classified as 
suitable for all considered coverages. The careful selection of relevant GIs coverages and the 
overlay a d @  are expected to significantly reduce the number of regions requiring a detailed soil 
water analysis. 

In the second crtep, a numerical soil water analysis is conducted for those region8 delineated as 
suitable by GIs analysis. A soil water flux model is used to simulate the soil water dynamics 
throughout the soil profile, and a winter wheat model is used to simulate the winter wheat plant 
parameters and sail water consumption. With these two models the soil water recharge, storage, 
consumption and losses are modeled for the entire winter wheat season and for average climate 
conditions. A detailed soil water budget for the summer crop season is developed to establish soil 
water availability. The soil water budget values include recharge, st orage and losses, and lead to 
regional estimates for the range of soil water availability to meet the water requirements of the 
summer crop. 

Finally, as part of the second step, those regions that are suitable under representative climate 
conditions are re-evaluated with recorded annual and seasonal climatic variations to establish the 
long term sustainability of the rotation. The probabilities of ~lurelsuccess of the rotation on an 



annual basis are derived fiom simulated winter wheat crop yields and soil water deficit values for 
the summer crop. This approach is believed to be adequate for the stated objective to identify 
regions that hve  suitable water resources fur the rotation. Though modeling site-specific and locd 
conditions would introduce additional accutrcy, it would only be of local relevance and defeat the 
sought after objectives a regional analysis. 

GIS ANALYSIS 

The efechnw of the GIs analysis depends on the choice of the GIs data coverages. A map of 
existing, non-higated winta wheat production areas is the first GIs coverage. The identified areas 
are assumed to qmmt e o n s  with climatic, ewIogic and economic conditions that are favorable 
for winter wheat produdion and pomtidly for the proposed rotation. Regions outside these areas 
are assumed to be un-favorable, and, therefore, highly unlikely to be able to support the more 
demanding needs of the rotation. For example, areas in south and south-west Texas will be 
exciuded because winter wheat is poorly adapted to w m  and moist climates without a cool dry 
season (Mdq Leonard and Stamp, 1976). Alm, regions of New Mexico will likely be excluded 
bemuse mual precipitation for m y  areas are at or below the lower limit of 3 80 rnm needed for 
wheat production (Martin, Leonard and Stlunp, 1976). 

Spatial distribution of annual precipitation is the second GIS caverage. In the SGP the spatial 
variability of annual precipitation is very high. For example, annud precipitation in Oklahoma 
ranges 6om 380 mm in the west to 1400 mm in the east (Fettyjohn, White and Durn, 1983). The 
high apatial gradient of the annual precipitation lends itself well to identify regions that can provide 
enough water to meet the annual water requirements of the rotation (first soil water issue). 

The duration of the traditional summer M o w  period of winter wheat is the third GIS coverage. 
The duration chmp fiom north to south. It can be as short as two month in the north and as long 
as four months in the south (Martin, Leonard and Stamp, 1976). The spstial variation of the 
dumtion is used to identify regions with a summer M o w  period long enough to accommodate the 
needs of the summer crop. 

A GIS coverage is developed for the mean precipitation during the winter wheat growing season, 
and a m n d  coverage for the mean precipitation for the summer fallow season. As noted above, 
the duration of the fallow period changes with geographic location. The two GIs coverages 
provide a gross tsthdon of precipitation and soil water availability during the growing season of 
each of the two crops (second soil water issue). 

Additional climatic data coverages such as gowingdegree days and photo-period, as well as 
coverages relating to topography or dernographi~ of stocker cattle operations, are considered in 
the GIs analysis. These coverages, in conjunction with specific crop and on-farm finishing 
requirements, provide additional criteria for identifying regions that are suitable for the rotation. 
However, these coverages are not discussed in depth in this paper because they are of limited 
relevance to the soil water issues. 



The L* GIs m g e  is the map of sooregiona and mubregione of the Unitad States (Bailey a d., 
1994). Thi~ layer is used to define arm of Wlar climate, vagetation and soil characteristics 
(Bailey, 1983). Thi~ cawcage i~ not ustd ta d h  d h b l ~ t a b l e  region#, but to help mbdivide 
large dona into &@oru with hih eooarnditiomr b mh@m define uniform rsaponm 
areas for the sibsequent detailed hydrologic modeling of soil water availability. 

T h  above GIS coverage8 are largely independent of the mmer crop selection and represent the 
envimmd consmints for the aummer crop. Thus, the GIS coveragm m a i n  constant and can 
be used repeatedly for differant summer crops. Once a summer crop is eelectad, each of the 
cumages is pcessed to define regions that arc either suitable or unsuitable for the corresponding 
rap F'W, all m a  am supeqwssd to i d d f y  how regions that mat the crop 
and on-fhm finihing requirements. These regions are retained for the subsequent numerical soil 
water analysis. 

SOIL WATER ANALYSIS 

The numerid soil water analysis accounts for m n a l  diaribution of precipitation, soil water 
storage effe.cts and temporal soil water availabilityIconsumption. Tht ttmpord scale of the 
numerical hitnulation is one day, and the result interpretation L performed on a wgddy and monthly 
scale. This scale in consistent with the crop simulation objectives to eutablih soil watcr recharge, 
availability and consumption on a seasonal and annual basis. 

A mil watm h x  d d  and a winter wheat mdel  are u d  in the mil water analyls. The soil water 
flux &el is the Simultaneous Heat and Watcr Model (SHAW) by Herchinger and Sexton (1 989). 
The model cadst s of a vertical, one-dimdonal proat that includa~ canopy, mow, reddue and 
soil layem. The ntmgth of the model residee in the detailed d intepsrated physical reprewritation 
of the energy and water fluxea through the soil-plant-atmosphere continuum. Even though the 
model has provisions to simulate water evapotranspiration by rangeland plant spacias, it doaa not 
have crop simulation capabilities. Winter wheat development and watw comumption is dmulated 
by a -nd model, the CERES-Wheat madul (Ritchic, 1991). Wmtw what development ia based 
on climate driverti, as well as water and temperahre straa constraints. The weakness of the 
CERES-Wheat model, b m  a soil water pmpective, is the empiricaVconceptual rcpremtation of 
the mil water flw. The SHAW and CERES-Wheat model8 are used in a complamentary fashion 
to quantipY soil water availability and mnaumption. 

The aoil water anal* is conducted in two stapr . In the first ~tep, wil watw vduen are quantified 
under cowidemtion of the seasonal patterns of tho climatic drivera, Tho climatic drivers are 
mamml daily valua comarponding to a year that hrrn monthty mean precipitation values  lose to 
n o d  values for all or most months, and annual precipitation close to the long term annual mean. 
Soil characteristic8 are selected to reflect typical conditions for misting winter wheat production 
areas in the region under consideration. 

With these boundary condition$ the components of the soil water budget are simulated for the 
winter wheat and the summer crop growing seaison. The watcr budget components include 
r a g e ,  redistribution in the proflc, storage, lo- at the bottom of the mil profile, surface runoff 



and evapotranspiration For the summa crop season, the soil water consumption by the crop is not 
simulated. Instead the potential soil watw for consumption is inferred fiom recharge, losses md 
storage changes during the summer season, Of particular relevance to the objectives of this 
investigation are the following soil water values: (1) the amount of soil water at the time of winter 
wheat harvest and summer crop planting, (2) the mil water recharge, storage and losses during the 
summer crop growing sesson, and (3) the remaining mil w ~ t e ~  at the time of summer crop harvest 
and at the beginning of the next winter wheat crop. To estimate the last item, the mil water 
consumption by the summer crop is estimated using published values for the selected crop or for 
a closely related crop. 

The suitability of a region for a summer crop is established by contrasting soil water recharge and 
storage with the water requirements for the selected summer crop (third soil water issue). The 
sustainability is achieved when the annual and seasonal soil water budget is balanced or poitive 
(ex- water). In addition to a balanced monal  soil water budget, adequate soil water storage 
at crop transition times must also be insured. Of particular interest is the mil water storage at the 
end of the summer crop, In the presence of late or scarce fall precipitation, adequate s o l  water 
storage is required for esthliahment of winter wheat for grazing 

A negative soil water budget is likely for some regions. A soil water ddcit doe8 not necessarily 
imply that the summer crop or the rotation is umustainable. It may simply remit in in reduced crop 
production. Thus, the soil wster budget values can aIso be used to estimated the reduction in crop 
production under limited soil water availability. The viability of a reduced crop production is not 
a water supply, but an economic issue, and is not further elaborated here. As a hal note, the 
simulated soil water budget component8 for the summer sewn do not change with the selected 
summer crop. It is the crop water consumptionlneeds that change as a hnction of crop selection 
d desired productivity. Thus, the &ts of the numerical mil water simulation are not limited to 
establish the sustainability of a selected summer crop, but can also be used as a crop selection 
criterion. 

The second step in this numerical analysis consists of establishing the sustainability of the rotation 
under annual climate variatiofi. The same regions as in the first step are considered, unless soil 
water considerations have excluded some of these regions. The climatic drivers consist of historical 
climate data in excess of 30 to 50 years duration. The climate data are assumed to be representative 
of the frequency, severity, duration and timing of floods and droughts. The amponenta of the 
annual and seasonal soil water budget are simulated and the annul variability of each component 
is established. Using cut-off values for soil wster availability for adequate crop productivity, the 
success and failure rates can be computed. Regions that have excessive failure rates are considered 
as unsuitable. Even though the climate record is relatively short and confidence limits are expected 
to be large, the results will provide an indication of the vulnerability d the rotation to seasonal and 
annud climate variations. 

The results of the numerical soil water analysis establishes regions that are suitable for the winter 
wheat-summer m p  rotation. However, the decision of suitability and sustainability is not a yes or 
no issue as in the initial GIs analysis. Suitab'ity and sustainability must be formulated in tern of 
productivity of the rotation which is a function of soil water availability. 



FlELD EXPERIMENTS 

The soil water flux simulation by the SHAW model is verified for known environmental and crop 
conditions at the USDA-ARS-Grazinglands R a w c h  Laboratory. Data are collected at Soil Heat 
and Water Measurement stations (SHAWMS) in native grassland, bare soil, winter wheat and 
pigeonpea field plots. The SHAWMS provides profile measurements of soil heat flux, soil 
temperature and soil water content at various depths in the root zone. Soil characteristics are also 
measured at these h. Plant parameters (e.g., canopy traits, leaf litter, etc.) that are required by 
the models are measured or estimated as appropriate. W1th these data the soil water simulation is 
verified for local conditions. The SHAW model has also been successfully verified in aemi-arid 
w e a m  and northwestern parts of the United States (Flebchinger, Hanson and W~ght, 1996; Hayoe, 
1994). The CERES-Wheat model has been applied to various wheat growing regions and shown 
to adequately approximate field conditions (French and Hodgeq 1 985). These veritications to a 
range of boundaq conditions confirm the applicability of the models for this regional soil water 
investigation. 

DISCUSSION AND SUMMARY 

A GIS and numerical mode)lfig approach to identify regions in a five state area that are suitable for 
an annd  summer crop in rotation with winter wheat has been presented. Soil water availability was 
the central focus of the analysis. The approach consists of a GIs analysis of regional climatic, 
physiographic and agricultural chsracteristics, and of a numerical soil water analysis. The GIs 
analysis, based on a process of e l i t i o n ,  provides an initial, coarse screening that identifies 
regions in the five state geographic area of the SGP that are potentially suitable for a summer crop 
rotation. For these regions, a subsequent soil water budget analysis is conducted to establish the 
a d  and seasonal soil water availabii, as well as the long term sustainability of a summer crop. 
The soil water budget analysis includes water consumption by the winter wheat component of the 
rotation, and considers soil water recharge, storage ad 1- during the summer crop season. This 
approach provides a broad framework to define regional soil water constraints and evaluate 
alternative summer crops. 

The soil water budget analysis fbr the summer crop season is based on precipitation input, soil water 
distribution, storage, and losses (deep percolation, evaporation and surface runoff). Summation 
of initid soil water storage, precipitation input and losses provides the upper limit of available soil 
water for the summer crop. A more likely estimate of available soil water is based on the 
assumption that dl deep percolation lasses can be captured by the summer crop, but that surface 
runoff and evaporation losses are not recovered, Summer convective storms in the SGP are 
generally of high intensity and short duration and are likely to produce runoff with or without 
summer crop being present. Also, high summer temperatures and persistent winds in the SGP are 
expected to produce soil evaporation with and without a summer crop being present. 
Interpretations of individual water budget components are expected to lead to a relatively narrow 
window for regional soil water adability for a rotation. Such findings are believed to be adequate 
for a regional soil water anaiyis and are not intended for site-specific estimation of crop 
productivity. 



The regional analysis should be followed by a site-specific investigation that accounte for local soil 
characteristics, topography and specific summer crop water requirement8 , In such a follow-up 
hatiption tho mil water consumption of the summer crop would be modeled explicitly and the 
sustainability of the rotation would be established fbr qeci6c field ites, 
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Abstract: In many places of Taiwan, an island country, the current supply of water is inadequate 
in satisfying the ever increasing quantity and quality demands for domestic and industrial water 
consumption. To cope this important issue, the former Water Resources Planning Commission 
(WRPC), now the Water Resources Bureau (WRB) in Taiwan has devoted much manpower and 
funding to cooperate with Delft Hydraulic to prepare management study for water resources . 

The nature and extent of the problems in most of river basins in Taiwan, led to the conclusion 
that the management study of these probIems should focus on the main questions: How can the 
future water supply be ensured and how can acceptable water quality be achieved and maintained? 
An integrated model for river-basin management is employed in this study for solving the 
complex situations, where conflicti~~g interests demanding limited natural and economic 
resources. This paper describes the approach of the water resources management in Taiwan, and 
shows the results of integrated analysis for water quantity and quality of a study basin. 

Water resources management is the interaction of technology, economics, and institutions to 
balance water supply with demand. In many places of Taiwan, have completed the major 
developments of their water resources infrastructures. Water managers in Taiwan are faced with 
an increased population and pressure for the incorporation of environmental protection objectives 
into the operation of existing water resources system. 

In many places of Taiwan, an island country, the current supply of water is inadequate in 
satisfying the ever increasing quantity and quality demands for domestic and industrial water 
consumption. To cope this important issue, the former WRPC, now the WR3 in Taiwan has 
devoted much manpower and funding to cooperate with Delft Hydraulic to prepare management 
study for water resources . 

The nature and extent of the problems in most of river basins in Taiwan, led to the conclusion 
that the management study of these problems should focus on the main questions: How can the 
future water supply be ensured and how can acceptable water quality be achieved and maintained? 
An integrated model for river-basin management is employed in this study for solving the 
colnplex situations, where conflicting interests demanding limited natural and economic 
resources. The following paper describes the approach of the water resources management in 
Taiwan, and shows the results of integrated analysis for water quantity and quality of a study 
basin. 



WATER RESOURCES OVERVIEW 

Water Supply: Taiwan's total area of roughly 36,000 km2 is approximately 113 mountainous 
area above sea level (1,000m) contour; 1!3 hills and terraces, between 100 and 1,000rn contours 
and 1/3  is a coastal plain. Most of population lives in the plain, which run predominantly along 
tliz western side of the island. On tho northern plains, the climate is subtropical and its tropical in 
the south. The annual mean temperature ranges from 2 lo to 24' centigrade. 

Average annual rainfall amounts to 2,500 mrn over the entire island, and is between 1,000 and 
2,000 mm over most of the coastal plains. The island is frequently subjected to typhoon, usually 
two to three each year. Typhoons are frequent in the north, where the annual average rainfall cari 
be as h ~ g h  as 6,500mm. Reservoirs have been built for multipurpose. such as to meet the growing 
demands for water supply. flood control , and hydropower. 

Water use: The current supply of water is inadequate in satisfying the ever increasing quantity 
and quality demands for don~estic and industrial water c,onsumption. The table summaries the 
total volume of water used by the main categories of water consumers in Taiwan, for instance 
agriculture, public water supply (PWS), industrial plants, and so on. However. hydropower has 
not been included. 

Water quality: Pollution of rivers and coastal waters increased rapidly over the past two decades. 
Taiwan has 21 major rivers. 29 minor rivers, and 79 common rivers. A 1994 survey used four 
watcr quality parameters to indicate the condition of the river water; dissolved oxygen, 
biochemical oxygen demand, suspended solids, and ammonia nitrogen. The survey resuits on the 
downstream reaches of the 50 major and minor rivers indicated that 22(44%) are unpolluted, and 
4(8%) are slightly polluted, 12(24%) are moderately polluted, and 12(24%) are severely polluted. 
Main pollutant sources are: industrial waste water, in terms of BOD loading 54%, urban sewage 
237'0, and livestock wastes 23%. 



All these have been the result of population growth and industrial development, le a d' illg to an 
increase in water use and the worsening of water quality. The more the economic development 
progresses, the sever the water pollution becomes. Consequently a proper approach must be 
found to manage the problem created by population growth and industrial waste, so as to 
minimize pollution problems. 

ANALYSIS FRAMEWORK 

The planning difficulties and related issues on river-basin level are usually clear-cut but the 
approach required to deal with such issues can be fairly complicated. This is inherent to the 
complex nature of water resources management, which may be more serious further by socio- 
economic developments leading to increase in water demands and production of materials, and 
also institutional and administrative changes, leading to stricter rules and regulations. As such, 
the scope of water resources pIanning has changed from local to regional, from single to multiple 
criteria, and from supply -oriented to both supply- and demand-oriented. 

In Taiwan two major types of problems exist in the performance of a river basin. First. the 
situation when either quantitatively or qualitatively there is not enough water supply to satisfy 
human demands, either in a sense. Second, the situation when the condition of the river basin 
adverse1 y affects the natural environment and human activities. 

When problems are expected, measures and strategies to improve on the situation halve to 
consider. River-basin planning deals with the identification, analysis and evaluation nf such 
ineasures and strategies. The cooperation nlth DeIft Hydraulic resulted in an integrated model 
facilitating the various analysis steps and the ensuring study of measures and strategies for water 
resources management. 

River-basin-oriented . . .  modeling - . . framework: . . . - . . 'The river-basin-oriented modeling framework 
includes the following inter-related main modules, as presented in the figure 1 : 

PROgram for the Domestic and Industrial Sector (PRODIS) : cotr~putation of prssent and 
futurc water demand for houscholds and industry, both fro111 PWS and self-supply. and 
computation for wvater shortages and cost of water supply. 
Agricultural District Modei (ADIMO) : AD1 MO computes agricuItura1 watcr demand from 
surface water and groundwater (request mode). In the allocation mode, the model ccltnputcs 
water shortages in fields and indicates the damages that result from these shortages. 
River basin Distribution Model (RIBASIM) : RIBASIM determines the overall surface 
water balance in the river basin, including the operation of the reservoirs and the distribution 
of water in the river network. The model tries to match suyp ty and demand in the systenl. . DISCHRG, RIBOUT and POSTOUT : the processing program for the output of RIBASIM 
model. 
TAIwan WAter Quality model (TAIWAQ) : for water quality calculations in estuary, river 
and reservoir system under both steady and unsteady conditions. It is a modified version oi' 
DELU'AQ program from Delft Hydraulics supplemented with the waste production inodcl 
WASPRO, and the flow distribution model. RJBASIM. 



WASte PROduction model (WASPRO) : a model to calculate waste loads from domestic, 
industrial. non-point (agriculture) and livestock sources, where possible associated with 
water flows in the RIBASlM network schematization. 
Regional Model for Impact Assessment (REMIA) : REMIA processes selective outputs from 
PRODIS, ADTMO and RIBASIM in order to provide a comprehensive report of physical 
quantities md socioeconomic consequences for different cases. Such cases consist of a 
condination of a water resources management strategy and so-called scenario specification, 
reflecting a set of assumptions about economic developments or conditions that affect water 
demands or supply. These cases are always coinpared with a base case, in order to 
determine the specific effects of the strategy under investigation. 

The ihtegrated mode1 was used to analyze the present and future water resources management in 
tertns of water quantity and quality, such as the management of existing or additional reservoir, 
or scenarios for future water demands by industry and municipal. 

WATER RESOURCES MANAGEMENT APPROACH 

The nature and extent of the problems in most of river basins in Taiwan, led to the conclusion 
that the management study of' these problems should focus on the main questions: How can the 
future water supply be ensured and how can acceptable water quality be achieved and maintained? 
The integrated analysis focuses on the future water supply and water quality situation. The basic 
steps in tl-re execution of the integrated analysis are: analysis of effects of demand increase and 
identification of quan tjty problems; identification and screening of water quantity measures; 
analysis of effects of waste load increase, identification of quality problems; identification and 
screening of water quality control measures; and analysis and evaluation of integrated measures 
and strategies. 

The preparation of an integrated analysis involves the specification of analysis conditions, water 
demand scenarios, hydrological scenarios and the definition of cases. A case is defined as a 
combination of projection year. a demand scenario, a hydrological scenario and a measure or 
strategy. 

'The specification of analysis conditions includes problems statement, possible measures, 
objectives and criteria, scenarios, time and cost aspects, assumptions and boundary conditions, 
and a well-defined analytical approach. It should be emphasized that the efforts involved in 
preparing the computational framework for use in the analysis have been very substantial. The 
major activities in this aspect shown as following include schematization of the study area, data 
collection, processing and screening and execution of analy sis. 

Schematization - --- of the study . ---- area: ,- For the purpose of the different models to be used, the study 
area has been schematized in various ways. 

I RIBASIM: network structure of branches and nodes: 
- branches reflecting the river stretches and other waterways that are parts of 

the major surface water infrastructure in the study area: 



- nodes representing the points of inflows, storage or demand. 

ADIMO: schematization of area into: 
- district; 
- subdistrict; 
- fields. 

PRODTS: schematization of the area into: 
- groundwater supply areas; 
- P WS supply system. 

TAIWAQ: schematization of the river into: 
- estuary; 
- river; 
- reservoir system. 

Data - - - - - collection, - - - - - . grocessing -A - . and - - - screeminx - - - The data processing included the following 
activities: 

r adjustment of "raw" data to input data file formats and proper aggregation levels according 
to schematizations used; 
adjustment to consistent units; 
simplificalion of input data based on computed results, 

Data screening, in general, involves the following activities: 

I checking of internal consistency of the data files; 
checking of consistency with other data sources; 
checking of input data based on computed results. 

Execution . "  of the analysis: The analysis of the water resources management strategies for a 
basin is to be considered as a first round integrated analysis and has the characteristics of a pilot 
analysis. The pilot analysis is based on realistic data and assumptions. As such it provided a 

number of findings and results, that may lead to some preliminary conclusions. Yet, it certainly 
does not cover the full scope of possible and realistic options to be considered in an overall 
integrated analysis. Before the results can be used for actual planning and decision making, the 
analysis has to be considerably extended. 1n order to structure the analysis, the following case 
groups have been distinguished. 

A: effects of demand increase; 
B: supply oriented measures; 
C: demand oriented measures; 
D: administrative measures. 



Cases that emerge from group A can be considered as base cases. The formulation of cases in 
group B and C requires the specification of infrastructural measures (reservoirs and diversions, 
and combinations to be considered simultaneously), and the specification of demand oriented 
measures (in terms of demand reduction by user in time and space). The cases in group 13 need a 
specification of concrete actions to regulate and control the water users and water resources 
system. 

The integrated analysis for several river basins in Taiwan has demonstrated suitability of the 
approach and the modeIs for application on river basin level in a pre-feasibility planning stage. 
The whole model will be employed in the other areas and integrate the results to consider water 
resources management in Taiwan. 

CONCLUSION 

The resulting general integrated model for river basin analysis in terms of water demand, water 
supply, water quality, and economics is available for application with several river basins in 
'Taiwan. To deal with an integrated analysis, Taiwan has been quite successful in hydrological 
data collection and analysis and water resources information compilation. However, practical 
analysis remains to be emphasized by means of establishment of hydroinformation center. 
computer simulation and data analysis for flood forecasting and water resources availability 
prediction for drought to ensure the water utilization safely in this island country. 
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A DYNAMIC MODEL FOR SIMULATlNG THE LONGTERM TRANSPORT 
OF RADIONUCLIDES FROM A CONTAMlNAmD LAND SURFACE 

TO A NEARBY STREAM 

By C. Y. Hung, Hydrologist, Office of Radiation and Indoor Air, 
Environmental Protection Agency, Washington, D.C. 

Abstract: This paper presents the theoretical background of the ORTER model used to 
simulate radionuclide transport via surface water. The theoretical background of this model is 
adopted from the existing PRESTO-EPA model. To demonstrate the model's applicability to an 
emergency spitlage, a series of case studies are analyzed and results presented. The PRESTO- 
EPA model, published in 1987, was designed as a toot to assess the dose and risk to an individual 
due to the disposal of radioactive wastes in near surface trenches. The INFIL, submodel was used 
to calculate the annual rate of infiltration to the waste matrix and the surface run-off to a nearby 
stream. The analysis involves complex mathematical processes for solving the partial differential 
equations representing the overland flow, subsurface flow and atmospheric diffusion systems. In 
developing the PRESTO-EPA model, the partial differential equations were transformed into 
ordinary differential equations, which improved the stability of the numerical calculation and 
reduced calculation time considerably. The ORTER model adopts the same methodology used in 
the PRESTO-EPA model to calculate the rate of radionuclide transport for deep infiltration to the 
aquifer and for surface runoff to a nearby stream. By ignoring the retardation effects in the 
distributing ditches, one can use this model to assess the impacts resulting from an emergency 
spillage of radioactivity onto the ground, or the effectiveness of a remediatian measure, such as 
fixation of radionuclides, etc. 

INTRODUCTION 

A nlodel to simulate the radionuclide transport t7om a contaminated land surFace to a 
nearby stream is urgently needed today for protecting surface water. Unfortunately, there is no 
reIiabIe model available. The purpose of this paper is to report on the US Environmental 
Protection Agency's effort in developing the ORTER model for use in an emergency response to 
protect the environment. The basic theoretical background is adopted from the existing 
PRESTO-EPA model. 

The PRESTO-EPA model was designed as a tool to assess the dose and risk to an 
individual due to the disposal of radioactive waste in near surface trenches [EPA 1987% 1987b, 
Hung 1989, 1992, 19961, The TNFL submodel was used to calculate the annual rate of 
infiltration to the waste matrix and the surface run-off to a nearby stream. Since the infiltration 
flow and surface runoff are the driving forces for leaching radionuclides out of the waste matrix 
and the covering soil, the accuracy of the submodel is one of the important factors in determining 
the reliability ofthe entire transport model. 

The analysis of the infiltration and surface runoff involves complex mathematical processes 
for solving the partial differential equations representing the overland flow, subsurface flow and 
atmospheric diffusion ~ystems. During the process of developing the PRESTO-EPA model, the 
partial differential equations were transformed into ordinary differential equations, w-hich 



improved the stability of the numerical calculation and reduced the calculation time considerably 
[Hung 19831. 

The ORTER model adopts the same methodology used in the PRESTO-EPA mudel to 

calculate the rates of radionucIide transport for deep infiltration to the aquifer and for surface 
mnoE to a nearby stream. By ignoring the retardation effects in the distributing ditches, one can 
also use this model to assess the impacts resulting from an emergency spillage of radioactivity 
onto the ground. or the effectiveness of a remediation measure, such as fixatian of radionuclides. 

To demonstrate the application of the model to an emergency spillage, four cases studies 
(a basic case and three variations) normally considered in a response to a radioactivity spillage 
accident, are analyzed. The primary output of the anaIyses consists of the cumulative transport 
of radionuclides to the stream for the purpose of protecting a water supply intake. 

MATBEM4TICAL FORMULATION 

Two submodels, TNFTL and SURSOIL, are involved in the analysis of radionuclide 
transport via deep infdtration and surface runoff pathways. The N I L  submodel calculates fluid 
transport and the SURSOIL. submodel calculates solute transport. The theoretical background of 
these two submodels are adopted from the PRESTO-EPA model with minor improvements. 

mFIL Mod& The WIL submodel analyzes the fluid/rnoisture transport through overland 
flow, subsurface flow, and atmospheric diffision systems. The basic equations for each system 
are described as follows: 

Overland Flow System: The one-dimensional momentum and continuity equations governing an 
overland flow system are expressed by Iwasa [1964]: 

where u = velocity of overland flow; h = depth of flow; a = average inclination of the slope; n = 

Manning's coefficient of roughness; P = rate of precipitation; E, = rate of evaporation; q, = rate of 
percolation; g = acceleration potential due to gravitational force; x = space coordinate along the 
slope of the trench cover; and t = time. 

Subsurface Flow System: In general, the moisture in the soil is simultaneously transported in 
both liquid and vapor phases. The basic equations governing this system were derived by Currie 
[ 1 96 1 ] and Hillel [ 19801 as: 



where q = flux of moisture; 8 = volumetric wetness of soil; K = hydraulic conductivity; DL = 

hydraulic diffusivity; y = conversion factor for transforming the vapor flux into liquid water flux; 
Dv = diasivity for water vapor; and p, = concentration of water vapor in the air-filled void. 

Atmospheric Diffusion Sys tern: The atmospheric diffusion system transports water vapor 
through the turbulent boundary layer into the atmosphere. The analysis is extremely complicated. 
However, by assuming the system is quasi-steady, the solution of the system equation for the 
mass flux at the surface becomes obtainable. The "quasi-steadytt technique assumes that within a 
small time increment the flow of the carrying fluid is steady and that the effect of the change from 
one flow state to the other due to the change in time step is negligible. By imposing the above 
assumption, the water vapor flux within the bl ly developed boundary layer was expressed by Bird 
[I9663 based on Fick's law as: 

where J = water vapor flux, k = Prandtl's mixing length coefficient; v = time averaged wind speed; 
p = concentration of water vapor in the boundary layer; y = distance from ground surface. 

Theoretically, the above system equations can be solved numerically. However, the 
process requires extremely long calculation times and is vulnerable to the numerical calculation 
instability. To overcome these difficulties, the system equations can be simplified by transforming 
the space-dependent variables into space-independent variables. One attempt was made by Hung 
[ 19831 and was successfully used in the PRESTO-EPA model [EPA I987a, 1987b, Hung 1989, 
1 992, 19961. The results of the transformation are: 

Qo = ((Sin a)!' WSn)/n (6 )  

when P + FUAt > E, 
when E , > P + W A t > O  
when P + W A t = O  

when P-E,+-WAt>K,  
when & > P - E , + W A t > O  
when P - E , + W A t = O  

when 2, < 2, 

when 2, = Z,, 



q, when Z, > 0 

0 when 2, = 0 

where Q, - rate of overland flow per unit width,(rn3/m-hr); H = average depth of overland flow 
over the slope (m); L = length of slope (m); n = Manning's coefficient of roughness; a = average 
inclination of the slope (dm); P = rate o f  precipitation (mlhr); E, = rate of evaporation from the 
overland flow (mlhr); q, = rate of percolation from the overland flow system ( f i r ) ;  E, = 

evaporation potential ( dh r ) ;  q, = flux of moisture infiltrating into the trench (rn/hr); q, = flux of 
pellicular water transported in the liquid phase (mlhr); &= saturated hydraulic conductivity of the 
soil ( d h r ) ;  Z,= deficit of gravity water (m); Z,, = maximum deficit of gravity water (m); W,= 
component of wetness for the gravity water (unitless); W, = component of wetness for the 
pellicular water (unitless); 2, = deficit of the pellicular water (m); D, = hydraulic difisivity at 
equivalent wetness (m2/hr); K, = hydraulic conductivity at equivalent wetness (mlhr); q, = flux of 
moisture being transported in the vapor phase (&I; q, = flux of moisture being transformed 
from gravity to pellicular water (dhr); q, = flux of pellicular water (dh r ) ;  and At = time 
increment. 

SURSOL Model; The SURSOIL model considers the entire contaminated area with a 
presumed active depth as the control volume and employs a compartment type of model. The 
basic mass balance equation for the model is expressed as: 

where 1 = total inventory of activity in the contrai volume (Ci); A = the contaminated area (m '1; 
Q, = the rate of overland flow (mlhr); Q, = the rate of deep infiltration (mhr); C, = the 
concet~tration of radionuclide dissolved in the water (Ci/m3); and A, = the decay constant (hr -' ). 

By introducing the conventional definition of the distribution coefficient, K, ( ~ r n ~ / ~ ) ,  one 
may obtain the retardation factor as: 



where R = the radionuclide retardation factor (unitless); p, = the bulk density of the soil (g/cm3); 
and $ = the porosity of the soil (unitless). 

Substituting Equation 18 into Equation 17 and distributing the total inventory into the 
adsorbed and desorbed phase, One obtains 

where D - depth of the active layer of mixing (m). Equation 19 can now be solved with known 
initial conditions. 

DESCRIPTION AND DEVELOPMENT OF THE MODEL 

The modd is designed to calculate the radionuclide transport from a contaminated area to 
a nearby stream, It calcul~tes the surface runoffand deep infiltration using the dynamic equations 
representing the overland flow, subsurface flow, and atmospheric difision systems, A 
compartment type of model is used to calculate the rates of radionuclide transport through 
overland flow and subsurface flow pathways. 

The rates of radionuclide transport for overland and subsurface flow pathways are 
calculated at the boundary of the contaminated area. The rate of transport calculated for the 
surface runoff is assumed to be equal to the rate of transport at the confluence with the main 
stream. This assumption is acceptable because ofthe screening nature of the model. The same 
model can be applied for the forecast of the radionu~lide transport to a stream as well as for the 
evaluation of a remedial action. 

The model is coded in FORTRAN, and designed to be executed on a personal computer. 
For modeling convenience, three subroutines are used for the routing of the fluid flow. The time 
increment of the numerical calculation is fixed to one hour. Instability in numerical calcuIations 
may occasionally be seen at the transition from very small overland flow to no overland flow. 
However, the error in the mass balance is negligibly small in a1 cases studied. Therefore, from a 
practical viewpoint, the calculation is considered to be stable for all cases. 

CASE STUDES 

In order to demonstrate the mode1 functions, four cases are studied. For each case, 100 
curies of Cs-137 is spilled on a 100 meter square slope. For the basic case (Case I), it is assumed 
a 100-year 24 hour storm (total rainfall = 0.2 meter or approximately 8 inches) occurs 
approximately one month after the spillage. Case 2 assumes that the 100-year storm occurs right 
after the spillage; Case 3 assumes that the land is treated with chemical fixation (increase the 
distribution coefficient from 5 cm3/g to 10 cm31g); and Case 4 assumes that the area is plowed to 
30 crn depth with mechanical fixation (increase the mixing depth from 10 cm to 30 cm). 

The results of the analyses are shown in Figures 1, 2, 3, and 4 for Cases I ,  2, 3, and 4 
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respectively. The results indicate that the cumulative activity being transported into the stream for 
Case 2 increases from 9.20 Ci ( basic case) to 10.7 Ci. By treating the area through chemical 
fixation, Case 3, could reduce the transported cumulative activity from 9.2 Ci to 5.05 Ci, and by 
plowing the area, Case 4, could reduce the transported cumulative activity from 9.20 Ci to 3.41 
Ci. 

CONCLUSIONS 

A computational model designed to calculate the transport of radionuclides from a spillage 
area to a nearby stream is developed. The model can be used as a radionuclide transport 
forecasting mod4 or a remediation masure evaluation model. The numerical calculation using a 
fixed one hour increment is judged to be stable and the mass balance is, in general, conserved. 
Sample case studies are also conducted for those potential application scenarios. The results 
indicated that the model responded to the test cases reasonably well. 
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INTRODUCTIOF 

TJK Ripaiian Ecosystem Management Model (REMM) has been developed as a tool to aid natural resource agencies and 
others in making decisions regarding water quality managernenl. It is also intended a s  a tool for researchers to aid m [he 
shdy ofthe complex dynamics related b dx water quality functions of ripartan ecosystms. REMM is specifically designed 
to simula~e p m s m  in riparian buifer systems corresponding with specifications recommended by the U . S. Forest Senice 
and the USDA-Natural Resource Cansenration Service as a national standard (USDA-NRCS, 1995). 

The riparian system is charxtenzd in the model as three zones parallel to he stream, rcpreseming increasing levels of 
management in the direction of the uplands [see Fig. I in Lowance et a]., 1 998). The model provides the upportunlb lo 
analyze the effect of a variety of mvironn~mtal and tuaoagment scenarios. In general, however. buffkr systems pramote 
some common water quality functions. Vegetation and asswialed Ijlter mam-ial provide phys~cal barriers tu water and 
&ent ransprt ova the ground surface Depsition of organic matter by plants provides a substrate supporting imprtant 
biological transfonrlvliorls or chemicals in the soil. Plants also sequester nufrients such as nitrogen and phosphorus (hat 
coniribute to water pollution. The zone immediately adjacent to the stream helps to protect the stream bank and aquatic 
hahitat. The water quality hct ions of the three zones have been discussed in detail hy I .nwrance et al. ( 1 995).  

The model is also characterized by a litter layer and thee soit layers through which vertical and lateral movemen1 ofwnttr 
and associated dissolved nutrients are simulsted. The litter layer is important ns the locus for the niixirlg of surface water 
with the soil surfam T h  mixing p m s  resulw in an equilihurn of dissolved and adsorbed chem~cal concentrations which 
determines amounts of chwnicds that are subsequently kached, deposit4 on the ground surface, or carried along in surface 
runoff. Cmcentratirms ofdiwlved and adsorbed cbemicnl~ arc i-ecalculutd us warn moves through each oithe other soil 
1 ayers . 

As i rnpmt contributors to water quality degradation, nitrogen, phosphorus, and sedirnen t are the main foci of the REMM 
h l .  This paper describes soil nutrient processes simulated in R E M  and describes an initial appIica~ion of h e  rnodcl 
at a site in the Atlantic Coastal Plain Region of the United States in south Georgia. A more detailed description of h e  
al~01-ithms and equations is provtded in the model documentation (Altier et al., in press). 

DESCRlPTION OF MODEL 

Nitrogen and phosphorus car! enter into the buyer system in precipitation, dissolved in surface and subsurface water flow, 
adsorbed b incoming sed~rnent camed by surface flow. Their presctlcc in diffcrcnt fol-tns UIJ the associatd degree nt' 

physical and chemical stabilization influences their availability for microbial tmnsformations and piant uptake. 

I Contribution from the USDA-ARS, Southeast Watershed Rnearch Laboratov, P.O. ROx 946, T~llon, GA 3 179'1, In 
coopa-ation with University of Georga Coastal Plnm hpeiment Station and California State University 

All programs and services of fie USDA are offered on a nondlvcrimlnato~y basis without regard to race, color, national 
origm, religion, sex, age, marital status, or handicap. 

BioIogical and Agriculturd Engineffing University of rmgia, P n. Box 745, TiRon, GA 3 I 793; phone: ( 9  12) 386 72 I 0; 
fax: (9 12) 386 7294; Ernail: rivers@t~Aon.cpes.peacI-inet tdu. 



Organic Matter 

The C cycle is fundamental for sinlulat~on of all organic matter dynamics and nutrient cycling processes in KEMM. 
Stoichiometric relationships are assumed iunong C, N, and P in the organic matter. N and P are releasd and imrnob~lized 
in pmpurtion to transformations of C (Thompson et al., 1954; Shnrpley et al., 1983) S~rnulation of C dynam~cs is largely 
based upon the Century Model parton et a]., 1987, Parton et al., 1988). Five C pools comprising litter and soil organic 
matter are simulated, each characterized by a dflerent rate of turnover and C:N and C.P ratlos. The C:N ratios for these 
pools are a constant; the C:P ratios vary according to labile P level at the time of immobilization. Although the C pools 
would be d~fficult to distinguish and measure in the field, h e y  represent porhons of the total mass of so11 carbonaceous 
material that must be accounted for in order to estimate mineralization and immobiluat~on of nutrizn~s (Jmnkinson ct a]., 
1987). The decomposition rates of the organic matter pools are calculated according lo first-order rate equat~ons modified 
by temperature, moisture, and in the case of litter residues, C:N and C.P ratios. 

Although organic matter is largely insoluble. dissolution from the more labile pools into surface and subsurfice water is 
simulated according to n relationship by McGill et al. (1 98 I) .  Only small amounts of organic matter can enter solution. 
However, at depth in the soil where denitrification may bc C limited, the presence of even small amounts of C could allow 
denitrifich'ion to occur. 

Litter 
As s simplification, instead of keeping track of many individual inputs oforganic residues separately over time. daily inpuk 
of &sh  mid^ are mixed ~ i t h  existing pools of residue material. Depending on the source of vegetation (species and plant 
part), incoming litter is characterized by its C:N, C.P, and 1ignin:N ratios. The 1igrun:N ratio of fresh litter d e t m h e s  
proportions that are allocated to a pool of quickly decomposed metabolic material or a more recalcitrant pool of structural 
material. 

Exogenous sources of nutrients can facilitate the decomposition of litter (Alexander, 1977; Hart et al., 1993). Effective C:N 
and C:P rarios influencing residue decomposition are calculated as a function of the content of N and P in the litter as well 
as the content ofaillable inorganic N and P in the soil. As &composition of tht litter takes plsce, C, N, and P are relessed. 
In satisQing the respiration requiremeiits af the soil microbes, a portion of the C is lost in CO, to the atmosphere, and the 
remaining C is reirnrnobilized into humus. According to he  requisite C:N and C.P ratios of the humus, corresponding 
amounts of N and P are immobilized with the C. The C:N and C;P ratios in plmt residue are generally much higher than 
in the soil humus pools. As carbon is transformed fmm litter into humus, immobilization of exogenous inorganic N and P 
usually occurs from the soil. If amounts of available N and P are inadequate for synthesis with C into the humus, 
decomposition of the residue slows down, and imobilizat~ml of C, N, and P into humus stops. 

Humus 
&i] organic matter has been characterized as having active and stable components. The older fractions may be over 3000 
years old (Jenlunm md Rnyner, 1 977). In REMM. based upon the Century model parton et al., 1987), plant residues are 
decomposed into three soil orgnmc malter pools: 1) an active pml consisting of biomass and metabolites of biomass wilh 
a rapid decay rate; 2) a slow pool consisling of organic matter that has been partially stabilized either chemicalIy or else 
physica\\y by adsorption or entrapment within soil aggregates (Paul and van Veen, 1978); and 3) a passive pool of 
chem~cally stnbilized organic matter having a very slow decay rate. Carbon is continually mineralized and reimmobilized 
among the soil organic matter pools. 

In contrast to a fixed C:N ratio in the humus pools, the C:P ratlo of newly formed soil organic moterial is allowed to vary, 
simulating a correlabm betit'oen microbial P cantent and the content of labile inorganic P in the soil. This approach 
follows the Century model [Parlon et al., 1988) and is based upon concepts of McGill and Cole (1 981). 

m a n i c  Nutrients 

Nitrogen 
Ammonium and titrate forn~s are both available for immobilization into soil organic matter Im~obilization of nitrate 
occurs only afier all available ammonium has been used Ammonium may he in solution or adwrbed to the snil matrix, 
according 10 an equilibrium equation. 



Nitrification is calculated with a first-order rate equation ~nfluenced by temperature, moisture. and pH. The 
dcterminatiun of the rate coefficient follows the approxh of Peuss wd h i s  (1 977) and Godwin and Jones j 1991), 
based upon a Michaelis-Menten hncl~on described by McLarm ( I  970). With increasing amounts of substrate. the rate 
of nitrification is lagged to represent a delayed microbial response. 

The calculation of dcniuifi~atioil is a hnction of the interaction of factors representing the degee of anaerobiosis, 
temperature, NO,-N, and mineralizable C. At levels of nitrate concentration below 3 mg kg-', the denitrification rate is 
simulated as being limired by nikate. At higher levels, the carbon mcentraticm is limiting (Webster and Guulding, 
1989; Yoshinari et al., 1 977). Denitritication mody occurs as water-filled pore space gets above 60%. However, the 
response to a sudden increase in anaerobiosis is tagged in order to account fcr the t h e  required for bacteria1 enzqme 
product~on. 

Phosphorvs 
Simulation of inorganic P follows the approach used in the EPIC mode1 (Jones et al., 1984). Three pools of inorganic P 
are simulated in REMM. Besides a labile form. there are two pooh represenring increasing levels of chemical 
stabilization thnl are unavailable tc plant uptake or micmbia? transformation. The labile fonn may be dissolved or 
adsorbed, according to a partitioning coefficient (Williams et al., 1 984). 

MODEL EVALUATION 

Parameterization 

REMM nutrient cmnponmt was evaluated using data collwted fmm expenmental riparian buffer sites b a t e d  lit (he 
University of W g i n  Gbbs Farm near Tiflon, Georgia. A detailed description of this site along with the type of data being 
collected and instrumentation is provided in Lowrance eta]. (1998); Sheridan et at. (1996, 1998); and Bosh et a!. (1996). 
The study area is locat& in the T h  Upland in the drainage area of the Little Rver. The site has been managed as a three- 
zone buffer syslem. Zone 1 consists oilwdwds,  mostly yellow poplar (Liriodendron tulip$em L.) and swamp black gum 
(,%jwu s y h l i c a  vur bgom Marsh.). h e  2 cmists of conifers, primarily longleaf pine (Pinw palus~ris M11.) and slash 
pine (Pinus elliotti Engelm.). Zone 3, the area of the buffer M e s t  away from the stream, consists of perennial grasses. 
Most of the riparian area is on Alapaha loamy sand (loamy, sil ioeo~~, th&c Arenic Plinthic Palenquults) . The upland fields 
are on Tifion loamy sand (Calhoun, 1 983). 

The most defmite and explicit observation that was available to test the nutrient component was nitrate concentrations 
measured at recording wells located at d&era~t positionv aImg the ripmitian transect (Hubbard and Lowrance, 1997). These 
wells were located at d o m l o ~  edge of each zone &d were assumed to monitor the nitrate concentration exiting each zone. 
Grotmdwakr hitrate wncenlrations were collected biweekly from 92 through 96. The wells were screened at a depth of 2 
m, so the measured nitrate concentrations represented the concentrations in the water table ulithin the top 2 m of tflc soil 
profile. Other observations which were not as specific. &at were available to compare against model predictions included: 
annual denitdicatiml and plant uptake rates on a kg per hectare. In addition, an annual nitrogen budget of model predict& 
values was also prepared to compare against literature estimates from riparian areas md forests. 

Pnorto evaluation of the nutrient component, the hydrology and sediment components of the model were verified since the 
fate d n~~trimb i4 decided to a large extent by the spatid dis?!bution and movement of water and sediment. Hydrology end 
&,mt wnlponent evaluations were performed for a 5 yeyear simulation period from 92 though 96 and have been prcsentcd 
in lnamdar et al. (1 998) and Bosch er. al. (1 998) respectively A description of the raulfall and runoff rates and hydrologic 
parmaas r e q d  to initiali the rncdel has also been prewnted in the above mentioned papers and hence is nat repeated 
here. With respect to nutrient evaluation the model had to be initialized for: [a] daily nitrogen and phosphorus loadings fiom 
precipitation, and surfae and subsurfae runoff &om wr~tributing fields; and values describ~ng the carbon. nitrogm, and 
phospho~us pods in the riparian soil and vegetation. 

Conctntriitions for organic nitrogen and phosphorus, orho-P, nitrate, and ammonium entering in slarface and sub surface 
runoff' were availabIe from the dam collected at the site fiom 1992 through 1996 (Lowrance, Unpublished data). 
Atmospheric loadings af these parameters were estimated from values published by the Naiional Atmospheric Depos~tion 
Propram (NADP, 1997). Table 1 11- the estimated annual average concentrations of the nutrients entering in water and 
sediment. Carbon, nitrogen, and phosphorus pools wcrc initidizcd based on measured data at Gibbs farm (Lowronce, 



Unpublished data) and tiom previously published data from other riparian sites in the Little River Watershed Fail et al., 
1986; Fail, 1983). 

Model pdded  and o b m e d  monthly nitrate concentratims in subsurface flow exiting each zone are presented in F~gure 
1 .  Though simulations were perfwmed for years 92 through 96, comparisons presented in Figure 1 start corn year 93 since 
year 92 was m u m d  as a buffer year to allow the model to reach a pseudo-steady state condition. It is apparent from Figure 
I that predictions fbr zone 3 are excellent. For zone 2 the predictions were good, but for zone 1 model predicted values were 
sipificantly less than those observed. This dicates that processes and mechanisms that dictate nitrate concentrations in 
soil water are best simulated for zone 3. followed by zone 2 and I .  

Table 1 : Annual average nutrient concentrations applied to the riparian b@er over the simulation period 92-96. 

C o P n p d m  of obmed  nitrate concentrations from lhe field and those exiting each of the zones (see Figure 1) reveals that 
zone 3 does not siflcantly influence the nitrate concentration in subsurface water. In contrast zone 2 whlch has the pine 
forest was responsible for the patest  drop in nitrate concentrations. This trend is also supported by m&I predictions. 
Although the gnus buffermm may be effective in reducing nutrients transported via surface runoff and sediment it may not 
be equally effective in sequestering nutrients such as nitrate-N traveling in subsurface flow. It is also possible that nitrate 
concentrations in subsurface water within zone 3 are augmented by nitrate additims h m  surface water since both field 
obmations and model simulations indicate that most of the surfwe runoff that enters zone 3 from up1 and fields idiltrates 
in zone 3 (for hydrology results see lnamdar et el.. 11 9981). 

Observed nitrate concenk~tions for m e  2 and 1 are very close and there s e m s  to be no significant drop in nitrate 
amcentration wfien subdace flow moves through zone 1 .  Model results do not suppm this trend, Nitrate concentrations 
in the soil warn within each mne as simulated in the model are mfluenced by external loadings, nitrification, denitrificatian, 
plant up*, immobibtim by microbes, and movement with water. External loadings and nitrif~cation increase the nitrate 
levels whereas denibdkation, plant uptake, immobilization by microbes, and movemznt with exiting water represents 
pathways though which soil water nitrate is lost or reduced. Considering the low levels of nitrate predicted for zone: I 
compared to those obsemd, i t  is possible that Ihe model i s  not adequately simulating additions of nitrate to the soil via 
processes such as mineralization and subsequent nitrification. Alternatively, the othcr possible reason for low slrnulated 
nitrate conmtrations could be that simulated values of plant uptake and dmitrification arc higher than thnse occtllri~lg at 
he  site. Though, this does not seem probable sin= simulatsd values for plant uptake and knitnfication we close to hose 
reported for this site (discussed below). 

Nutrient forms 

Model simulated annual nibogen fluxes averaged over years 93-96 for cach zone are presented in Figure 2. This allows 
comparison of annual estimates of processes such as deniMcation and plant uptake wih literature values. For the Gibhs 
fm riparian site h m c e  (Unpublished data) have hund annual cbtrrfication rates of 37, 1 9, and 17 kg N h e r  for zones 
3.2, and 1 rqectively (rates for years 92 & 93 only ). Observed rates were computed considering k top 1 rn of he  soil 
profile. Simulated daitnfication rates of 23,23, and 14 kg N/h* for zones 3,2, and 1 are close to the observed values 
(annual values averaged aver 93-96). In model simulations, most ofthe denitnfication occurred within the tOp two layers 
(1-1.5 mfiom the surface). 
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Figure 1 : Nitrate concenmtiom in submuface 
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Figure 2: Annual nitrogen fluxes averaged over the simulation perid 93-96 (all values in kg/ha/yr). 



farm were nor available. To nllow for some m e w  of verification of m&l simulations, predictd values for these 
p m s e s  were m p d  to litembe estimates presented in Table 2. As is obvious from Table 2 there is a wide range for 
estimates on process= such as plant upiake, Iittaf~li, and N-m~neralization. Simulated plant uptake values seem to be 
w i t h  the bounds reported in literature. M e r  and deuduous vegetation simulated in the model was maintained at pseudo- 
steady state growth condition hence piant uptake values nre expected to be smaller than those thnt would typically be 
observed for a growing forest. Litterfall and mineralization rates are similar to literature values. 

- 4  - - I : 
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Rangw: (mostly from upland forest studies) modified from Go= 1 98 I . 

Tablc 2: Literature estimates on nitrogen fluxes observed in riparian and upland forests. 
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THE IUPAEUAN ECOSYSTEM MANAGEMENT MODEL: SIMULATOR FOR 
ECOLOGICAL PROCESSES 1N RIPARIAN ZOPIES1' 

R Lowrance, Ecologist, USDA-ARS, Tifton, GA'; L. S. Altier, Assistant Professor, California 
State Univ., Chico, CA; R G* Williams, Agriculturat Engineer, USDA-ARS, Tifton, GA; S. P, 

Inamdar, Post-Doctoral Associate, Univ. of Georgia, Tilton, GA; D. D. Bosch, Hydrologist, 
USDA-ARS, Tiftan, GA; J. M. Sheridan, Hydraulic Engineer, USDA-ARS, Tifton, GA; D. L, 

Thomas, Associate Professor, Univ. of Georgia, Tifton, GA; R K. Hubbard, Soil Scientist, 
USDA-ARS, Tift on, GA 

Abstract: The Riparian Ecosystem Management Model WMM) is a simulation nladd developed 
by USDA and university cooperators to provide comparisons among different field-scale buffer 
systems. The primary uses of REMM will be to sirnulate the later quality impacts of riparian and 
other edge of field buffcr systcn~s of different lengths, slopes, soils, and vegetation. Agencies such 
as USDA-NRCS and USDA-FS need this type model in order to provide specific guidance to 
landowners needing edge of field buffer systems. Although designed to simulate the  specific typc of 
multiple-zone buffer system recommended by USDA agencies, REMM is flexible enough to 
accommodate a wide range of buffer systems in a variety of land use settings. If hydrologic and 
pollutant loadings to the buffer system are available or an be t;stim;rted or modeld, KEMM can be 
used to represent most edge of field bugen receiving difhse inputs of water. T h ~ s  paper presents the 
general structure of REMM and information on the initial field testing site for the mdel.  
Operational aspects and details of model: components and test simulations for REMM using field 
data from a riparian buffer system in the southeastern c&l plain are presented in five other papers 
in these proceedings, 

Agriculture continues to be a major contributor of nonpoint source polIution to the nation's waters 
and continues to limit the attainment of designated uses in many run1 watersheds (USEPA, 1997). 
There is a growing realization that for agricultural watersheds to meet designated uses B defined 
under the Clean Water Act (CWA), there must be a con~bination of efforts to both control n~npoint 
source pollution and to restore aquatic ecosystems. Restoration and management of riparian 
e ~ ~ s ~ ~ s t e r n s  are essentd to restoration of aquatic ecosystems and to attainment of water quality goals 
because of the multiple water quality functions performed by riparian ecosystems. Riparian forests 
are known to reduce delivery of nonpaint source pollutants to streams and lakes in many types of 
watershd ~ m c e  et d., 1997). Tn addition, riparian forests are known to be important in 
controlling the physical and chemicaI environment of s ~ m s  and in providing detritus and woody 
debris for streams and near-shore areas of large water bdies. 

The major United States Department of Agriculture efforts to restore riparian ecosystems are funded 
through the contiu~uow sign-up of the Conservation Reserve Progmm (CRP) and the Consewation 
Reserve Enhancement Programlstate Enhancement Progm (CREPISEP) authorized in the 1996 

bnmbulion fiom the USDA- ARS, Sauthmt Watersl~d Rcsearch Laboratory, P.O. Box 946, Tittan, GA, 
3 1793, in cooperation with the University of Georp and California State University. 
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Farm Bill. The continuous sign-up allows landowners to offer lands with high Environmental 
Benefits for the CRP at any time. Efforts sparheaded by Vice-President Gore ro address tlre 
nation's lack of progess toward CWA goals have focussed on use of the CREWSEP m e c h i s m  to 
address critical agricultural water quality problems (White House Memorandum, 1011 8/97). The 
first project funded for CREPfSEP is an effort to have up to 100,000 acres of riparian land along 
Maryland's streams and rivers set aside and maintained to protect water qualily (White TJouse Prcss 
Release, 10120197). The Maryland CREPlSEP will spend about $200 million over 15 years to 
restore riparian ecosystems. Clearly, USDA is pIanning to make large investments of funds in 
restoring sbeamsidc (riparian) ecosystems to control nonpoint source pollution, increase attainment 
of designated uses of streams, to provide wildlife habirat, and to restore aquatic ccosystcms. h 
evaluation of whether goals are being met and an evaluation of aIternative scenarios for achieving the 
environmental gmb should accompany expenditure of public money to achieve cnvironrnental 
goals. Restoration and management of riparian ecosystems, while generally good for water quality, 
should be evaluated for their eEcacy in con&olIing specific nonpoint source pollution problems. 
Although general guidelines are available from USDA action agencies on the management of 
riparian buffers (Welsch, 199 1; NRCS, 19951, i d o m t i o n  is lackhg on how buffcr zones should be 
designed and managed to meet site-specific needs. 

The Riparian Ecosystem Management Model (REMM) hsls been developed by USDA and university 
cooperators in order to provide a tool to assess the nmpoint source poIIution cone01 functions of 
riparian buffer systems. Unlike pollution control practices, which depend on engineering structures 
to control water or water-borne pollutants, riparian buffer systems arc complex ecosystems, The 
control of nonpoint source pollution in riparian ecosystems depends on h e m i o n s  among the 
hydrology, soils, vegetation, managerncn< and climate of a spccific rip;U;;m bufFer system. Models 
which cannot account for effects of these factors on water and chemical transport in riparian systems 
will not be usefbl for comparisons of different senarios of riparian buRer use to control nonpoint 
poIIution. TRe sefles of papers presented at this syn~posium describe the functional elements of 
REMM and present validation results for the model. A demonstration will provide details on 
initializing and running the model. In this paper we provide an overview of the conceptual basis for 
REMM. In addition, we describe the general clmactcristics of an experimental riparian buffer 
system used for validation studies presented in thc other papers. 

GENERAL FUNCTIONS OF RIPARCAN BGFFER SYSTEMS 

Riparian forests were the originaI strmmside vegetation in most humid and sub-humid regions of the 
world, including the Eastern and Midwestam Unitcd States. Riparian forest is generally distinct h m  
the sunomding landscape, even when the adjacent areas are in forest. In more arid arm, the 
riparian forest may be the only forest in a landscape, for example the gallery forests of the tall-grass 
prairie. In most cases, regardless of original or native vegetation, riparian ecosystems form an 
ecutone or edge m e e n  upland vegcbtjon and land uses and aquatic ecosystems. 

The gcner211 functions of riparian forest ecosystems have been reviewed and ranked for the 
Chesapeake Bay Watershed from most to leasf general based on the available scientific literature 
(Lowrance et al., 1997). These buffer systcm concepts are baed  on field observations, process 
studies, and experimer~l manipulations in a number of different riparian ecosystem studies. 
Because of the diverse nature of the Cllcsapeake Bay Watershed, the r a w s  probably apply to 
m y  humid regions in the U.S. The most general water quality function of riparian forests is to 
provide control of the stream environment. These fhctions indude modifying stream temperature; 
controlling iight quantity and quality; enhancing habitat diversity; modifymg channel morphologv; 
and enhancing food wcbs and spccies richness, All of these factors are important to the ecological 
hcalth of a stream and are best provided by a ripaim forest that approximates the original native 



vegetation (Swecney, 1992). These functions occur along smaller streams regardless of 
physiographic region. These functions are must important on smaller streams, although they are 
important for bank and near-shore habitat on larger streams and the shoreline of lakes and bays. 
Riparian forests contribute to bank stability and thus minimize sediment loading due to instream 
bank erosion. Depending on bank stability and soil conditions in the area immediately adjacent to  
the sbream, m g e m c n t  of adjamn t areas for long-term rotations may be necessary for sustainab ility 
of stream environment functions. The next most general water quality function of riparian forests is 
control of sediment and sediment-borne pollutants canied i n  surface runoff, Prqcrly managed 
riparian forests should provide a hgh level of control of sediment and sediment borne chemicals 
regardless of physiographic region. Natural riparian forest studies indicate that forests are 
particularly effective in filtering fine sediments aid promoting codeposition of sediment as water 
infiltrates. The slope of the riparian f o e  the avai hble water storage capacity, and the soil cover by 
litter are the main factors determining the effectiveness of sediment removal in mature riparian 
fomts. In restored riparian forests, the degree to w i c h  enhanced infiltration typical of forest soils 
has been established might also determine effectiveness in controlling surface runoff pollutants. In 
aH physiographic settings it is important to convert concentrated flow to shcct flow in order to 
optimize riparian forest function. Conversion to sheet flow and deposition of coarse sediment that 
could damage young vegetation can be enhanced by a vegetated filter Sirjp upsIope from the riparian 
forest. 

The next most general water quality function of riparian forests is to control nitmtc in shallow 
grwndwater moving toward streams. When groundwater moves in short, shallow flow paths, such 
as in many Coastal Plain watersheds, 90% of the nitrate input may be removed. In contrast, nitrate 
removal may be minimal in arw wherc watcr moves to rzgivnal poundwater such as in Piedmont 
and Valley and Ridge w. The degree to which nitrate (or other grouodwaret pollutants) will be 
removed in the riparian forest depends w the proportion of groundwater moving in or near the 
bialogically active root zone and on the residence time of the groundwater in these biologicalIy 
active areas. The presenE of wetlands and the hydrologic connection between source areas and 
wetlands enhances the removal of nitrate via denitrification. 

The least general function of riparian forests appears to be control of dissolvd phosphoms in surfice 
runoff or shallow groundwater. ControI of sediment-borne P is generally effective. In certain 
situations, dissoIved P can contribute a substantial amount of total P I d .  Most of the soluble P is 
bioa~~ailable, so the potential impact of a unit of dissolved P on aquatic ecosystems is greater. It 
appears that natural riparian forests have very low net dissolved P retention. In managing for 
increased P retention, effective fine sediment control should be coupled with use of vegetatiun that 
can increase P uptake into plant tismc. 

USDA's RIPARI AY FOREST BUFFER SPECI FICATTON 

Based on the general concepts described above, a riparian forest buffer system specification has been 
developed by USDA. (Welsch, 1991; Lo~vrance, 1992; NRCS, 1995) The riparian forest buffer 
specification is for a three zone riparian buffer system with each zone sening a particular major 
purpose and a number of secondary purposes (Figure 1). The buffer systtm consists of trees, shrubs, 
and herbaceous vegetation.. The riparian forest buffer specification calls for n Zone 1 immediately 
adjacent to the stream which consists of permanent \voody vegetation In many cases, Zone 1 
vegetation will be native bardwood species that wcur on at near streambanks T h e  major purposc 
of Zone 1 is to provide shade and litter inputs for the aquatic ecosystem. The s e c o n d  function of 
Zone 2 is to retain nutrients. Zone 2 is on t he  upslope side of Zone 1.  Zone 2 is an area of 
managed forest, which cnn bc uscd for timber or bio~nass production by the landowner. The major 
function of Zone 2 is nutrient retention and infiltration of surface runoff Secondary functions of 



Zone 2 are to provide a buffer for Zone 1 vegetation and to retain sediment in surface runoff. Zone 3 
is an herbaceous filter strip upslope from Zone 2. Zone 3 is similar to contour filter strips used as a 
field management practice. Management practices such as stiff grass buffers can also be 
incorporated in this zone. Zone 3 is genemlly immediately adjacent to the field or other pollutant 
source. The major functions of Zone 3 are sediment retention and conversion of channelized flow to 
sheet flow. Secondary functions of Zone 3 are infiltration of s u h c e  runoff and nutrient retention. 

Figure 1: Cross 
section of riparian 
buffer system as 
simulated in REIMRI. 

REMM ws developed 
specifically to simulate 
hydrologic, chemical, 
physical, and biological 
prmesses in the type of Zone 3 Zone 2 Zone 1 
riparian buffer system 
described above which 
has been adopted as a 
practice by USDA 
agencies. REMM dso provides flexibility to simulate functions of a wide variety of other field-edge 
and in-field buffer systems. Although the riparian forest buffer specification requires trees or shrubs 
in Zones 1 and 2, REMM can simulate up to twelve different vegetation types, and multiple 
vegetation types per zone. REMM an be used to simulate non-forest buffers and buffers in non- 
riparian positions, as long as the water, nutrient, and sediment inputs from the contributing area can 
be modeled or empirically determined. 

GENERAL STRUCTURE AND FUh'CTION OF REMM 

REMM is dcsigned to simulate daily processing of water, sedimenc carboq and nutrient inputs to a 
buffer system (Altier et al., In press). In general, inputs will be fiom agricultural lands, although 
inputs of water, sediment, and nutrients from other land uses could also be simulated. Water inputs 
are rainfall (or snowfa11), surface runoff, subsurface flow (shallow groundwater), and seepage, 
Water outputs for each zone are calculated as subsurfice flow, surfice runoff, seepage, and 
evapotranspiration (ET). Nitrogen phosphonrs, and carbon are input and output with each type of 
water input or output (except ET). Surface runoff d e s  sediment into and out of the zones. The 
output from Zone 1 is an estimate of the streamflow contribution of the entire contributing area, 
including the riparian buffer. In th~s sense, REMM is a watershed mdeI whcn combincd with 
modeled input from the upslope contributing area. REMM does not simulate the effects of channel 
expansim and overbank flooding during storm events. REMM assumes a lowcr confining layer for 
subsurface flow, although water can be allowed to move through the lower confining layer at a 



constant rate. REMM does not allow simulation of groundwater flow paths that may make their way 
to stram discharge below the Iower confining layer. 

Much of the sediment transport module of REMlvi is based on AGNPS voung et al, 1989). 
Sediment movement is simulated in rill arid interrill erosion. Sediment is assumed t o  be cornposd of 
sand, largc aggregate, small aggregate, silt, and clay. Sedment erosion, transport, deposition, and 
routing are done for each particle s i z  class. Sediment deposition or transport is determined based on 
the transport capacity of the zone. Deposition or transport takes place through interaction wirh a 
litter kyer, which is assumed to mix completely with su&e runoff. 

The dynamics of inorganic N and P in REMM arc: tied to estimates of either tiansfonnation rates or 
equilibrium concentrations for adsorbed ions. Nitrogen and phosphorus in initial sail organic matta 
(SOM) pools or N and P incorporated into plant biomass are cycled through SOM pools with 
different decomposition rates as done in the CENTURY mode1 (Parton et aL, 1987). N and P are 
mineralid as plant litter or SOM is re-synthsized into pmls with a higher C M  or UP ratio. N and 
P are immobilized fiom inorganic pools into either Iiving plant biomass or SOM pwls. As plant 
litter or soil organic matter BE resynthesized into pools with higher C/N or UP ratios, N and P are 
mineralized. Inorganic nutrients, whether fiom input sources or from mineralization of SOM, are 
available for plant uptake, microbial immobilization, Wiiter borne movement, or denibification (N 
onIy). REMM does not simulate movement of pesticides, dthough it does simulate movement of 
dissolved and adsorbed carbon compounds that could be used as analogs of pesticides. 

Vegetation growth is simulated on a stand basis. Vegetation in both an upper and lower c m p y  can 
be simulated for each zone and hp to 12 different general vegetation types can be sunulated. Plant 
growth is modeled based on estimates of the amount of gross photosynthesis and allocation of the 
p b y n t b a t e  to growing plant parts and respiration depending on demand. If photosynthates are 
available, plant p w $ h  is limited by the availability of water and nhents. Simulation of 
photosynthesis is based on the Forest-BGC model (Running and Coughlan, 198 8). 

TESTING AND VALIDATION OF REMM 

Numerous research p u p s  around the country where studies of riparian bufirs in various settings 
have been conducted are currently testing REMM, Initial testing of REMM has been done by 
comparing simulated riparian buffers to data from actual riparian buffers studied by the Southeast 
Watershed Resarch laboratory near Tifton, GA. This section of the papa describes the general 
charmeristics of the field site used for validation of R E m .  Subsequent papers in these 
proceedings will describe the specific results fro~n the validation studies for hydrology, sediment 
transport, nutrient cycling, and p h t  growth. 

Gibbs Farm Studv Site: The study \as done at a research fann {Gibbs Farm Site - GFS) which is 
part of the University of Georgia Coastal Plain Expwimmt Station near Tifton, GA. The site, 
r e f d  to hereafter as the Gibbs Farm Site (GFS) is located in the Tieon-Vidalia Upland 0 
portion of the Gulf-Atlantic Coastal Plain. The climate of the TVU is humid subtropical providing 
abundant rainfall and a long growing season. Because of both less permeable soil material at depth 
and the presence of a geologic formation (Hawthorn Formation) whch limits deep recharge to the 
regional aquifer system, most ofthe excess precipitation in the T W  moves either latenlty in shallow 
sahmted flow or moves in surface runoff duriag storm events The general hydrology of the region 
is reflected at the GFS and makes this region and t h e  particular site ideal for the development of 
mode! testing data in a relatively simple hydrologic system. 



The soil at the Gk'S riparian forest is an Alapalla loamy sand (finc-loamy, siliceous, acid, thermic 
Typic Fluvaquents). The soil of the adjacent upland area is a Tiftan l m y  sand (fine-loamy, 
siliceous, thennic, Plinthic Kandiudult). A three zone riparian buffer system as prescrjbed by the 
USDA-Forest Service specifications (Welsch, 199 1) was emblishd for this research project in 
1992. Zone 3 is a herbaceous filter k p ,  Zone 2 is an am of managed forest where trees can be 
harvested, and Zone 1 is an a m  of permanent woody vegetation immediately adjacent to the stream 
channel. At the GFS (Figure l), Zone 3 is an 8 m wide strip of common Bermudagrass (Cjmdon 
dac~lon L. Pers.) and Bahia grass (Paspalurn notaturn Ftugge.). The grass strip was interplanted 
with perennial ryegrass ( M u m  perrene L.) during its establishment. Zone 2 (before timber harvest) 
was a 40 to 55 m wide band of slash pine ( P ~ I I U ~  elhotti; Engelm .) and long Ieaf pine (Pinus palusrrfs 
1 Zone 1 is a 10-m wide band of trees with mostly hardwmcls including yellow poplar 
(Liriodendron hlipifirrrr L.) and swamp black gum (h'yrm sylwticu var bflota h h . ) .  The entire 
buffer averages 55 m in width along an intermittent secondarder stream channel. In early 
November 1992, one block of Zone 2 forest mu clear-cut and one block was selectiveIy cut. A third 
Zone 2 forest block was left as a reference area (Figure 2). The clearat Zone 2 blocks were 
replanted with improved slash pine in winter, 1993. No timber ~vas harvested b m  Zone I. The 
papers presented in this symposium will discuss model simulations and observations from the mature 
forest area only. The forest, with an average tree age of about 50 years, was comidered to be in a 
stady state condition with very little net incrwe in biomass. 

The field above the buffer system on the west side of the was in continuous corn (Zea mays 
L.) for the first three years of chis study (1992-1994). In 1995, the field was planted in pmuts 
Wrachis hypagea L.). In 1996, the field was planted in millet (Pennfsetum g/aucum L). All crvs 
were grown using conventional tillage and conventional fertilizer and pesticide merits. The 
exception is that the peanuts were grown in small test plots (4mx4m) which lead to high loadings of 
sediment in sufice runoffi 

Inatrumentati~n and samale collection: Instrumentation at the experimental site was installed in 
late Fall 199 1 and Winter, 1992. Well sampling and s u h e  runoff sampling began in January, 1 992 
and February, 1992, respectively. Recording well installations were completed in April, 1992. 
Samples were analyzed for sedimcnt and N and P species using standard analytical techniques. 

Surface runoff was collected using the dustpan shaped "Low-Impact Flow Event sampler (LIFE 
sampler, Sheridan et al, 1996). Two types of LIFE samplers are used to collect either 10% or 1% of 
the flow through a 30.48-crn wide dustpan. The 10% collection is made by splitting the flow into 10 
pathways at the back of the collector and collecting flow from one pathhay. Tfie 1% sample is 
cofiected by connecting two 10% samples in series. The sample receptacle is large cnough to contain 
runoff from approximately a 10-year return interval event in the 1% samplers. n e  receptacle is 
made from a lm Iong piece of lOcm dia PVC pipe with capped openings at each end. PVC joints 
were welded using hmted PVC to avoid possible interferences of solvents in PVC cement with the 
herbicide d y s i s .  One of each type sampler is located at each zonal interface (six samplers per 
zonal interface). The samplers were positioned so as not to interfere with surfice runoff collection at 
the next zonal intmke (Figure 2). Six samplers are also in the middle of Zone 2. Having two types 
of samplers (10% and 1%) allows both large and small runoff events to  be sampled and runoff 
volumes obtained. Su&e runoff sample volumes were measured and subsamples collected for 
nutrient and sediment analysis on the work-day following each runoff event. Multiple events in a 
day were not collected separately. Samples were collected by pumping the receptacles with a 
peristaltic pump while agitating thc sample by mixing with the inlet line of the pump. 



Shallow groundwater movement of nutrients was determined using slotted monitor wells and a series 
of recording wells. A totaI of 1 15 slotted monitor wells were installed in the entire area (Figure 2) 
using Tri-1w slotted monitor pipe (Brainard-Kilrnan, Stone Mtn., GA). All PVC joints on monitor 
weUs were welded using heated PVC. Paired wells were screened @om 0-50 cm and 50-200 cm at 
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(Zone 2a) 

Hardwood Forest 
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Figure 2. Layout of riparian forest plots in relation to upland field at the Gibbs Farm site. 

the fmt four positions of each bansect. The rest of the wells in each transect were screened fiam O- 
200 cm depth. The first four positions are 5m apart and the rest of the well positions are 1 Om apart. 
Fully penetrating wells in the middle of each zone and the s t r w n  channel are mstrumented with 
pressure transducers @ruck, Inc., New Fairfield, CT) connected to data loggers (Campbell 
Scientific, Logan, UT ) so that water table levels can be monitored continuously. The soil water 
content and recording well data were used to calculate saturated thicknesses and ground water flux 
through the buffer system (Bosch et al., 1996). Wells were sampled bi-weekly. Before each well 
sampling, the depth of water below the ground surface wns measured manually, and at least one well 
volume was removed and discarded. 

Test Conditions and Reporting of Results: Four other papers presented as part of this symposium 
present simulation results for REMM with the m d e l  parameterized for the GFS. A final paper 



discusses operational aspects of REMM. The test papers present results for hydrology, sediment 
tmqort, nutrient cycling, and plant growth for the mature riparian forest studied at the GFS . Where 
possible, key parameters from the GFS are compared to model simulation. For these tests of 
REMM, the GFS has been simulated as having a single vegebtion type in each zone. Where 
pasible, soil and water pools in REMM have been initialized with data from the GFS. When not 
possible, the pools were initialized from dah collected at similar sites near the GFS or fiom literaturn 
values. Model simulations were done using weather data collected at the GFS and using estimates of 
u p h d  inputs of water, sediment, and nutrients measured at the GFS. Very little calibration of 
REMM was necessary. Calibration of gross photosynthesis and soil organic matter turnover rates 
were done in order to stabilize the steady state or mature forest case. Other than that, the simulations 
pmented in the companion papers are based on either field estimates of pools or rates or fiom 
literature values. 
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AN INNOVATIVE APPROACH TO IMPROVING WATER QUALITY THROUGH 
STORMWATER MANAGEMENT 

By Rodney Mach, Environmental Engineer, US Army Engineer District, Ntw Orleans, 
Louisiana; Burnell Thibodetrux, Hydraulic Engineer, US Army Engineer District, 

New Orleans, Louisiana 

Abrtract: The Water Resources Development Act of 1992, Public Law 102-580, Section 307, 
authorized the Secretary of the Army to design and construct projects that address water quality 
problems associated with storm water discharges into Lake Pontchawain and the Mississippi River. 
The purpose of this project is to demonstrate the capability of mitigating storm water impacts on 
Lake Pontchartrain water quality by collectin& storing, and removing runof from the drainage system 
prior to its discharge to the Lake and to determine if this runoff can be effectively treated by existing 
treatment facilities that currently experience high idtration inflows. New facilities to transport storm 
water can also be used to augment the capacity of existing sewage l i  stations during wet weather 
to reduce the potential for sewage overflows from an overtaxed system. A monitoring and modeling 
program will be used to determine existing conditions and to validate the extent of anticipated 
improvements. 

The Jefferson Parish Demonstration Project water quality monitoringlmodeling program consists of 
two major components: the monitoring program and the modeling program. The monitoring program 
consists of collecting and cumprltng water quality, meteorologic, hydrologic, and hydraulic data which 
wil be used in evaluating the demonstration project and for input to a receiving water qu&ty 
simulation model. The modeling program will consist of a receiving water quality simulation model 
which will aid in evduating the Project's impacts on Lake Pontchartrain for a wide range of conditions 
and in assessing potential alternatives and applications throughout Jefferson Parish. 

This paper will explore the Corps' role in this cost shared project and describe in detail the monitoring 
and modeling programs which are planned to be implemented before and after construction. The 
paper will dso describe the anticipated impacts to the lake, the challenges encountered in the water 
management process, and the conflicts that have been identified in the implementation of the 
operational management plan especially those related to flood control versus water quality. In 
addition the paper will address the development of the operational model for this unique and timely 
environmental and water control project. 

INTRODUCTION 

m u n d ;  The water surrounding any community is a natural treasure and the useability of that 
resource is always of great public concern. Concerns with urban runoff have primarily dealt with the 
prevention of Iocalized flooding. Only recently has urban runoff been considered as a significant 
contributor to the degradation of the quality of receiving waters. Water quality problems are not 
always perceivable and are less dramatic than flood events. In some cases, the pollutant load applied 
to neighboring water bodies by runoff can be greater than point source loads. 

Pollutants that are present between rainfall events prior to a storm accumulate on impervious surfaces 



and are generally carried away in the first 1 inch of rainfall in moderate to heavy storms. Urban 
nonpoint source pollution is the result of rain washing the surfaces of urbanized areas. As this occurs, 
contaminants are picked up from the air; streets; sidewalks; petroleurn residues from gas powcred 
vehicles; exhaust products; heavy metals and tar residuals from the roads; chemicals applied for 
fertilization weed and insect control; and sediments from construction sites. The dumping of 
chemicals such as motor oil and antifreeze into storm drains in also a source of nonpoint pollution. 
Illicit hookups of storm drains to sanitary sewers result in increased volumes of flow to wastewater 
treatment plants causing more frequent overflows or bypasses of sewage flows into receiving waters. 

A reconnaissance study of urban flood and water quality management for Jeerson and Orleans 
Parishes was completed and approved in December 1 993. One purpose of the study was to improve 
the water quality of storm water runoff into Lake Pontchartrain. The study concluded that more data 
were needed and recommended the use of demonstration projects. In a "consensus agreement" 
between the New Orleans District and Jefferson Parish in July 1995, a plan developed by the parish 
to capture and treat storm runoff using excess capacity of the Parish's East Bank sewage treatment 
plant was adopted for a demonstration project. 

Authority: The Water Resource Development Act of 1992, Public Law 102-580, Section 307, 
authorized the Secretary of  the Army to design and construct projects that address water quality 
problcms associated with storm water discharges into Lake Pontchartrain and the Mississippi River. 
The fiscal year 1994 Energy and Water Appropriations Bill provided $2 million to prepare a Project 
Cooperation Agreement and technical documentation for a storm water management demonstration 
projmt proposed by Jefferson Parish officials. Senate Report 103-291, dated September 1994, allows 
cost reimbursement to the Parish for their design and construction of the facility, relegating the Corps 
to a technical management oversight role. 

The recumt~~ended plan approved for implementation is to modify the existing storm water runoff 
collection system and pump, via a lifi station, sronn water from the drainage canais to the treatment 
plant for subsequent discharge to the Mississippi River. 

PROJECT AREA 

The project area is located in southeastern Louisiana in the vicinity of 
the city of New Orleans arid includes the highly urbanized portion of Jefferson Parish on the east bank 
of the Mississippi River. The area is within the Pontchartrain Basin, situated near the center of the 
Gulf Coastal Plain in the lower reaches of the Mississippi embayment. The basin is a shallow 
depression lying between the alluvial ridge of the hhssissippi River to  the south, and sloping up on 
the north and west. The basin consists of lakes Maurepas, Pontchartrain, and Borgne. This system 
ultimately drains into the Gulf of Mexico via the Mississippi and Chandeleur Sounds. 

In the project area the ground near the Mississippi Rivet is above sea level and elevations decrease 
with distance from the river. The developed areas are protected from river and hurricane flooding 
by levee systems. 

Description of Drainage System: The leveed areas are divided into many subbasins by natural and 



man-made barriers and are webbed with drainage canals that terminate at pumping stations. The 
drainage system is an intertwined network of subsurface culverts, ditches, canals and pumping 
stations. In contrast to conventional systems which generally rely on gravity flaw and free fall 
discharge, the Jefferson Parish drainage system depends on the collection and pumping of a11 storm 
water falling on the area to be drained by pumps which discharge into Lake Pontchartrain. The 
treated effluent from the sewage treatment plant is discharged into the Mississippi River. 

JeffersonParish operates their drainage pumping stations to maintain a specific water level in the 
major outfall canals. Once those elevations are exceeded the pumps are engaged to discharge the 
excess. Problems with subsidence have dictated this operation to ensure that ground water is not 
drawn out of areas adjacent to the canals. 

The storage areas are Iaterally connected by a grid of canals. The lateral canals equalize flow between 
the major outfall d s .  This allows rain water to flow in different directions depending on available 
capacities at the pumping stations and the location and areal extent of rainfall events over the parish. 

PROJECT DESCRIPTION 

The Jefferson Parish Waste Water Treatment Plant has a demonstrated wet weather capacity in excess 
of the required dry weather capacity. For the demonstration project this excess capacity will be used 
to treat the first runoff mixed with the contents of the drainage canals and, in dry weather a mixture 
offlow from the sewage system and drainage canal contents. A 20,000 gpm lift station and 54 in. 
diameter force main will be used to transport some of the storm water from the drainage system to 
the treatment facility as capacities allow and whenever water lev& in the canal exceed a given 
criterion. The treatment plant is an activated sludge facility with an average capacity of 70 MGD. 

Generally during wet weather peak flows, when infiltration and inflow cause an increase in treatment 
plant inflow, stormwater pumping to the treatment plant will be discontinued until dt-y weather 
conditions resume. Operation of the stormwater pumps will be closely interfaced with the existing 
Jefferson Parish control and monitoring systems of the drainage and sewerage departments. 

MONITORING PROGRAM 

A monitoring program will be conducted to evaluate the project and to provide data for input to a 
receiving water quality simulation model. The program involves collecting, compiling, and analyzing 
water quality, meteorologic, hydrologic, and hydraulic data. Monitoring will be conducted in two 
phases; pre and post-construction. The pre-construction phase will take place prior to completion 
of the project. The post-construction phase will begin after construction is complete. 

Monitoring data will be used to determine existing and post construction storm water runoff quality 
in the Jefferson Parish drainage canal system. Existing and post construction Lake Pontchartrain 
water quality and the impact of stom water runoff on the Lake will also be evaluated. The program 
will define the characteristics (i.e. volume, duration, and pollutant concentrations) of stormwater 
runoff fiom a major portion of the urban area on the south shore of Lake Pontchartrain for both pre 
and post-wnstruction conditions. It will also quantify the stormwater pollutant loading in this area 



that is discharged to the Lake for pre and post-construction conditions. 

Post-constwdon monitoring dab will be compared to pre-construction monitoring data to evaluate 
the effectiveness of the demonstration project in improving stormwater quality and, especially, water 
quality in the Lake Pontchartrain receiving area. 

It is anticipated that each of the phases of the monitoring program will be active for approximately 
a twelve month period. Within this time frame, data from ten to twelve rainfall events of varied 
intensity and duration will be collected and analyzed. The chuacteristics of runoff pollutant 
concentrations and loadings from these different events will be analyzed to determine if a first flush 
phenomenon occurs in this drainage system. These data will also be useful in optimizing operation 
of the project for maximum effectiveness. 

Sampling: Water samples will be collected from interior drainage system canals and from the Lake 
Pontchartrain receiving area. Automatic water samplers will be utilized to collect water samples 
during rainfall events. Auto samplers will be positioned to obtain samples in the drainage canals on 
the intake side of three drainage pump stations. The samplers will be connected to rain gauges and 
area-velocity flow meters. This wilI facilitate the collection of samples based an drainage canal flow 
and rainfdl. These sampling sites will provide information to characterize the composition and 
pollutant loading of storm water discharged to Lake Pontchartrain for pre and post-construction 
conditions. An. auto sampler located at the intake of the proposed lifi station will provide data about 
the composition and pollutant loading of storm water that will be pumped to the wastewater 
treatment plant via the proposed force main. 

Water quality grab samples from the Lake Pontchartrain receiving area will be collected by 
watercraft. Samples will be collected from near and hr shore sites located offshore of the three pump 
stations. ColIection will take place prior, during, and after rainfd events. Data from these samples 
will establish baseline water quality conditions in the Lake. These data will also be used to assess the 
impacts of stormwater discharge fiom rainfall events on the receiving waters of Lake Pontchartrain. 

Drainage canal grab samples will also be collected during dry periods. These samples will establish 
baseline ambient dry weather canal water quality. 

Because of the great number of samples associated with this program a selective number of water 
quality parameters will be analyzed. Emphasis will be placed on pollutants that are common in storm 
water and on pollutants that affect the designated uses of Lake Pontchartrain. 

The following parameters will be analyzed for dl samples: 

Total Suspended S~l ids  (TSS)  
Total Dissolved Solids (TDS) 
Total Volatile Solids (TVS) 
Chemical Oxygen Demand (COD) 
Total Phosphorus 
Dissolved Phosphorus 



Total Ammonia 
Nitrate + Nitrite 
Total Kjeldahl Nitrogen (TKN) 
Total Organic Carbon (TOC) 
Dissolved Copper 
Dissolved Lead 
Dissolved Zinc 
Hardness 
Diazinon 
Malathion 
PH 
Oil & Grease 

Because of analyses holding times, only selected samples, including all grab samples, will be analyzed 
for Fecal Coliform, E. Coli, and BOD. 

MODELING PROGRAM 

A receiving area water quality model will be developed using WASP-5 to evaluate the impacts of the 
project on the Lake's water quality. The model has the capability of simulating the transport and 
tramformation of conventional pollutants such as dissoIvcd oxygen, biochemical oxygen demand, and 
bacteria in the water column. Data collected in the Lake during the monitoring program will be used 
to verify the model. The modeling will aIso provide information on the effectiveness of the 
demonstration project in improving the Lakes water quality. In addition, the model will be used to 
evaluate the project for a wide range of conditions and potential alternatives. 

SUMMARY 

The compel@ issue which drove this project into being, improvement of the water quality of Lake 
Pontchartrain to support and sustain a resource available for use by the public at large with minimal 
risk to  heaIth, will soon have a satisfactory remedy in place. Cooperation between the Corps and 
Jefferson Parish has enabled this innovative landmark project to emerge. Continued cooperation 
during the various phases will ensure a successful, functioning project which will meet the  
expectations of all citizens. 
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SUSTAlWABLE SOIL, WATER AND AlR QUALVTY 
MANKIND'S ULTIMATE CHALLENGE AND OPPORTUNITY IN THE XIST CENTURY 

J, Patrick Nichdson, Chief Ettcutive, N-Vlro Internatloma1 Cerporation, Toledo. Ohio 

Abstract: The author. developer of the only water or wastewater technology to win the coveted Presidmi's Citatiuil 
of ExceZler~cc in E~~vironmental and Conservation Technology, idmtifies the major national and international 
problems associated w ~ i h  tbe ma~isgemenl of over 10,000,00Q,OOO (ten bi Ilion) wet tons of organic wastes airnually 
generated in the USA done, Pulp and paper, food process, and animal manures are the primary sources of these 
huge organic wastc streams. The problem discussed in detail include significant: rf not critical, pubEic concern over 
pathogens in an~mait manures (over 2,000,000,000 wet tons), non-point source water paFlut ion, and unregulated 
~nehane. COz, nitrous axides, and hydrocarbon emissions exceeding 20 trillion cubic feet per year from organic 
landfiils. lagoons, and d c e  impoundments. These gases exceed the emissions f h n  the entire transporrat~o~~ 
indust? of the United States, 

The organic and m i n d  wastes now creating such immense public health, air, and water problems could be the 
comersmne of a woridwide effort to provide sustainable mil fertiIity for mankind and the impellding i idwi wide 
population explosion to 10 billioil pe~ple by the middIe of the 2tst Ccntuty. Society has the science and 
technology to do the job and to do i t  right. All that is needed is pcrlitical Icndcrship and direction. 

Compost and bio-muml processes have already dernonsvated the tc~hnology to pasteurize organic wastes to 
prcvcnr m u r e  pathgens h m  infecting our food supply and water quallty. Such pathogens of critical concern 
indude cryptosporidiurn pawurn, E-Coli, salmonelIa and pfiesteria piscida. 

T~hologits ,  such as compostii~g end bio-mind pmcesses that pasteurize, immobilize artd stabilize organics and 
nutrients md provide "slow rcleaue" soil fertility through controlled rnincmlimtion, m discussed. Thc author k l s  
tecll~~olqy transfer must be the essential component of the visionary bridge into the 2 1 st Century. Thc bridge  nus st 
be wlde cnough ro allow environmental, agricultural and public communities to work togcther to do whnt is rrght. 
Political caunge and leadmll~p together with scientific truth are absolute vital cvlnponents of that bridge structure. 
A sustainable n a t i o d  program of tecbmlogy m s f e r  is vital rf  such technologics are gomg to bc understood, 
accepted and utilized 

This paper 1s a review of existing USA policies and pmctices with regard to the Earth's vital land, air and water 
rcsourccs and a recommendation of changes needed to ensure safe ~ n d  sustainable soil fertility through rcsponsibte 
orpoic and mineral by-product management and teclmo logy. 

INTRODUCTION 

In the historic novel "A Tale of Two Cities". thc author Charles Dickens. tclls us '*It was the best of rimes and i t  
was :he worst of tirncs." As time runs out on the 20th Century, no words better dcseribe the 20th Century's 
historic :mpact on civilizatiu~r. 

In thc 20th Century, we witnessed mparalkIed advances in science and tccllnulogy, in the quality of life, in 
education. in communications, in ~nedicine, and indeed in the very seeds of democracy. 

Yet, in the 20tb Cci>zury we also w i t n m d  mare bIoodshad of man by man, inore terror and thc development nf thc 
tools of terror, more destruction of family life and human discipline, Inore crirnc. more druyr of at l kinds, a~ld 
fitrally, in tlic end, more g e e d  and avarice than cver kfore witnessed in this country, if not 111 thc world. Most 
i~nportantly, we witnessed tlre unparallded destruction by man of man's very home nud e~lvimnmcnt. We 
witnessed tnan's greed and power allowing man to pollute and harm the air we breathe and fhc soil and 
water so csscn tial to our snrvival, We began in this cc~ltury to ~ecopizr  the insanity of our actions, but thcsc 
calls ta action have b m  blunted and dclaycd and deliberately confused by the power of special intcrcsts to rnn~ritajn 
tl~c salus quo whlch is so prolltable to so few and so desrructlve to so many, 

1n the 1996 Presidential campaign, after all of the evidence of the past twen~-five years or abusc of the political 
process, we have witnessed an i n c s  in political contributions of 2-3 times o w  any prcvious Presidcrltial 
campaign. W hcre does the moacy come from? What do the contributors expect EM their muncy? Arc trhcy 



spending such money just becau~e they Iqve the candidates? Are they Iookiny for invitatio~ls to parties a1 the White 
House? You md I both know what many of the contributors want. They want the sblllty to contram public 
decisions. Tliey want to maintain the status quo, They want the ability to pollute. te cautrol prices, to sell drugs, 
to monopolize, to destroy values, and to ensure rhu the righu of special ii~terests are pmerved above a11 else. Can 
democracy survive m such an atmosphm of power and &we? Most impnrtantty, can our planet earth survive 
the power and greed of these specjaI interests? 

In the 20th Century tlrankfully, we have had President! in the United States who have had the visial and t l ~ e  
courage to provide essential lcaderslsfp to meet the criticel challenges of their t h e .  TI~tdore Roasevelt introduced 
consenration to protea our natural resources and fought thc greed and power of inonbpolies. Woodrow Wilson gave 
us the vision of Amnca's role in international leadership. Franklin Rooseveh, "all we have to fear i s  k u  itself', 
uplifted our dreams, promoted the dignity and rights of the working man, and Id Amerio against the greatest e v ~ l  
of his century, Nazi Gemmy.  Harry Truman gave us the courage and the leadership to fight Co~ntnunisrn while 1x 
was condemned by right-wingem as a fiend of Communism. Dwight Eisenhower m g n i z e d  the essential dayera 
of Sightmg a land war in Asia, and the high risks of allowing the military-~ndustrial complcx to control America's 
fmim policy. John Kermcdy lifted our vision of what America can md sbould be: "And so. Iny fellow 
Americans, ask not what your c o u n ~ y  can do for yau, but what you can do for your country." Jimmy Carter made 
us all reallzc that human rights are important. Ronald Reagaa, together with Pope John Paul 11 and MikhaiI 
Gorbach,g* provided crizicd leadership at a point in time when the world could easily have e x p i e n d  nuclear 
disasta. Asaresultoftheirefforts, the Cold War is over and I think we won. And George Bush united the tk 
world against the greed and cruelty of a Mid-East mnniac and restored A~neric~n pride in our armed forces. 

In today's society can any world leader bvfld that bridge to the 21 st Century? Can this President or any 
Chief of State provide the independent potitical leadership and wurage to do what i s  rriticaftp necessnry to 
sustain this planet earth for our children, our children's children and their ckildren? This indeed is the 
ulzirnate challenge and opportunity in the 21st Century, 

POPULATION GROWTH - FOOD REQUIREMENTS 

It is now projected that by the middle af t b ~  2 I st Century the world's population wit1 nearly double to airnost 10 
billion people. 

Today, wc are wt providing sufficient food for the world's popuIation and today. in providing what we do provide, 
civilizaltio~~ is destroying the quality of earth's soils, earth's waters, md earth's air. 

Let's spend a few  nitl lutes to seek the sruzh. First af  all, let's lock at the problem! 

Mankddoes  ilot needto look to the fuhue to see the folly ofits actions, or moreprecisely, its inaction. The 
World Health Organization, and other respected public health institutions, are dedicated to forcing so-called 
inteIligent illdustrisl nations to recognize the temblt Third World devastatioi~ caused primarily by food shortegss, 
Is society responding to this terrible human tragedy? Malnutrttlon i s  the rnn)or contrlbutlng -use In the 
deaths of over 14,600 children per day. 

The Worldwatch Institute, in their 1 994 S ~ t e  of the Wwid report, said: 

" ,.. Much of the land we continue to farm b loslng tb inherent productivity because of 
unsound agrlrultur~l p r a c ~ w  nnd overuae. ,..More than 550 million hectares (oae tBEd d 
all farmlmd) arc losing topsoil or undtrplolng other fonns of degradation as 8 direct reault of poor 
agicultural methods." 

" .. the huge amounts @f fertilizer! and pesticides now routinely used in agricalhrre 
frequently drain off lnta the groundwater beneath the fields, cmnbminating them for 
many centuries ro came." Earth in the Balance: Ecology and the Human Splrit, Vice 
President Al Gore, 1992. 



MAKURES AND OTHER ORGANIC WASTE UTILIZATION 

In 1993, the U ,S. Department of Agicuiculhrre devaloped an exceltcet report litled "Agricultural Utilirntioi~ d 
Municipal, Industrial and Alnmal Waste". In that report, USDA slated that "annual animal masum production 
exceeds 2.2 billion tons." This is 40-50 rimes more manure than human sludge or bio-Solids waste. Moreover, 
the report showed that BOD levels from such wastes were 10-100 times higher than from trerted bio-solids. 
In other words, Inanurea are 500-5,000 times r bigger problem or opportunity than bio-solids, Homer, in sli 
rmliry, mruiura management is non-exisrent because non-point aource water pollution regulation is non-existent. 
We have spent billions on point source pollution prevtntion. And yet we have done practlwlIy mnthhlg om 
noa-point source water pollu tlon. Why not? Whar special interestg arc preventing sound and scientific 
envir~nmenta1 and agricultural policies and practices? Why are these issues being ignored? All we seek is the 
truth! 

The nnpubllshed U.S. Department of Agriculture reppn states: 

"Waste utitbation problems present a ehrllenge and nn opportunity far U,S, agrlcultun. 
We are currently oonfroilted with the long-tern1 goal of dcveIop~ng crop production practices rhat 
promote sustainability. Animal wastes and many municipal and industrial wastes haw 
substantial potential vaIue for agricultural utilization. The development of methwdr ta 
olltimally integrate waste utilizrmtion into ~urtaineble agrfcultural practices could provide a 
major part of the solutlan to urban and Industrial wnjte disposal problem%" 

This excellent 1993 USDA report which so cIearly Identifies both the sol1 and water quality Ebrllenge and 
the opportunity, is now being published - finally! Hats otT to Bob Wright snd all others inwrlved in an 
excellent report. 

PUBLIC HEALTH CONCERNS 

Two billion tons of manure are being genmted annually. Three major coriccms we obvious. Tbey me pubUc 
health, air c~nissions and water pollution. How can USDA, USEPA. U.S. Dept. of Heall11 and the White House 
ignore these concerns? 

1. How darlgemus m farm-generated pstllogcns? The March 21, 199'7 issue of Seitrnca tells us that indeed, as 
lung suspcctcd, She 191 8 killer virus, Ilrat rcsulted in 675,000 dentha ill the USA alone, '"was a cbssica1 swine 
tlu." Robert Wehater, virologist at 51. Judc Children's Research Hospital in Memphia, Tennmsca states: 
"What t h ~ s  says is we had bettm watch what 1s happening in the prg population afthe world." 

On Swlday, March 23. 1997, Dateline a d  in Tuesday. h1mh 25, 1997's Scime Section of the New York 
Times we  tad afld saw the ~*onderful work of Dr. JoAnn M. Burkholder of Warth Carolina State Univetsity, 
Or. Burkholder bas long been fiehting a lonely battle against thc "m~crosccpe kiUw", Pfic~rtna piscids, and 
against a North Carolina power structure that bm fought her hcrcic e f f m  in every possible way including 
tllreats to her life. Thc Titnc'f dory states "Pfieszeria is nounshed by nrnaff from urban dwclqmmt u~d 
industries like hog fanling " A CBS H) Minutes December s t 0 3  was equally critical of pork p e r  prachces 
in North Carolina. 

The excellent discussion draft for the president's cmkence on fd safety discussed the well known problems 
of Salmonella and E-Coli, Last yew in Florida, Ihe orange juice industry was swsrely impacted by these 
pathogens. Mnny of t h e e  orange groves wcn fertilized by untreated chicken manure. A significant percmtaw 
of oraligcs are harvested frotn the @ound. 

Pcrhaps the greatesr immediate fear is the parasite protozoan, Crypttlsporidium parvum. A recent USDA survey 
showed that 1 UO% of all states surveyed have a prublm, 59% of a11 f m s  have B problem. and 22% of all calves 
have a problem. in 1993. Ctyptospridium i n f ~ t i o n  impacted aver 50% of r11e hurnan population d 
Milwaukuc, 

How can animal manure disposal or utilization be ignored7 k the next case af ' k d  cow disease" about ro take 
place in our USA? The Wall Street Jounral recently reported a possible case in Indiana. With 2 billion tons of 



untreated inallure disposed an~~ually near our water supplies, how m we, our children urld our childrc~l's 
c11itJrcn PI-otccted rbitllout u ~ t ~ o n a l  reliance oa dcmonstntcd scienrz and techmlogy' 

2. Manure disposal sites &re a huge source of unrestricted cmiasions of hydrocarbons, mcthane, II~ truus oxidcv aid 
CO?. Why arc these point source emisriions ignored? 

3 .  Unenforced CAFO regulations only provide standards for NPDES water discharge punnits, No federal laws or 
repulattons now exist 10 provide manure snanagemenl sfsndards. Two billion lolls of manure (SO t ilncs tlic 
volume of municipal sludge) containi~~g organic and nutrialt levels 10-100 times per ton greater rhai 
municipal sludge, are genemted annilally. Today there are no federal laws, no regulations, no sta~idards. ai~d 
precious little guidance or technolqy transfer rclativc to two billion tour uf manure! Why? 

Who made the decision that these waste manures were not covered by the Reswrce Conservation and Recovery 
Act? What was their authnrity7 

IS CHANGE NECESSARY 

The challenge and the opporn~nity hrvt been well defined bb other internauonal acthoritics besides the U ,S, Dcp:partme~a 
of Agriculture. 

"Manure supplies ~~itrogen, phosphorus, and other nutrients for crop growth: adds organic Ilwtter 
ahd improves soil structure and tilth: and increases the soil's ability to hold water and n u t r ~ c ~ ~ t s  
and to resist coinpaction and crusting. Disposal of n~anwe as a waste o h  leads to both e c e  
water and gmu~~dwater degradation, Improved manure management can effectively capture the 
benefits of manure as an input to crop production and can reduce the environmental 
problems associated with manure disposak" Soil and Water Qr~aiity: An Agetlda f i ~ r  
Agrirultdrre, N a r i o ~ ~ a I  Research Council, 1993. 

Let's su~runarize: 

1 . Our soils worldwide are losing their sustainability due te many factors, includi~lg nn over-dcpcnrtcncc oil 
chemid f e r t i l h  and pesticides, soil erosion, m.smamge~~~ent. and di~ninishiilg orgallic and mineral 
Colltelll. 

2 .  A great opportunity exists through proven established technology to utilize the huge quantltles of organic a11d 
nirrleral wastes generared annually to complime~~t, not supplement. cbc~nical fertilizers an J pestwidcs, and to 
ensure worldwide sustainable soil fertility. However. thc current uncoi~trolled rlsc o i  YUCII wastc matcrinls, 
creates immense watzr quality, sociological, ai~d public health concerns and problc~ns. Land application 
regulations of bio-sol:ds and manures must require safe and inaccessible storage, pathogen reduction until timc 
of use. respo~lsible odor controls, and management pxrcticw and technolo~ies that cuntrol leaching to 
ground water and runtlfl to surface waters. Witbout enforcement there i s  nu compliance. Wirhout 
complinnte, puhJic health. wcial responsibility, and environme~~tal protection are aU seriausly 
endangered with current land appllcatian practices. 

GLOBAL WARhllNG - GREENHOUSE CONCERNS 

In  1988 USEPA published a rcport titled "Solid Waste Disposal ia the USA." This report ~dm~i t i cd  over 3 
billion dry tons of organ& wastes generated annually in the USA. Pulp and paper products, food and kindrzd 
prod~lcts and animal mauures const~tuted over 90% of this total. PI vast ~nalvrity QC these orga1;c wastes ;ur 
disposed in landfillx, lagoons. and surface impoundments. Regulations arc cithcr 1111ninui or nun-cxisrcnt ! 
Tragcally, these organic wastes, as curre~~ti~ d~spsed,  m a t e  immense quantit:cs ol LO:, mcthane. and nivoua 
oxide emissions, which are the primary causes of global wannmg and ozone dcplctioo, as wcII as olf~er soci;il 
problems as so well documented recently by CBS (60 Minutes - "Pork Powti'), Moreover. thcsc dispusul facil1r:cs 
galerate 11hrge nmounts of soluble solutions with high BOD levcls that uverilow and lcacll inlo AIIIL~~CP'S 
groundwater, waterways a11d wellan&, greatIy increasmgnon-point saurce watcr pullurnln. 

Wc estimate that tlw total gases generated from the largest organlc dlrposal facilities annually ercecd nnwn 
trillion cuhic feet, whicb ~s equivatei~t to the gases generatrd by hn.o hundred ~ni l lkn cars. 



MINERAL BY-PRODUCTS 

Taday, ovcr 200,000,0011 tolls of boilcr ash. fluidized bed w11, resource to elalcrgy ush. scn~bber a h  lrmc ki  It] d usl, 

cmun~t kill) dust, and wood ash m r  generated and wasted annuaIIy. This  is tragic! Thcsc ~ilaterials have 
tremmdous soil fcr?ilny vi?lue. Thcy offer rhc very best way to psstcurize, stnbiFiae, and imnlobiiize organics so 
that organics can be effectively utilized ra reduce chemical dependency, increasc soil fertility and greatly 
improve soil and water quality, The importance of tnincsals In so~ls i s  well undersrood, Thc N-V~ro process 
urihzes lhese by-products fur pH elevatiof~, exothermic heat, and drying, Thc N-Vim process is pstentcd and N- 
Viro will defel~d its ~:~tellcctual propcrp. 

UNLIM1TED WORLD-WIDE OPPORTUNITY 

The chailenge is clear. Now Irt's ctphasize the opportunities. 

1. A classic cxample ofwllat can be a ~ ~ m p f i s h c d  invo2ves the sugar industry in the Paciiic and Tmwan Sugar 
company, Last ym,lr while visiting Hawaii, I learnled that Taiwan Sugar was ~tuminatiny s y a r  s~ lcs  in the 
Pacific to such exrmt that most sugar pIm~rations in Hawaii wvm sl~utt ing d o w ~  While some blamed low 
labur rates in Taiwan, I qucstioilccl this posi t~un m Taiwan has a reasonably good staxda1.d of living. 1 visited 
Taiwan to smk the truth. Taiwan Sugar mainrains a herd of w e r  00,000 hogs. They compost the hog 
manure and use the compost almost e~clusively as tbcir sotrrce of both fertilaer and pesticide, thus 
greatly reducing their chemical input costs. Moreover, the stabilizat~ur, of' cotnposting iti!o~vcd Tniwan 
Sugar to use the I~*IIIU~-1: without drnragl!~~ either their precious surface or ground water resoarccs. This 
company is on the bnll. Believe mc, our challeirge for economic leadership rn the 2 1 st Ccnkury 1s coming 
from the Pacific. Science and technology are uin best ways of sraytng co~npctirive. but wc too had bctrer he 011 

the baIl. Science and technokigy, not polifical clout, must determine America's future agricultural, 
environmental, and econon~ic policies and programs, or we can simply hand over worid leadership to 
 he Pacific Him. 

2. In order for organic arid ~nil~crul wastes to he utilized so as to not 1~)llure eithcr 111c wartr, Ihc land, or rhc air, 
two requircmcnts are absolutely necessary. 

a. Sound soil nutrient management practices, inrlad~r~g seasoi~al itpplication, 60 t 11 I. zoning, crop 
rotation, ctc.. must bc developed and in~plernented. 

b, Technologies, Y L I C I ~  as C O ~ I I ~ O S ~  U I I ~  N-Viro SodTM, that lmnlobilize and stabilize organic$ and 
nutrients so that they provide "stow releasP soil fertlllty through camtrotled rnineraliz;ltion, must 
be recogoid  and implemented. In seeking solutions ir is important to remember the words of 
Pope John Paul 11: "\Vc are iovolved in a quest along with our Cellow men ... let us avoid 
moralizing or suggesting that we have a monopoly on thc truth." Pndced, we wclcoll~c alld 
cnwumgc tllc dcvvlop~l~ent of a1 ternativc coi~ccprs or 'tcchnt~logics r l~ar cnsurc rcsults compuriiblc to 
co~nj)ust or N-Vim Suilr" m d  thcir ability to ~ncmusc soil fcl ti l ~ t y  while uonciir:a~~tly i~nproviny soil 
rind warer quality. 

3 .  Trrlinology transt-m  rust be an essmiial component of [hat ~nag~lificcrlt v~sionary bridge rnro the 2 1 st 
Ccn~r~ry . Tlrat bridge mbst bc wide enough to allow the envirtn~mcntnl, agriculn~ral and public colnrnu~~itics 
to work tugether to do wh;c! ir ~~igl~t,  Politlcal courage and leadership, tngethcr with scirntific truth. are 
the absolutrly vital components uf t l~at  brldge structure. 

N-VIRO SOIL'" 

The Ilousc Agricultural Appropriations S~rbCarnmittee- under the Icadcrship of Chairman loc Skcen and Mlnor~  ty 
Leader Marcy Kaptur, h i  appropnzted f900,00Um00 fo 111e U.S. Dcpmncn: of Agnculmre to provtdc dcmunstriitwr~ 
fimds to the Rodolc Irstirusc, 111c Cumpost Counci f . and N-Viro lntcrr~ntiorral Corpornliun. 'Tllc drn~onstrol~~ln 
projccl is ~ h ~ w i l l g  the ability of compost a11.d N-Viro S o i l T M  I ~ G ~ ~ I Q ~ O ~ ~ C S  tu ~lti l izc rnalnlre and bru-suliilu in such a 
tnanncr as to provide both sustai~lable sail frrtility and rcduced norr-point euurcr watcr pollution. Tllc twu 
processes, 1.c. cori~pos~ and N-Vlro Soilm. stdb~l~ze and im~nub~ltzc nutr~cnts md orgallrs so that thcy drc o ~ i l y  
available t h r o ~ ~ g h  tl~c "slow relmsi' mecbanis~n of mtneralimtion. RIurrwver, they help reduce the leaching o f  
chemical fertilizers, thus irlcreasing their efficiency and they rrducr the meed for chemical pesticides. 



Compost is ail estnblishcd bloloyicnl technalogy, N-Vim SoilTM is a new process with sn cstnhlishd refcrcl~cc basc 
and siguibcant public rccoynitioii, lhst combines biological, cl~emical, and pliy sicd processes to pastcudzr' organic 
wastes, and corlvm to a st~ble,  storabb product that ru capable of providing '"stow rrlease" soil fertility througb 
i~n~nobilizarion and mnineralization. 

N-V~ro International Corporation's patented N-Vira S o i P  and L-B Soil processes cumbit~e organic by-products 
wrth lniaeral by -products. The rcsulmt products, which result h t n  chemical, pl%ysicaI. alld biological processes, 
ate disinfected (N-Vim Soil acljioves true pasieurintion including total degtructtan of Cryptosp~rtdium parssires), 
stabilized (iinn~ediatc and long tunn odor suppression), and i~nn~obilizcd (nutricnts, organics and metals rcmoin 
irlsolub!~ and air c~nissions arc greatly reduced), 

Both N-Viro Soil and L B  Soil provide agrific;rnt rnlneral benefits to the soil. Calciuln and other crit~cally need 
soil minerals s u c l ~  as sal t ,  copper,, selenium. magncsirun and boron are readily available hi N-Viro products. It is 
well recognized thar agriculturnl soil laillera1 deficiencies me a major fnctor in humon dictary problclns and 
sastainablc soil fertility concerns, N-Viro provides an aggressive onsww to 111cae concerns, 

TIME FOR N.4TIONAL LEADERSHIP 

A sustainable national prugram of fechnalctgy transfer is absolutely wtal i f  such technologies are going to 
be understood, accepted, and uti l ixd.  

Thc issue of air pollutirtn caused by airimal ntaaures is clearly am EPA respomrbility. I.lowcvcr, hiyond air 
pollution, wu urge thc Adinii~istratioll m crlcounge USDA to xtccept responsibility and autho~~iry for improved 
manure rnanage~nent and safcty. Incw~ires, guideliilcs and standards, not rrgulationa, art nccded. No one i s  tnorc 
concerned about farm-genera ted diseases and wafer pollution than the American farmer. Moreovcl. wc havc 
been most impressed by thc conccm and Ieadccship at the American Farm Bureau and the Pork Producer's Council 
on th is  issue. USDA has Ihc people, thc technology, the credibility, and the tr~tst of thc Aincncan farmer tu solve 
\his problem and to convcrt tl~cse orgmilc resources into safe sustainable soil fcrtiliry prd~lcts. All they need now 
i s  direction, 

The probleins r a l s d  in this talk of public healdl, I~uugc unreguIatd air emissions and noll-pint sourcc water 
pollution are no ]nore critical than the nccd for long-term sustainable soil fertility. The i ~ s c  of compost nrld bio- 
~nineral technologies can create an ~rnlilnlted worldwide opportunity to safely use animal and oiher organic by- 
products to provide fcrtiltty. The technology now C X ~ S ~ S  to do the job ~ t z d  do it  right. What is dcsperarely ~tccded 
is tochwlogy tra~~sfer atid lendership from Washington, I urge the A Jmillistratioi~ to: 

I. Give USDA full authority to mmageai~ima~maaurewi~assis~nce from USEPAonrisk analysis. 

2. Eithcr eli~ninaw the phcancnt of mstabilized orgizrrics in landfills. lagoons, &ce i~~lpoul~dmenn OL requirc 
gas collectio~~ systems. 

3 .  SIGIIC nn cnvircr~~~~ened technology mu fw  vehicle si~rlilor to the Trn~~sportation Resesrcll Bond to tiistire 
Federal - State. public - private, mvkanmcntal - akricultunl etir~cational tru~sfm. Scr up Slcering Cornrni~tec: 
White House, CISDA. USEPA, Water Environment Federations A~nerican Farm Bureau. 

As sk~lccl YO well in "Ea~(l1 in the ~alancz"', Icadership is  he key. Lfle~daship does nor come fi-wm the Urrited 
Statcs, wl~erc will it cutrlc fro111 ? 

Fmdly, 1 use tlic words of Scniator Kobcrt Kennedy, taken froin Geurgc Beinad Shnw: "Some pcuple see things 
as they arc and ask why. 1 dream sf things that have never been and ask why not?" 
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SIMULATION MODEL FOR OPEN-CHANNEL FLOW AND TRANSPORT 
by 

Raymond W. Shffransk, Hydrologist, U,S. GeoIogical Suwy, Reston, VA 

Abstract: A flowsimulation model, formulated wing an extended form of the onedimen- 
sional de Saint Venant equatims of unsteady open-channel flow, has been augmented to 
include solution of the advection-dispersion transport equation. The weighted, four-point 
implicit, finitsdifference approximation of the unsteady-flow equations permita aolutions 
at large time slteps. The model ia fully capable of simulating unsteady flow throughout 
a network of open eh8xu1e1s connected in a dendritic or loopad pattern. The flow modal 
accommodates: dynamic tributary flows and controlled diversiom as well as lateral sows 
and overbank storage. A mixed Ederianfigrangian approach is uaed to 5olvu the one- 
dimeneional advcctiondbpsrsion equation for coupled simulation of arolute trennport. The 
transport solution technique avoids numerical dispemion uaociatd with conventional finite- 
difEerence methode for advection-dominated problmr, The technique is free of Courmt 
humber restrictions and cm be applied using large time step consistent with the fiow-model 
discretization, Coupled aolution of the unsteady flow and transport equations circumvents 
interpolation errors inherent in de*coupled simulation approaches and enablw concurrent 
treatment of longitudinal pressure differentials due to variable denai ty gradients. 

INTRODUCTION 

A Lagrangian particle-trscking scheme, previously developed and incorporated in the branch- 
netrvotk dynamic flow model, BRANCH, (Schaflrmek et d. 1981, ScManek  1987a) per- 
mits examination of the retention times of parcels of water in open-channel networks. This 
particle-tracking scheme w a ~  first, demonstrated in application to the tidal Potomc Rvar 
(Schaffranek 198%). The model was used to investigate the flushing capacity and retention 
properties of the tidal-river system for purposes of analyzing factors contributing to the de- 
velopment of algal blooms and the fate of phytoplankton. Retention times were found to 

vary considerably in response to changes IR  freshwater inflow, tidal dynamics, and metea- 
rological conditions, Use of the model made it possible to identify local flow patterns under 
various combir.ation8 of boundary conditions and to investig~t~e the role of tidal trapping in 
the fate of phytoplankton. Retention times in the main Potomac River channel ware found 
to vary from weeks to months for moderate t o  low inflows, but to be of only aeveral days 
duration for high inflows produced by upstream storm events. 

In t.he effort described herein, the Lagrangian particle-tracking scheme of the dynamic flow 
model has been =tended to include full sdutian of the transport equation by incorporating 
treatment clf the physical procas of dispersion. This direct coupling of the unsteady-flow 
and transport solutions eliminates the errors of numerical dispersion inhemntly introduced 
in de-coupled approaches wherein flow velocities must be interpolated to comply with the 
grid-point requirements of the transport scheme. Moreover, a coupled Aow/trafisport sim- 
ulation approach ia required in aituations where the fluid densiw varies longitudinally- 
as typi tally encountered in tidal-influenced, sediment -laden, or therdy-mrying riwrine 
flows-necessri tatkg t reatrnent of pressure differentiala in the unsteady-flow equations. 



In this paper, the BRANCH model of the tidal Potomac River network (Schefianek 1987b) is 
used to demonatrate the coupled ffow/tranaport simu1ation capability of the generic model. A 
previous numerid sirnulat ion, based on tracking parcels of water reprwent ing a conservn tive, 
non-dispersive constituent (Schaffranek 1987b), is repeated and revised to illustrate the 
capabilities of the model in simulating the combined effects of adt-ection and dispersion on 
solute tranaport. Numerical aimdations, conducted at  varied Peclet numbers, illustrate the 
stability of the method when adwction is the dominant proceae and the controlled response 
of the method for representation of physical dispersion without the introduction of numerical 
artifacts. 

TJNSTEAIlY FLOW EQUATIONS 

Unsteady flow in open channels is @;warned principally by dynamic equilibrium of momentum 
changes due to inertial and convective accelerations, differential pressure forces, and gravi t a- 
tional and shear-stress effects of the bed and friction dopes. A variety of differentid-equation 
sets can be derived for depicting unsteady open-channel flow (Lai 1986). The equaticrn set 
employed in this model uses flow discharge, Q, and water-aurface elevation above a horizon- 
tal datum (stage), 2, as the pair of dependent variables and longitudinal distance along the 
channel, x, and time, f ! as the tavo independent variables: 

In derivation of these equations, a local Cartesian courdinate system was used in which x, 
y, and s are the streamwise, transverse, and vertical axes, respectively, and the flow dis- 
charge is normal to the y-x p h e  in the positive x direction. Assumptions used in their 
formulation are that the water is of homogeneous density, the  vertical pressure gradieht is 
hydrostatic, and the channel bottom is rigid--or relatively stable and fixed with respect to 
t i m e w i t h  a mild uniform slope. (The longit,~zdinaI pressure gradient term is not included 
in the equation set for t,his analyaia.) Other symbols in the a b m  equations, 8, q, 0, A, y , 
St, d, .f, and Vm, represent the channel top width, lateral inflow per unit length of chan- 
nel, the Boussinesq momentum-correction coefficient, the cross-sectional asea, gravitatjonal 
acceleration, the friction slope, the x-component of lateral-inflow velocity, the wind-stress 
coefficient, and the wind velocity (occurring at an angle a! to the Iongitudinal axis of the 
channel), respectively. The mmentum cocficicnt, P ,  defined as J U ~ ~ A / U * A ,  in which u 
is the velocity of water flowing through Borne finite elemental area $ A  and U is the mean 
flow velocity in the cross-sectiond area A, is used to adjust for any nonuniform velocity 
distribution in the channel c m s  section, A blaming fomulatjun of the friction-slope term 
is rrsed in which St takca the form ( T / X ) ~ Q  ( Q / / A ~ R * / ~ ,  wherein X = 1.0 for metric or 
1.486 far foot-pound unitrs, R is hydraulic radius, and the symbol q- is used in place of the 
Manning n to indicate that the coefficient ia being used to represent frictional re~iet~anca 
under uns teady-flow conditions. The dimensionless windls tress coefficient, 5, is a hmcti on 
of the water-surface drag coefident, Cd, the water density, p ,  and atmospheric density, pa, 
expmsd C*(P,/P). 



Four-Point -- Implicit Solution: The BR.4NCH model (Schaffranek et: al. ld,)8 1. Srhafft anek 
1987a) uses a four-point, implicit, finitedi3erence approximation of the unst eady-flow equa- 
tions (1)and (2). Tn the four-point, Preiasmann (1961) c ~ t  box srheme, spatial de~itatives 
are centered in space and weighted in time according to a weig11t.in.g factor 0 ,  The finite- 
difference approximation of the spatial derivatives can vary from box-centered (0 == 0.5) 
to f~dly forward (8 = 11, whirh is t.he range for which its stability EAS been pruvvai. See, 
for example: Fread (1974) for ~tability analysis using a linmr wave approximation with a 
linearized form of the friction-slope term, and Samuels and Skeels (1 990) for Fourier 3tatil- 
its analysis of the linearized numerical equations including the gcneral form of the friction 
term. To avoid computational-mode oscillations, a practical lower limit for H appears to be 
0.6 (Schdranek et  al, 3 9311, Time derivat'ives are centered in Fpace; geornet I'IC properties 
and functional quantities are centered in space and time weighted according to 0. After the 
flow aqilationa are coupled recursi\~cly to eliminate intlerllal rludes, tk,e matrix of fluw :.end 
boundary-condlt.ion equations is solved in j terative fashion by Gaussian elimination using 
maximum pivot strategy- 

TRANSPORT SIMULATION COMPONENT 

The rnudel solves the one-dimensiond, adc~ttion-dirspt rsion, t ranspur t equat,i~>:~ desc1.ililng 
the concentration of a solute as a function of time and distance, i.e., 

i i -1 whirh C { x ,  t )  is the crm-sectional nveragc con~cntratiun of a svluf~ ut lucat,jur~ :c along the 
longitudinal axis of channel at time t ,  U is the mean cross-sectional flow velocit,y (Q/-A), and 
D, is the longrtudinal dispersion coefficient. Solut,im rrf t,he transport equation is direrrly 
coupled to the ~msteady-flow model, 

Tkansport Solution: The unknown flow conditions Q(s,  t )  and A(z, t )  are provided dj- 
rectly by solution of the unsteady-flow equations (1)and (2); however, the transport eqm- 
tlan (3) is not, solved entirely by a E I ~ ~ L ~ M  finitedifferente technique. Instead, a rnlxezi 
Euleri an /Lagrangian approach is used in which the advec tim and diepersioil p- ~ocesses are 
treatec separately and distinctly. The more difficult advertion process (llE] is rerolred by 
tracking particles representing parcels of water in a Lagr angisn referen re  fra~na, u ~ h ~ r c a s  t IIP 
dispereion process (D, $1 is solved in a Eulerian framework by a finite-difference tec hniqlir 
A ctlbic spline is employed tdo intel-polate the concentrat~on profile of atrvected part.~cles. An 
explicit . space-centered hi te-difference scheme is used t o  rep1 esent the dispersion pruceas. 
This solut.ion approach avo~ds the well-known dlfficultles assucl n t ~ d  with nr lrnerical dispe: - 
sion in advectjon-dominated systeins introduced by pure Eulerian finite-difference sol1 ltjur~ 
methods. (See, for example, Gray and Pinder (1976).) 

The cl-~bic spline interpolant, for the concentration profile is based on the method developed bv 
Akinla (1918). This spline interpolation technique has the desh able feature of minimizing tne 
development of uscillations manifested as over- and itnder-shoot in the interpolated f i  1nrt.iun. 
The Akima spline attempts to preserve the shape of the cmcentratiun profile as reflcrted LIT 
t,he data, The behavi crr of the Ahma spline method is compared with a nnt.ur.al n~ t ir, spline 



(de Boor 19 78)  interpuIation of t h t  same function, pot~nt~ia1l.y representative of o temporal 
or spatial cons tit uent concentration profiIe, in Fig. I .  Endpoint conditions are all toma t ically 
det.ermined by the Akima rntti~od, whereas values of zero are specified for ~econd derivatives 
at the endpoints for the natural spline. The extraneaus inflection points uf t,he natural cubic 
s f l i e  (Fig, la), yielding over- and under-shoot in the interpolated fimction, are clearly 
illustrated in contrast ta the smoother interpolant produced by the Akima spline met had 
(Fig. 11). Morewer, the Akima spline reduces the potential for the generation of negative 
concentrations as is evidenced in the interpolatiun produced by the natural spline (Fig. 
la). These attributes of the Akima spline interpolation method contribute to impruved 
consemtion properties for the tramport-solution technique. 

FIG. 1. Natural (a) and Akirria (b) spline interpolants of hypothetical concen- 
t ration profile. 

THE TIDAL POTOMAC RIVER 

The tidal-ri ver segment of tohe Potomar, River extends downstream horn the head-of- t. i de, 
near Chain Bridge in the northwest quadrant. of the District of Cdmbia ,  tu Indian Head, 
hbryland, a distance of nearly 30 km. The cross-sectional area of t.he tidal river expands 
more than fortyfold between Chain Bridge and Indian Head, increasing from 232 to 9,960 
m2. The corresponding width increases from 44 to 1,950 m. Although the channel bottom 
is somewhat irregular depths, in general, range from about 9 m st Chain Bridge to 12 m at 
Indian Head. Several tributaries and tidal inlets. in which depths are typjcallg 3 rn or less, 

adjoin the main Channel to form the tidal-river network. 

Model Implernenta*ion: The model of the tidal Poturnac Riwr system was originally 
developed (Schaffranek 1987b) in order t'o st lldy the flow dynamics of the network of rhnnnels, 
The model in1p1ementat~ion consists of 25 brancl~es joining or terminating at 25 nudes. A 
total of 66 rross sections, at  int.ervaIs ranging from 0.7 to 4.8 km. are used tu depict the  
irregular geometry of the tidal river and its t,ribwtaries and tidal inlets. 
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FIG. 2. Tkack of injected particles due to  pure adwction in the Potomac River 
for August 15 through September 13, 1M1. 

Constituent Tkmspo&: The transport of a consen-ativt, non-reactive ronstj t-uent along 
the tidal Potomac River, under the influenee of bath advection and longitudinal dispersion, 
is illustrated in Rg. 3. The rwults of four transport simulations are presented in Fig. 3b 
for the initial, hypothetical, conatituont concentration profile pre~ented in Fig, 3a. The 
transport simulation is for the same conditions as used to generate the particle-tracking 
reeults presented in Fig, 2, Dietancea on the horizontal axis of the figure are referenced to 
Cham Bridge, The four concentration of a transported constituent, illus t.rated in Fig 
3b, present simulation results midway through the 3bday period at midnight on August 29, 
Vdues of O , 1 , 5 ,  and 10 m2/e were assigned to the dispersion coefficient, D,. These wefficie~t, 
values represent pure advection, 17, = 0 ,  and mixed udvection-dispersion mnditions, D, - 
1,5,10, identified by Peclet numbers, P. = e. of 20. 4, and 2, respectively, for the mean 
flow velocity and WIO m gid-paint spacing, Ax, of p&icles. 
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FIG. 3. Initial constituerrt concentration (a) and transported concentrations 
after 15 days (b) for varied longitudinal dispersion coefficients, Ds = 0,1,5,10. 

As Fig. 3 illustrates, the transport solution of the model yields stability in all four numerical 
eirnula;tiom. In particular, no instabilities are visible and no numerical dispersrjon is evident 
in the simulation results in which pure advection is considered. The simdations, in which 
dispersive transport is a h  evaluated, i.e,, D, = 1,5,10 m2/s, illustrate that the attendant 
gpreading of the concentration profiles can contribute to a lengthening of the retention time 
for a constituent within the syptern. Thus, the compression of the concentration profile as 

demonstrated in the pure advection resultrs of the particletracking nimulation will be di- 
minished, and overwhelmed, by the p r o c ~ s  of physicaI hspersion with res.dt.ant 
comquences on the evaluation of transport of a constituent through the system. By full 
consideration of advection and dispersion transport process- such as this. a more compre- 
hensive analysis of the flushing capacity and retention properties of the tidal-river network 
can be conducted. This will lead t o  more definitive evaluations of the fate and resultant 
effects of comtituents, potentidy introduced or naturally occurring, within the system. 

SUMMARY ANlD CONCLUSIONS 

The branch-network dynamic flow model, BRANCH, has been extended to include cou- 
pled solution of the advection-dispersion equation for nimulating solute transport within 
an open-channel system. The mixed Eulerian/Lagrangi an, transport simulation approach 
yields stable solutions that are free of numerical diapersion introduced in pure Eulerian 
methods . Simulations, using the previously calibrated model as implemented for the t.idal 
Potomac River, demonstrate the capabilities of the flow/transport. model in evaluating con- 
stituent transport in a network of open channels. This transport simulation capability c a n  be 
used t o  investigak the fate of c~nst~ituents, such as pollutants or contaminants, ~ o t e n t i d y  



introduced into an open-channel network. Coupled solution of the unsteady-flow and slolute- 
transport equations permi tsr evaluation and consjderation of density effects on the flow and 
eliminates interpolation errors inherent in decoupled flow/transport sf mulation approaches. 
The simulation model also can be used t o  investigate the retention time and flushing prop- 
erties of coastal nekwork systems composed of interconnected channels that are mriou~ly  
influenced by freshwater inflows, tidal forcw , and the stochastic effects of weather fronts. 
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ABSTRACT 

The Chasipdm Brry Program (CBP) is acqerative effort between state and local agencies to improve 
water quality in ahe Bay. One of the wly hiin@ is the expansion of anoxia in the Bay due to increasing 
eutrophication. In 1987 the goal of reducing by 40% nutrient Ioada to the Bay by the year 2000 was 
established. To uack the achievement of this god, and to examine ways to maintain a cap on nutrient 
loads beyond tfie year 2000, the Bay Frogram has developed linked models of the airshed, watershed, and 
estuary. The a h k l  m&l dstermines the percentage change in atmospheric loads to thc wstefshcd and 
e s w  under di&ent management strategies. Tha Cheunpeake Bay Watershed Model is designed to 
sirnuhe nutrient  load^ delivered to the esblary under different land- and air-based management scenarios. 
The Esnrarine Model receives input h m  both models to detamine the e&ta on water quality of varying 
nutrient inputs, Using the findings of earlier vanioas of these models, the Cbeqeaka Bay Program 
determined a rurtrient cap that was feasible and would result in improved water quality in the Bay. The 
current airshed and watershed m&ls are used to evaluate the effoctivenms of various management 
practices in reaching the nuaiant cap. 

INTRODUCTION 

The Chesapeake Bay is the largest estuary in the United States and one of the most productive in the 
world. The Bay has the highest watershed area per volume of water of any estuary in the United 
States. Shortly after the turn of the century, the Bay began a gradual decline in productivity. In the 
1970s, the United States Congress directed the EPA to study the problem and develop solutions. The 
mearch phase completed in 1 983 found that the decline in water quality was due to eutrophication 
brought on by excess nutrients enteing the estuary k m  the watershed. In 1 984 the Chesapeake Bay 
Program Office was established to coodhak the efforts of the individual states and federal agencies. 
In 1 987, an agreement was signed with the intent of reducing "controUable" nutrients entering the 
Bay by 40% by the year 2000. In 1992 the Chesapeake Bay Program models were used to dehed 
the controllable portion and establish4 specific reduction goals. 

The Chesapeake Bay watershed drains the waters (and nutrient loads) of six mid-Atlant ic States f?om 
New York to Virginia plus the District of Columbia. The states of Pennsylvania, Maryland, and 
Virghk, the M c t  of  Columb'i and the Federal Government are partners in the Chesapeake Bay 
Agreement. The Agremmt calls fir a nutrient cap of 104.4 million kilogram of nitrogen (as N) and 
7 .OO d o n  kilograms of phosphorus (as P) delivered to tidal waters during an average hydrology 
year. Average hydrology has been d e w  as the average of 1984 through 1 987. 



THE AIRSHED MODEL 

The airshed model, known as the Regional Acid Deposition Model or RADM, is developed and 
applied by the National Exposwe Research Laboratory in Research Triangle Park, NC . RADM is 
a three dimensional model which tracks nutrient emissions across the eastern United States. There 
are two RADM grids meeting various resolution needs. The large grid, covering the entire RADM 
domain contains 20,000 square cells of 6400 square kilometers each. Nested in the large grid, a fine 
grid of 60,000 cells, each covering 400 square kilometers, covers the mid-Atlantic region and 
Chesapeake Bay watershed. Vertically, the model domain is 15 cells high, reaching kom ground level 
to the top of the free troposphere. The depth of the cells increases with altitude. A hdmg of the 
RADM model is that the Chesapeake Bay airshed, defmed as the area accounting for 75% of the 
deposition in the watershed, is approximately 5.5 times the size of the watershed. 

Airshed R4DM is used for input 
data in scenarios associated with reductions itl Table 1: Nitrogen Depoaltion under 
atmospheric dmosition. The Reference Scenario Varying Management Schemes 
(1  985) deposiiion uses National Atmospheric 0~4 pm Yeu 

1 5 Re rence Deposition Program observed data All other c;:m 178 
scenarios of atmospheric deposition management L e i t  of ~ ~ h ~ ~ l ~ ~ ~  128 
use R4DM derived reductions of the base load 
applied to each Watershed Model segment. sources: Chesa~eake B Y  Propam Phase IV water- 

R A ~  & rnPPlied the Chesapeake B~~ Program shed model and Rc@ond Acid Dapmition Model 

with reductions in wet and dry deposition for the 
Limit of Technology and Clean Air Act sc&os 
(see Table 1). 

THE WATERSHED MODEL 

Code. The watershed model is an application of Hydrological Simulation Program - FORTRAN 
(HSPF). HSPF is a modular set of computer codes that simulates hydro logy, nutrient, and sediment 
export from pervious and impeniou land uses, and the transport of these loads in rivers and 
reservoirs. Versions of HSPF have been publicly available since 1 980, and it is supported by the 
Environmental Protection Agency (ORD in Athens, Georgia). Applications of HSPF have included 
flood assessment, drainage design, nonpoint source nutrient evaluation, pesticide risk assessment, 
water resource planning, and water quality management. HSPF Release 1 1.1 was used for this / 

application. 

Model: The Chesapeake watershed was divided into 86 model segments, each with 
an average area of 1 90,000 hectares. Segmentation, based on three tiers of criteria, partitioned the 
basin into regions of sirnilat chmct&tics. The first criterion was segmentation of similar geographic 
and topographic areas. These were further delineated in terms of soil type, soil moisture holding 
capacity, m i o n  rates, and unifbmity of slope. The second criterion involved finer segmentation 
based on spatial patterns of ra id l .  These criteria ensured that -1 channel travel time of each 
segment was about 24-72 hours (Hartigan, 1 9831, The third criteria was used to further delineate 
segments based on ease of simulation or di'bration Model segments that contained a reservoir were 



separated into portions draining d i m  tly to the reservoir and portions draining into an upstream or 
downstream free-flowing river. This allowed more accurate reservoir simulation. Model segments 
were also created to take advantage of observed data locations, such that a model segment outlet was 
as close as possible to a particular station 

-: Data fiom a total of 1 78 precipitation stations were obtained fiom NOAA 
for the states of New York, Pennsylvania, West Virginia, Maryland, Delaware, and Virginia. Of the 
1 78 stat ions, 1 05 recorded data hourly and 73 recorded data daily. Eight calendar years, 1 984 
through 1 99 1, were simulated. Daily station data were converted to hourly data based on the time 
series data collected h m  the nearby hourly station which had a daily total closest to the daily data. 
The average precipitation for each model segment was bexsed on the spatial distribution of the 
precipitation by the Thiessen polygon method. At least six precipitation stations were used for each 
model segnmt. Meteorologic data were obtained h m  the records of seven primary NOAA stations: 
Binghamton, NY (300683, W i d ,  PA (369728). Harrisburg, PA (363699), Elkins, WV 
(46271 81, Dulles Airport, VA (448903), Roanoke, VA (447285), and Richmond, VA (447201). 

Source Lo-: Nutrient loads from the following sources were simulated: 
Forest, pasture, conventional-tilled cropland (conventionally tilled, W plowed, andlor s p ~ g  plowed 
cropland), commation-tilled cropland (tillage practices that result in a residue cover of at least 30% 
at the time of planting), cropland in hay, animal waste areas (an average representation of manure 
piles, f e d  lots, a d  l o w  areas), abmspkc  deposition to water surfaces, pewious urban land, and 
impervious urban land. 

Nutrient export loads from penious land uses were simulated taking 111 advantage of the latest 
capabilities of HSPF. Nutrient cycling was simulated in forest using recent research of forest 
dyraarmcs ( H d e r ,  1 994). Cropland was simulated using a yield-based nutrient uptake algorithm 
to facilitate the simulation of nutrient management applications. 

1 Tse D m  A consistent land use data base was compiled for the entire hasin. The methodology 
used provided part~cularly detaded idomtation on agricultural lands. Principal sources were the U. S. 
C h m  Bureau series, Census of Agricutture for 1982,1987, and 1992 (Volume 1, Geographic Area 
Series) published for each state. Tdage information on a county level was obtained for the 
conventional and conservation cropland distribution (CTIC). State agricultural engineers provided 
fertilizer and manure application rates and timing, crop rotations, and the timing of field operations. 
Soil c ~ e ~ s  for nutrient interaction were obtained from the Soils-5 data base (USDA, 1 984). 
The USGS Land Use and Land Cover System (USGS LULC, Level 11) was used to differdate the 
urban l a d  into live urban subcategories based on density. Other sources used to generate the 1990 
land use data base were Soil Interpretations Records (SCS-SOI-5 data &)(1984), National 
Resources Imentoly (NRI)(1984), Forest Statistics for New York ( 1 9801, Forest Statistics for 
Pennsylvania, (1 980), Forest Resources of West Virginia, (1 978), and Virginia's Timber, ( 1 978). 

The 1990 land use data base was forecasted to 2020 and hindcasted to 1 985 using the data sources 
indicated above and a statktical procedure based on population change and county-wide agricultural 
information. 



Information on hd dope and soil fines was provided by the National Resources Inventory (NRI) 
data base. Information on hydrologic characteristics of soils, such a percolation and reserve capacity, 
was obtained primarily from the SCS Snil Interpretation Records. DeLivery of sediment from each 
land use was calibrated to that of the data base. The model was adjusted so that the average of the 
annual sediment loads fiom 1984-91 approached that of the NRI edge of field data, with a sediment 
delivery factor of 0.1 5 .  

Watershed model inputs of nutrient atmospheric deposition were developed 
from the National Atmospheric Deposition Program (NADP) data b e  (NADP, 1 982- 1 987 j. Annual 
atmospheric loads of wet fall ammonia and nitrate were obtained directly from NADP, Atmospheric 
loads of dry fkll inorganic nitrogen were found using a segment-specific percentage of wet fall 
inorganic nitrogen determined by an application of RADMM Atmospheric loads of inorganic 
phosphate, organic phosphate and organic nitrogen were obtained from two state-o perated 
atmospheric stations in Maryland. Phasphonrs and organic nitrogen atmospheric loads were 
simulated as a load to the areas of water only in the model. 

Point Sourr;e: Data for the eight-year record were obtained preferentially &om the National 
PoUution Discharge Eiimination System (NFDES). If  no state NPDES data were available, state and 
year-spec& dehdt data were- calculated for each missing parameter based on wastewater treatment 
plant flow. Septic systems were included as a type of point source input. Septic system data 
were compiled us@ census figures and methodology suggested in Maize1 and Muehlbach (1995). 

. . e Water D r v w :  The U.S. Geological Survey provided water diversion information. Only 
consumptive water use was counted as a diversion. 

The period of 1984 through 1991 was used as the calibration time 
period. This calibration was continually reviewed by a sub-commitice of the Chesapeake Bay 
Program that was organized to oversee the modeling work. This group consists of representatives 
from the Chesapeake Bay Program signatory states and other interestd parties as we1 as a specdy- 
designated Model Evaluation Group (MEG). The MEG contains recognized academic experts in the 
e n v i r o e  modeling kki Vcrik&n was perforaed on the period 1992 through 1995, without 
adjustment of the earlier calibration. The agreement with the observed data 1992- 1995 was 
compared uith the agreement with the 1 984- 1 99 1 data, with no significant decrease in accuracy. 

Scenarios: All scenarios are run on the same hydrology so that only the affects of 
management actions are recorded. The hydrology chosen was 1984 through 1987 to  allow 
comparison with earlier Chesapeake Bay Program modeling efforts. Several key scenarios were 
completed in order to develop thc basic inventory of loads under specific management conditions. 
The following d s  ate completed d smwb operatiom are ongoing at the time of this writing. 

Base Case Scenario: This scenario is the hx case year I985 loads to the Chesapeake Bay. It dmrs 
fiom the calibration in that land use is set to 1 985 values and point source loads are repeated at the 
1 985 level for each year of hydrology. 

1996 Progress Scenario: This sc;macio dem'bes the reductions made in nitrogen and phosphorus by 



the year 1996 due to management actions taken by the states. The sources of input are state and 
federal Best Management Practice (BMP) implementation data. 

Tributary Strategy / Year 2000 Progress Scenario: This scenario tests the plans that the states have 
submitted toward making their nutrient reduction goals. This is the expected year 2000 bad to the 
Bay assuming representative hydrology and implementation of the state plans. 

Limit of Techlogy Scenarios: Defined as the absolute limits of technology (LOT). These scenarios 
set a minimum on the amount of nutrients entering the Chesapeake Bay given reasonable limits on 
possible implementation. These scenarios include LOT air deposition d LOT point source 
scenarios. 

BMP Me- Best Management Practices (BMPs) were implemented differentially in the 
watershed model dependmg on their type. Some nutrient reduction strategies were simply a land use 
change, others involved reducing the nutrients applied to the land or water surface, while still others 
depended on physical structures that reduced the eventual soil and/or nutrient loss. 

Reductions in nutrient applications can k simulated directly within HSPF. Nutrient Management is 
the practice of applying only the fertilizer necessary such that the total avaihble nutrients, including 
those fkom manure, mineratization, and atmospheric deposition meet the agronomic rate of the crops 
grown in that segment, Reductions averaged 33% for nitrogen and 10% for phosphorus, with 
miation depending on the type of crop grown, and amount of manure generated within the segment. 
Atmospheric deposition is a h  simulated as an hourly addition of dry NO3 and a concentration in 
rainwater of NO, and NH,. These can be reduced by an arbitrary amount or by a segment specific 
percentage as determined by the Airshed Model. 

A second type of BMP is a percentage reduction based on the BMP and iand use. These percentage 
reductions were applied in the simulation between the Iand use and their connection to the river 
sbdation or Bay Water Quality Model. The percentage reductions for each type of BMP and land 
use are determined by a corrvrrvittee of Chesapeake Bay Program experts through literature values and 
kst professional judgement. A procedure was developed for land uses that had more than one type 
of BMP applied that assumed that certain types of BMPs could not be applied to the same acre of 
land. For example, a wet detention pond and a dry detention pond atmot be applied to the same acre 
of urban land. A second procedure was developed fbr types of BMPs that can overlap. For example 
a wet detention pond can service the same acre that is also receiving an urban nutrient management 
BME'. 

A BMP can also take the form of a change b m  one land use to another. These are simulated simply 
by moving acres fiom one land use to another. For example, the addition of forest buffers includes 
a land use change fiom cropland to forest. 



NUTRENT LOADS 

Nltmnen: Sources of delivered watershed 
nitrogen loads can be divided into those derived 
from forested, agricultural, and urban areas, 
with a small loading coming krn atmaspheric 
deposition directly to water surfaces. 
A g h h w e  accounts for h e s t  amunt of loads 
with 48.1% of the total in the 1985 reference 
case (see Table 2). Urban loads accounted for 
36.4% and forest co~ltniuted 14.3% with the 
rest ( 1.2%) coming from atmospheric 
deposition to water. Forest contribution was 
relatively low even though it makes up 58% of 
the Chesapeake Bay watershed. ImMed in 
agricultural figures are loads arising from 
manure, f e r t h ,  and atmospheric deposition to 
land. The urban category includes d industrial 
and municipal point sources and septic loads. 

Table 2: Nitrogen Loadings 
Percent of Edge-of-stream - 

Source loading to bay kgha 
1985 Reference 
Agriculture 
Urban 
Forest 
Amos Dep ta Water 
1 996 Progress 
Agriculture 
Urban 
Forest 
Amos Dep to Water 
2000 Projection 
Agriculture 
Urban 
Forest 
Atmos Dep to Water 

Source: C h p k e B n y  R.ogram WateFmbad M d  Phmm TV 

In scenarios describing the state of the 
waterski in 19% a d  the project4 state in the 
year 2000, urban and fared Table3: PhorphorusLoadinga 
sign5cant roles while the influence of Lurce 

Percent of Edge-of-sbem 
loading to bay kgha 

agriculture decreases somewhat. Urban rises to 985 
37.5% of the delivered nitrogen h 1996, Agriculhue 50.0 1.45 

projected to 39.8% in 2000. Forest increased to Urbm 45.4 5.08 
16.1 % and 16.7% in 1996 and 2000 3.9 0.06 

Atmos Dep to Water 0.8 respee tively. Actual forest acreage, and 996 Prwss 
0.63 

therefore loads, were reduced in the latter Agiculhne 58.1 1.24 
scenarios, but the BMP implementation in the urbm 35.5 2.62 
other land uses caused the increase in forest Forest 5.2 0.06 
percentage. Amos Dep to Water 1. I 0.63 

2000 Proiection 
~ ~ r i c u l t t k  55.8 

In terms of nitrogen Hograms per hectare at the 38.0 
edgeof-stream, w h  is the highest loader with  test 5 .O 
an average of 52.6 kilograms per hectare in the Amos D ~ P  to Water 1 -2 0.63 

1985 rcfcrence scenario.  his figurr drops to 
hm: -I Bay Waw Modtl - IY 

44.3 kilograms per hectare in 1996 and is 
projected to 38.2 in the year 2000 scenario. 
This decline is due a h s t  exclusively to improvements in point source loads, with septic loads 
remaining approximately . y h g e d  and nonpoint source loading rate declirung slightly. 
Improvemnts in agkdtmal practices have a s i m h  eEect on aghltural loads. In 1985 the average 
acre of agricdture exported 1 8.3 kilograms of nitrogen which is projected to decline to 1 3.4 by the 
year 2000. Forest loads are constant at 3.4 kilograms per hectare, 



Phosphorus loadings mirrored those of nitrogen (see Table 3) with agricultural loads 
b- the largest source, With large reductions in point source phosphorus ladings, mostly due to 
a phosphate detergent ban, the contribution of u r b  to total loads decreased dramatically between 
1 985 and 1 996. The increased controls on agricultural phosphorus in recent years combined with 
growth m urban areas has bgun to reverse this trend, however, The phosphorus loading rates at the 
edge-o f-stream show the large early gains in phosphorus, with a slowing in iatter years. Reductions 
in agricultural phosphorus at the edge-of-stream are still continuing, with fbrests phosphorus 
remaining the same. 

of Sc- Graphs below show the delivered loads of five scenarios fbr six major 
basins of the watershed. Large reductions have been made in phosphorus through 1996, but 
progress in nitrogen has ken more modest. Nitrogen reductions are expmted to increase through 
the year 2000 rn is state agencies implement their plans. Further reductions in nitrogen are shown 
to be possible through limiting point sources or atmospheric deposition Point source dominated 
basins such as  the Potomac show the greatest potential for further reduction under the LOT point 
source run, while nonpoint source dominated systems, such as the Susquehama, can achieve larger 
reductions through reductions in atmospheric deposition. 

Nitrogen loads are correlated with flow. The Susquehanna, which supplies 50% of the eesh water 

7-1 Nltrqm L d a  Dmllwnd to b h y  Brly Bmdn Undmr tho 1905 Total Phmphorul Lords Dellvand to the B l y  By Barln Undar the 1886 
Rdmmm, fBsB Progm,  aU) Pmgres8, LOT A t  md  LOT Pdnt Rataran~s,  1801 Progmar, 2000 Prwmrl, LOT Alr mnd LOT Palnt 
Swiu M a r l a  Source Scenarloa 

I bll I 

to the Bay, makes up the largest portion of the nitrogen loading. The Potomac and James rivers, 
respectively, make up the second and third largest flow and nitrogen inputs Phosphorus is more 
iikely to be bound on sediment and transported only during large flows, the loadings to the bay are 
driven more by the hydrology during the period studied, The Conowingo dam, mu the mouth of the 
Susquehanna River, traps a large portion of the phosphorus which enters its reservoir. 

Phosphorus du&m to point sources have been made to a large extent throughout the watershed 
but further gains will come with more d s u l t y .  



More information can be round on the Chesapeake Bay Rogram modeling homepage at 
http://~.chesapeakebay.netlba~rogram/cornmit~mdsc/mdeI. htm 

CONCLUSION 

The Chesapeake Bay Program Phase IV Watershed Model is a successful water quality 
simulation which quantifies the nonpoint source and point source nutrient loads &om all h i n  
sources. The model was essential in establishhg a consistent method of accounting for the nutrient 
loads, among all sources, and among the basin jurisdictions of the Bay Program The Chesapeake 
Bay Prograrn has used the watershed model to exarzline the level of controls achievable from d i f b n t  
management practices. The combination of the watershed model with the aided and estuarine 
model provides a powerful tool to aid the Chesapeake Bay Program in meeting water quality 
objectives and do so in a cost-effective and equitable manner. 
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ABSTRACT 

Serious recent flooding in the United Stales and Europe suggests a need for the re-evaluation of river management 
practices and in particular, attention has focussed on the interaction between rivers and their floodplains. These 
flood events have occurred during a period of increasing pressures on managers of river systems to meet new water 
quality standards (for example, TMDLs), fisheries enhancement, aesthetic and recreational needs as well us the more 
traditional objectives of flood 'control', power generation, navigation and water supply. In order to balance these 
diverse needs and uses. a comprehensive analysis approach is required which establishes the linkages between 
management actions and the watershed - or integrated watershed management. Implementation of integrated 
watershed management requires an understanding of the complex interactions between land use, water quality, 
flooding, sediment transport. geomorphology, ecology, economics and social issues. Application of at1 integrared 
hydrologic modeling approach to settings as diverse as second-order semi-arid rangeland watersheds and sixth order 
coastal river reaches is demonstrated. The connectivity of different river systems between different reaches, and the 
rote of floodplains even in lower-order systems, are critical components of watershed processes influencing flnod 
propagation, ecological characteristics and water quality buffering. 

INTRODUCTION 

Public awareness of the role of rivers in regional ecolngical systems, and concern for preserving, enhancing anJ 
restoring riparian corridors, is increasing. This concern is felt in both major river systems like the Columbia River 
and its tributaries, and in small headwater streams of western forests and rangelands. At the sarile time there ,)re 
increasing pressures on all sectors of river systems, from headwater snowfields to tidal estuaries, to satisfy mult,ple 
objectives, e.g. flood control, power generation, recreation, navigation, fisheries, domestic and industrial uater 
supplies, wildlife habitat and irrigation. One consequence of these coinciding pressures and needs has been J rc- 
examination of traditional hydrologic and hydraulic approaches in river management (e.g., Hynes, 1975; Dunm: and 
Lwpold, 1978: Havno and Goodwin; 1995). 

Major floods in the US and Europe during the past tive years have allowed an assessment of river management 
strategies and prior river restoration projects. Particular attention has focused on the interaction between the river 
and its floodplain for flood hazard reduction, water quality, sediment distribution, and the overall functioning of the 
riparian ecosystem. Examples include the restoration of floodplains along the River Rhine (Dister et al., t990), 
consideration of floodplain restoration along the Mississippi River (Interagency Floodplain Management Review 
Committee, 1994), the 'Living River Strategy' (Napa River Community Coalition, 1996) and the Willamette River 
floodplain restoration strategy (Philip Williams and Associates, Ltd., 1996). These projects are attempting tu 
provide a reduction in flood hazards through ecologicai restoration. There is extensive recent literature describing 
these flew management strategies (for example, Friends of the River, 1997) and a range of new analysis techniques 
are emerging. 

Management actions in flood control and structural f low regulation have more commonly focused on larger, 
downstream river reaches. Natural resource managers are increasingly concerned with relatively sn~all, Iow-order 
stream systems and riparian environments located in the headwaters of river basins (e.g., Myers and Swanson, 
1997). This paper describs initial efforts to apply a hydrologic modeling approach which was ittitially developed 
for large rivers to a low-order rangeland stream, and contrasts some of the physical processes i n  the two different 
types of systems. 

I-I  1'1 



REYNOLDS CREEK EXPERIMENTAL WATERSHED, IDAHO 

Reynolds Creek Experimental Watershed (RCEW) was established in 1960 as a field laboratory to address issues of 
water supply, water quality, and rangeland hydrology in the semiarid rangelands of the interior Pacific Northwest 
(Robins et al. 1965). The 234 km2 watershed (Figure 1) is located in the Owyhm Mountains of southwestern Idaho. 
Reynolds Creek is  a third-order perennial stream that drains north to the Snake River. The basin ranges in elevation 
from I t 0 0  m (at the Iowest gauged point) to 2250 m. Precipitation varies from about 23 cm at the northern lower 
elevations, to over 100 cm in the higher regions at the southern and southwestern watershed boundaries. At these 
upper elevations about 75 percent of annual precipitation occurs as snowfall. About 77% of the watershed is federal 
or state lands, with the remainder under private ownership. The primary land use is livestock grazing, with some 
irrigated fields along the creek at the lower elevations and limited timber harvest in high-elevation forests. The 
Reynolds Creek basin and surrounding public lands are increasingly utilized for summer and winter outdoor 
recreation by the growing population of the nearby Boise metropolitan area. 

RCEW lies in an eroded structural 
basin, with late Tertiary volcanic and 
sedimentary rocks overlying 

REYNOLDS CREEK Cretaceous granitic basement rocks. 
Soils range from shallow desertic 
soils at lower elevations to relatively 

s USED IN THIS STUDY deep organic soils in higher regions, 
the latter typically occupied by forest 
species. The primary vegetation 
cover types in RCEW are Wyoming 
big sagebrush (Arirmisia tridentata 
subsp. wyomingensis); mountain big 
sagebrush (Anemisia tridentata subsp. 
vesyana); low sagebrush (Arremisia 
arbuscula); curleaf mountain 
mahogany (Cercocarpus ltdifoius); 
bitterbrush (Purshia tridcntata); 
quaking aspen (Populus (remuloides) 
woodland; bluebunch wheatgrass 
(Pseudorosgnsrirr spicatu)/Sandberg 
bluegrass (Poa sandbsrgii); Idaho 
fescue (Festuca idahoensis) 
blucbunch wheatgrass; salt desert 
shrub; alpine rangeland; subalpine fir 
(Abies lasiocarpa): Douglas fir 
(Pseudotsuga menzicsii); and riparian 
communities (Stephenson 1977). 

Extensive hydrologic data have bttn 
collected at RCEW since the early 
1960's. Therc has been strong 
research emphasis on climate (Hanson 

I+-......... ..... ..... ..-.- 19.7 km .-...... -.-.. ...-........, I 1989), seasonal anowpack 
Figure I :  Location Map of Reynolds Creek accumulation and hydrologic regime 

(Wilcox et al., 19891, seasonally 
frozen soils (Hanson and Flerchinger 1990; Scyfried ct aal. 1990), and on rangeland hydrology, soiI erosion, and 
stream sediment processes (Blackburn et al. 1990; Pierson ct al. 1994; Slaughter et a]. 1996). Dctailed 
meteorological measurements arc collected at three sites on the watershed, representing low, middle, and high 
elevation areas. Continuous precipitation data arc collected at 16 sites in the basin; streamflow is presently 
monitored at seven locations. Continuous records of historical streamflow and suspended sediment data are 
available from 1963 (Outlet Weir) and 1966 (Tollgate Weir) to present. 



Physical Characteristics of the SIte 

The main channel of Reynolds Creek was chosen to test rangeland application of selected hydraulic and hydrologic 
models The chosen sector is between Toilgate Weir (elevation 1412 m), above which the contributing drainage area 
is 5444 ha, and Outlet Weir (elevation 1108 m) which monitors streamflow from the entire RCEW (Figure 2). This 
stream seclor includes both confined reaches with bedrock control (e.g. immediately downstream from Tollgate 
I 
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Dlstance Along Profile in Kilometers I grazing or irrigated 
I agriculture. 

A topographic survey control network was established for the study sector, providing a precise basis for linking 
subsequent channel geometry measurements. All control points were permanently monumented with concrete posts 
to facilitate a long-term monitoring program. Channel cross-sectional profiles were surveyed in selected reaches of 
this study sector. Each cross-section was tied directly to the control network, and let1 bank and right bank end 
points were marked on the ground with steel stakes for future re-location. Each measured channel cross-section 
extended across the immediate channel and sufficiently up-slope on either side define the flood channel and 
immediate floodplain geometry. Left edge of water and right edge of water at time of survey, and points of marked 
slope change, were specifically identified at each cross-section. Concurrent with cross-section surveying, the stream 
thalweg was surveyed Digital photography was utilized to dmument current conditions at all 64 cross-sections 
surveyed in this phase. . 

INSTREAM HYDRAULIC CHARACTERISTICS 

The model used to assess flood risk and mass transporl may have a significant influence on the comparison of 
different management approaches. Some of the physical processes simulated by the models are well understood 
such as the attenuation of a floodwave in a one-dimensional system (e.g., Cunge et al., 1980) and the variation of 
roughness coefficients with stage (van Rijn, 1993). However, most of the research and model development has 
focussed on one-dimensional models and floodplains are treated as offstream storages or are incorporated into the 
conveyance of the main channel. The conveyance of the entire channel can be estimated as a single section with 
weighted hydraulic characteristics or by the 'method of slices'. In the method of offstream storage, there IS no 
dynamic connection between the floodplain and river, and only the conservation of mass component of the St. 
Venant equations is considered (Cunge et al., 1980). In the method of slices, the channel cross-section is divided 
into regions of similar roughness, velocity and depth. The total channel flow is estimated by summing the regions or 
slices (Ackers, 1993). Recent findings from the Science and Engineering Research Council Flood Control Facility 
(FCF) at HR Wallingford, U.K. (Ackers, 1993; Greenhill and Sellin. 1993; Willetts and Hardwick, 1993) have 



shown that errors using these methods wn be significant. For example, pred~ctions of discharge can be in error by 
as much as the barikfull discharge in thc main channel (or up to 35% of the tntal discharge) under extreme 
circumstances. 

simulate the lumped effects of all 
rouglmcsr cornpncnts is that it is . 6-0 1 
difficult to replicate a wide range of f 4 . 0  . 

I 
hydmlogic conditions. This gives a 
manager little coafidence of the + I 
predictive c ~ p a b ~ l i t y  of the niodel at 

I 
any flow condition other than that 2.0 4.0 6.0 0.0 1O.D 

i 
12.0 . 

used to estimate the global 
cnefficien~. A more detailed survey Dischuge (m31b) 

(Figure 2 )  shows that the actual bed , -  -- 
slope is about 50% less than 
implied by the coarse survey; low- Figure 36: Reytloldz Creek 
grarl~ent reaches are punctuated by 
abt upt drops with local regions of supercritical flows. Thi? more detailed representar~on shi>ws that t he  roug hncss 
coefficient varies between 0.034 and 0.06 to create subcritical flows. 

Most research on the importance of floodplain function has concentrated on the lower reaches of large river systems. 
Fur example, the importance of the fluudplain tu travel time of floodwavcs is shown in Figure 3a for the tnainsteni 
of the W~llamette River, northwestern Oregon. The var~ation of the travel rime is caused primarily by the flow 
going overbank artd inundating the tloodplain, and by variation of roughness with river stage. Questions being 
addressed in the present study include the role of floodplains in  low-order tributarirs and the influence of floodplain 
interaction on sediment tramport. The bed slope of Reynolds Creek (in RCEW) is relatively steep and the ratio of 
the width of the floodplain to the bankfull channel width is much smaller than in higher-order reaches further 
downstream. The variation of travel time w ~ t h  peak flow rate for selected flood events in RCEW in which u~butary 
inflows did not exhibit a major influence on the measured travel time is shown in Figure 3b. This preliminary 
analysis indicates that the variation in travel time could be significant in large as well as small scale river systems. 

Typical spatial resolution of a one-dimensional model (i.e. 
spacing between cross-sections) rnight be 100m-1000m. 3"L: 
At this resolution the modeled flow in  the channel is 
rupercritical, unless a very large lumped roughness , 
coefficient is used. The travel time of floodwaves and - 
channel dcpths can be adjusted through this 111mped $ 
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roughness coefficients which account for bedform . b :  

roughness, particle size roughness, channel form roughness 
and vegetation roughness. The intrracijons between flow 
characteristics, c t ~ a n n ~ l  morphology and sed i~nent transport 
characteristics are less well underslood in steeper channels t , . ,  

in headwaters of watersheds than in sand bed low slope 
rivers. 

, . 
Many researchers (e.g.. Grai~t, 1997) have shown from 
observaticlns of conditions in natural rivers that ... . , ,  

supercritical flows rarely exist except in local regions. 
Preliminary analysis of Reynolds Creek data confirms these 
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observations, since the roughness coefficient (in this r t b ~ d  W E - *  T t b w 8 t  P i m e  p hour^; 
analysis, the Mannings n) to simulate subcritical flow Figure 3a: CVi/lamette River 
cnnditions ranges from 0.05 to O. I .  Source: Philip Willaims &Associa!es- 
Ttie problem of using a single r - 
lumped roughness coefficient to j Discharge Vs. Travel Time for Reynold's Creek 

I 



A third problem associated w ~ t h  the d ~ r e c ~  application of a conventional model is related to sediment trancport. 
Using the lumped roughness coefficient to match hydrologic charncterist~cs of the tlriod wave prnpagation and 
conventional sediment transport closure relations, such as a simple regression equation of sccl~ment transport 
~)hservations or other formulations (van Rijn, 1993) results in over-estimation of sediment transport at low flows. 
As an illustrat~an, an estlmate of the dominant discharge ((or channel fornrlng flow) for Reynolds Creek using the 
methodology of Wolman and Miller ( 1964), or Leopold et al. (1964) i s  shown in Figure 4. This shows that the 
estimate of the dominant discharge (or channel forming flow) derived using a sedimcnt transport t'l~nction using !he 
lumped approxirnstion of roughness is approximately 1.8 mys. This calculation also assumes that sediment tranvpt~rt 
is not supply-limited. Preliminary results of a more detailed hydraulic simulation which considers sediment 
transport in each local reach and accounts for channel tnicro-topography alters rhe estimate of [he dominant 
discharge significantly (Figure 4). In this latter case the total sediment transported during the per:od of record is an 
order of magnitude less than the lumped estimate, and the channel-forming flow i n  the alluvial reaches uf the 
channel is estimated at approximately 2.8 m?s. 

Continuing Research 

Subsequent phases of ,-+--- - -- --- .- -- 
this siudy will extend I the model to the upper , Sedimnt Transport V s  D i m  

CONCLUSIONS 

headwaters reaches of ' 

RCEW, and will include I 
sediment transport and ! 
water quality in the 
model simulations. The 
purpose will be to 
understand - 
sediment and pollutant 

Lacd Sedment T r m p t  'i 1 1  
constituents 
transported through L - . - . .  I ,  
these low-order streams 
and to develop a b 

i 
understanding of the 
variability in  boundary 
conditions used in 
models of the higher- 
order streams further 
downstream. 
results will also help ' 

! 

With an increasing emphasis on watershed analysis, it is often necessary to extend conveot~onal unsteady tnass 
transport and hydraulic computer models further intn the upper reaches of watersheds either to u~iderstand local 
conditions or to understand the consequences of management strategies to downstream reaches. Thme more holis~lc 
approaches incorporate ecology, geomorphology. water quality, and land-use isljues. The purpose of this study Ili~s 
been to illustrate that a coarse representation of the physical processes ]nay lead ta highly inaccurate predictions oi' 
the timing of tributary hydrographs and sediment transport delivery to downstream reaches. This may he important 
when assessing the impacts of different landuse practices in headwater regions of watersheds. 

quantify the benctits 
and role of small 
tributary watersheds in 
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ECONOMIC AND ENVIRONMENTAL STRATEGIC PLANNING FOR THE WHOLE 
FARM AND RANCH THE GPFARM DECISION SUPPORT SYSTEM 

By James C. Ascough 11, Hydraulic Engineer; Gregory S. McMaster, Agronomist; Marvin J. Sbaffer, Soil 
Scientist; Jon D. Hanson, Rangeland Ecologist; and Lajpat R Ahuja, Soil Scientist 

USDA-ARS Great Plains Systems Research Unit, Fort Collins, Colorado, U.S.A. 

Abstract: The increasingly recognized need for an integrated systems approach towards agricultural research and 
management in the Great Plains dates back at least a decade or more. Sustainable agriculture has become a complex 
problem that demands consideration of many interrelated factors, processes, and institutions. Across the Great Plains, 
agriculture is challenged primarily by the availability of water and nitrogen. Central to meeting this challenge, the 
Microsoft Windowsm 95-based Great Plains Framework for Agricultuml Resource Management (GPFARM) decision 
support system @ S S )  was developed. GPFARM provides crop and livestock management support at the whole farm 
and ranch level with emphasis on water, nutrient, and pesticide management. In addition, GPFARM has strong links to 
economic and environmental analysis, site database generation, and site-specific management from which alternative 
farm and ranch agricultural management strategies can be developed and tested. 

INTRODUCTION 

The USDA-ARS Great Plains Systems Research Unit, in a collaborative effort with Colorado State University and 
other ARS units, has developed the Great Plains Framework for Agricultural Resource Management (GPFARM) 
decision support system @SS). GPFARM is capable of analyzing both medium- and long-term whole f m  and ranch 
management plans, based on the predicted productivity of selected management options and associated environmental 
and economic risks. GPFARM provides an operational framework for a whole farm and ranch DSS, and implements 
an integrated systems approach concept to address the problems of agriculture in the Great Plains. Specific features of 
the GPFARM DSS include: 

1) The overall goal of GPFARM is to determine long-term effects of Great Plains current farming and ranching 
practices on environmental and economic sustainability in terms that targeted users understand and are familiar 
with. GPFARM combines site-specific databases and environmental modeling with economic analysis to 
provide whole farm and ranch strategic planning. Specifically, management changes and impacts of fertilizer 
and pesticide applications (including amendments such as manure and sewage sludge); soil productivity; wind 
and water erosion; and cropping, tillage, and livestock systems are simulated. 

2) GPFARM is targeted for use at the individual whole farm and ranch level by agricultural consultants, 
computer-oriented producers, Extension personnel, and the NRCS. It has been designed for hardware platforms 
that are available to the majority of potential users, i-e., IBM compatible personal computers (PCs). GPFARM 
runs in the Microsoft Windows 95m operating environment and is being developed with Microsoft Visual C+-+ 
5.OTAI. 

3) GPFARM consists of a graphical user interface (GUI), site-specific Microsoft Accessm databases (currently 
populated for Eastern Colorado climatic conditions and cropping systems), and an object-oriented (00) h e w o r k  
encapsulating science (simulation) modules. Other stand-alone modules in GPFARM include economic analysis, 
information system, and record-keeping modules. Much of the scientific technology used in GPFARM was 
derived from existing decision support systems or ARS water quality computer models, and has required 
modification or enhancement before inclusion in GPFARM. To develop suitable management plans, GPFARM 
allows analysis and comparison of multiple management scenarios to determine which one is the "best." These 
analyses may be performed on individual management units (e.g., areas of similar soils or crop management) or 
combinations of management units up through the whole farm and ranch hierarchy. The target run-time goal for 
any given whole farm and ranch analysis is 30 minutes or less on a Pentium 90 PC. Initial setup of GPFARM is 
more time consuming, possibly on the order of many hours depending on the complexity of the fandranch, 
number of cropping systems, number of management operations for each cropping system, etc. 



4) On-line documentation and help  system^ enable w m  unfamiliar with OPPARM to initialh and run GPFARM 
and inmet  the results. The level of d d l  is sufficient to i b t @  initid conditions fbr critical model pantmetem 
and to assign them rcasaneble preliminary values. 

5 )  GPFARM is e m t l y  being tested on ARS farm coopemtor sites in E U m  Colmdo. Both irrigated and non- 
irrigated conditions are being tested, General experimental cropping systems include rotatims containing dryland 
corn, wheat, and rnillet crops (e.g., wheat-fallow and wheat-c0m-€allow rotations), and irrigated corn. In addition, 
GPFARM is being tested on an integrated dryland cropping (wheat, millet, and corn crops) and livestmk 
production operation. Gened delivery of GPFARM will not occur until the initial fmn cooperator sites have been 
thoroughly tested and analyzsd. 

BACKGROUND 

GPFARM is applicable to Great Plains areas east of the Rockies to the eastern borders of Nonh Dakota, South Dakota, 
Nebraska, Kansas, and Oklahomq and from the southem won of Manitoba and Shtchewan, Canada rn Northan 
Texas. Sustainable agriculture in the Great Phhs is a complex problem that demands consideration of many 
interrelated factors, processes, and institutions. Across the Plains, agriculture is limited by the availability of water and 
nitrogen. Using and supplementing these resources to enhance production without damaging the environment is a 
major challenge. Past management practices and Federal programs have mated v i a l  environmental, managerial, 
economic, and political considerations that must lx addressed, Mucers  must be able to adapt to fluctuations in 
weather and commdity prices, rem to trends in Federal and State legislation, and respond to pxpt ions  by the urban 
pubiic, The ability to wisely modify farm and ranch management practices to take advantage of: 

the global economy; 
new cropping, pest managemen4 and tillage systems; and 
new legislation 

while protecting soil, air, and water resources will determine whether an agrial twl enterprise system survives or 
pwishes. 

?he need for a systems appmech and networking of scientists for agricultural research and management in the Great 
Plains dates back at least 10- 15 years. The need was emphasized at a regional symposium "Sustainable Agriculm for 
the G ~ a t  Plains" (Hanson ct al. 1 !B 1) held in 1989 in Fort Coliins, Colorado. Rior to the conference, a report titled 
"Great Plainrr Agroemaystems Project" outlined the basic c m ~ e n t s  and key institutions needed in a regional project 
that would tie together research and develqment e m  across the Plains, Central to these odorts, a ncod was 
identified to devnlop a computer-baed DSS for Great Plains agriculture. The system was to provide management 
support at the whole farm end mch level with emphasis on cropping sy8tms, crop and livestock integration, water and 
nutrient managsment, pest management, economics, onvktmmental impacts, and risk analysis. It was hypotherid that 
the computer pro- would bt  most useful to agncultd cmaultmta, mputea-orimtod producers, and action 
agencies. 

Furthermore, potential usm wanted to make better we of rssewch results in applying new technology to their sreas of 
inrerest, The rearions land managers could not use research data to solve cumnt pmblms hcludod: 

B they could not locate the data w Interpmt the bchnlcd Iitorature; 
b they could not easily and reliably cxbapohh dnta to specific sitae w condition#; 
k they found that kty producdm components w m  not adoquatsly researched; and 
k they could not undmtand, synthesize, arid Implement solutions &om the data. 

Di~ussions with a number of prodwn in Easturn Colorado indicated that the inwessibility of research data and the 
diff~nlties in aylltheslzing the various re command at ion^ worn the primmy obstacles to urhg resoatch msults, Our 
observations suppwted the prtmise that mmy Earmen and mnchm could improve the management of ehsk production 
systems if these obstacles could be removed through an integrated approach, such as the OPFARM DSS. 





System Commnents 

Simulation Modcl: The GPFARM science module Mework uses the Baoch (1994) 00 design approach for 
identifying key places, players, and events in the whole farm system. The Dlace (spatial hierarchy) where data 
information is stored includes the following levels or spatial mfs: whole fm, sub-farm, field, and management 
unit (MU). The MU, dcfirrcd by a unique soil, management, nr land use, is the basic spatial unit used for daily and 
event-based model simulation. Transient players on the MU'S (e.g., animal herds), are simulated through the use of 
management events. The management event controller inherits information from the highest level in the framework. 
This con*trol h iemhy allows events to be implemented by a calendar date, the firing of a system rule, or through 
interaction with another MU. In essence, the science module framework is responsible for conkolling the 
simulation model and connecting it to  the whole farm and ranch spatial system. 

The soil-croganimd simulation model consists of modules for mathematically simulating the various bWogical, 
physical, and chemical processes involved in cropanimal production systems; e.g, nmo$ erosion, infiltration, ET, crop 
growth, nutrient cycling and uptake, deep percolation, pesticide transport, etc. Inm-farm msfcn of resources (e.g., 
manure application, hsrvesting and feeding of fomge) are allowed between W s .  Based on the selected management 
options and data from the various databases, the simulation model predicts mop and animal production, water use, 
nutrient cycling and uptake, nutrient losses (runoff, sediment, and groundwater), erosion (water and wind), and 
pesticide losses (runoff, sedunent, and groundwater). These quantities are used for economic and environmental risk 
analysis. 

Nutrient cycling in GPFARM is simulatd using science modules adapted from NLEAP (Shaffer et al., 1991) for soil- 
incorporated rcsidues, inorganic N, and soil organic matter (humus). This includes processes such as mineralization- 
hobil iation,  nitrification, deniaificatian, and ammonia volatilization. A surface residue decomposition model was 
developed that utilizes NLEAP base nutrient functions together with separate pool accounting procedures for standing 
dead and flat lying residues, and mineral N on the soil surface. Standing dead crop residues are decayed as a function 
of temperature and water content until they fall and become part of the flat lying pool where decay continues. A 
separate decay function based on stem decay rates and tillage is used to est hate the fall rate of the standing dead. 
Tillage incorporates all or a portion of the surface residues into the soil, and applications of water move surface NH4-N 
and N03-N into the soil, anaor produce surface runoff. Ammonium-N on the surface is dso subjsct to volatilization, 
niwification, and immobilization; and surface N03-N also may k denitrified or immobilized. Each introduction of 
k s h  dead residues on the m e  is tracked eparately during the decay process on rhe surface and after incorporation 
into the soil. Dead roots are added directly into the soil-incorporated ~esidue pools for dscay . 

The rangeland (anima!) component of the GPFARM science model consists of nlodules for simulating forage and 
beef cattle dynamics. The forage model simulates biomass production of five functional plant groups. These 
inclride warm-sewn grasses, cool-season grasses, legumes, shrubs (browse), and forbs (weeds). Each forage group 
is responsive to changes in soil moisture, plant-available nitrogen, and temperature. Live biomass accumulates at 

rates specific to the forage group. After senescence, the biomass falls as litter to the soil surface. Roots are 
produced in proportion to the amount of above-ground biomass and are exponentially distributed througb the soil 
profile. Herd dynamics and animal growth are simulated by the livestock module. The herd consists of mature 
cows, pregnant cows, heifers, female calves, and male calves. Bulls are used to impregnate the cows, but their 
growth and dynamics are not simulated. Carrying capacity for the site is determined and the herd is culled so that 
overgrazing does not occur. The model does allow the user to preset a stocking rate, thereby overriding the 
safeguards of GPFARM, for testing the effect of overstocking. Replacement heifers are added to the herd each year 
at a rate set by tht: umr. Thc remaining female calves are culled. All male calves are culled as steers. Any empty 
cows are culled and pregnant cows are culled to meet the site carrying capacity. 

Cattle growth is dewmined by ~alculating the daily requirement for each class of animal. Demand for total 
digestible nutrient {TDN) is determined for each livestock class. This need can be met by either supplemental feed 
or forage. When grazing is allowed on a sire (after forage production begins), both can be used to meet the animals 
demand. The maintenance energy requirement (as TDN) is also calculated based on the animal weight. Calves are 
given milk as the bulk of their diet. After weaning, the calves diet is determined the same as for the older classes of 
cattle. 







returns vs, costs. In addition, the u m  can alw perform a brsakoven analyris (Figure 7), and view cosu vs, rsturnm 
on an enterprise (crop rotation system), crop (Individual crop) or temporal (year-by-year) basin. 

Develo~mtnt P h a r ~ i  GPFARM is being developed in three distinct p h ~ e s  because of the size and complexity of 
the problem, the nsed to deliver a quality product in a reasonable time frame, and the nsed to continuously interact 
with potential users. The goal of Phase 1 is to: 

Build an initiol version of GPFARMfbr sh.ategicplanning and analyzing medium- a d  long-term whole fmm a d  
ranch Iml mamgement plmu bared on the predicted productivtv of selected management options a d  
msociated environmental and economic rkh. The initial version will consist of compomts from existing 
familim decision support ystems a d  simulation m&Is to &mullsfrote feasibiliq a d  usefilness of a Grear 
Plains integrated DSS concept 

The GPFARM development effort is currently reaching the end of Phase I .  The objective of Phase 1 is to provide users 
an opportunity to develop an understanding of GPFARM, and to provide an opportunity for the beta-test cooperators 
have their production operations analyzed by GPFARM. An dditional expected product b m  this phase is a final 
definition of the user requirements regarding the GUI, data inputs, and simulation model output of GPFARM. The fmal 
Phase 1 development release will be called Version 1.0 of GPFARM. 

Phase 1 has been limited to dryland and irrigated cropping system incorprating wheat, fallow, corn, proso millet and 
foxtail millet, and a livestock component of rangeland cattle. The region of emphasis includes only selected operations 
of Eastem Colorado. The time frame for completing Phase 1 Beta version is Dtccmbcr, 1997. Users have interacted 
with the development team and supplied input quests  including: farm layouts (orerial photos); historical precipitation 
data; historic county yield data; recommended application rates for manures, pesticides, and commercial fertilizers; 
information regarding experimental crop rotations and tillage practices; cattle herd information; production cost 
information; and govtmcnt  program idformation. The time fiame for completing Phase 1 Version 1 .O is September, 
1998, A workshop is planned at the end of Phase 1 to evaluate different components and linkages of Version 1.0, and 
the system as a whole. Experts in the various disciplines, prominent usm, and database speciallsls will k invited to the 
workshop to critique different mpontnts and suggcst improvements or better components. 

Phase 2 will extend the GPFARM geographic area of consideration to the entire Great Plains, and will incorporate more 
crops (e.g., sorghum, soybeans, alfalfa, *,) and mnge options. htegration of GPFARM into a geographic information 
system (GIS) framework is also being considered for Phase 2. The time fiame for completing Phase 2 will be one to 
two years. The product at the end of Phase 2 will be Vsrsion 2,O of GPFARM. This version will then be ra-tested on 
ARS fm cmperator sites, 

The objective of Phase 3 is to develop a DSS useful for real-time and short-term management of crop and animal 
production systems. The GUI for lnput and output of infomation will likely be derived and enhanwd from Version 2.0 
dcvelopd in Phase 2. Also, tho underlying technology will be consi~tmt with that ussd prwiously in P h  2. The 
p d u a  produced In Phase 3 will be ref& to as Version 3.0, Efficimt w i l d o n  and input of data will be crucial 
because these management decisions will be bwud in part on cumnt conditiong of the crop snd animal production 
systems. A QIS will br: used to manage the detailed information for describing field-level vhbi l i ty  within an 
individual farm, Attribute maps of fm cooperators field bundnriss, cmpping ymtam hibmies, Imd uae, topography, 
soil and aquifer properties, comervation structursr, etc. will bd dovelopad, The time &me for Phadie 3 will be about 
two yews, GPFARM could subwquently be modified as a templata for agricultural system beyond the Great Plains. 
Any work leading to this application would follow Phase 3, 



GPFARM integrates the most appropriate research findings and associated economic and environmental risks into a 
whole fann md ranch symm package. Results from the DSS are providing agricultural consultants, prducers, and 
action agencies with information for making management decisions that promote sustainable agriculture. In 
addition, GPFARM provides feedback concerning the most effective management technologies and assists in 
determining areas requiring M e r  research and development. This is an evolutionary process that has tied research 
and technology transfer closely together. GPFARM will be developed over several years with a strong potential for 
extension to ~ c u ~  management support on a national basis. Sc hedutd dates for release of these components will 
b m o u n d  about three months in advance. Based on the cmmt rates of advancement of computer technology (both 
hardware and software), the life eelcpectancy of GPFARM is approximately ten years. 
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THE COMBlNATION OF A RAINFALL EVENT MODEL AND A CONTINUOUS SIMULATION 
MODEL FOR A BETTER ASSESSMENT OF NONPOINT SOURCE POLLUTION 
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Abstract: One method for the assessment of the release and mwement of nubimts and pollutants within a 
watershed can be performed using hydrologically based simulation models. The main goal of modeling watershed 
hydrologic system is the development of a mathematical structure that can be perfonncd wing the complexity of 
hydrological prwesses and their interrelations. To achievt this god, statc-of-the-nrt m d e h g  tachniqw take 
advantage of GIs techm1ogy to p d d c  a useful manna to oollect, store and retrieve huge ~uantitim of data for 
watershed scale asseSBments. GIs tmls satisfy the assessment of distributed c ~ s t i c s  of the landmpt and of 
the associated hydrologid variables. This is particularly i m p o m  using rnpoht pollution -1s for the 
assessment of the effects of agriculW activities that averlay inkinsic hydrologid attributes. Tunpod pattaw of 
relcase of nutrient and chemicals is directly connected with rerinfall eventa, Particularly, most chemicals are 
delivered to waterbOdies during only a few h g e  runoff events. Two USDA-ARS W s  have been devclopcd for 
the assessment of nonpoint pollution l d h g  from ungaged watereheds: SWAT (Soil and Wattr Assessment Tool) 
and AGNPS (Agricultural Nonpoint Pollution Source model). Each model performs distrIbutcd asscgsmentt on a 
wamhed scale: with SWAT devoted to continuous long time simulations and AGNPS dtvotnd to the analysis of 
the d e c t  of single representative rainfall events, In this study the two models (SWAT and AGNPS) are considered 
complimentary and integatd in a single tool: SWAT p d d e a  h e  between-storm simulations of amount of seepage 
below the root zone ml g v t s  the initial condition for storm runoff Bimdation, AGNPS provida the ghwt time 
storm simulation. The integration of the two models and the overlaying of simulations results show g d  prediction 
capabilities of m f f  and sediment yield in the highly instrumented Goodwin C m k  Watershed in no- 
Mississippi. 

INTRODUCTION 

Agriculture nonpint pollution murces art spmd wer the land surface and the source flows originate h m  rainfall 
events following the spatial and temporal characteristics of rainfall, These mp&s have been d e m r h h g  the high 
dficulty to assess the sediment and agrochemical loads delivered by rainfall runoff water and the generated 
streamflow. Recent advanoes in hydrology, soil science, erosion mechanics, and computer technology have provided 
the basis for the development of distributed mathematical hydrologid based models capable of a sophisticated and 
atrordable method to assess the release and movement of nutrients and poliutants within a watershed. T h e  
simulation models have been developed as tmh in developing management practices that can be used over various 
time periods. The uncettainty connected to the spdial variability of the territory atuibutes has been Ming with tht 
use of the geographic information system (GIS) technology to easy handle mapped data and derive model input 
parameters. The erratic characteristic of the temporal pattern of precipitation has k e n  dealing with designed 
raingage networks and m o t e  sensing devices using short time sample patterns. 
Watershed oriented erosion and nonpoint pollution models were developed with two different approaches: 
a) continuous long-term simulation models, such as m a 1  SWAT (Soil and Warn Assessment Tool) ( h o l d  et 

al., 1993), combine simplified assumptions to interpret many continuous and short h e  processes by using a 
daily simulation time step; 

b) cvent simulation models, such as AGNPS (Agr~cultural NonPoint Source) (Young et al., 19891, have hen 
developed for short term runoff simulations following single events of precipitation and do not include 
continuous processes that m r  W e e n  them. 

Both the model typologies are the result of focused targets, determining factors and practical compromises: 
al)  the necessity of tools to evaluate developing alternative management practices by hydrological models which 

could be used for long-term simulations on large ungugsd watersheds with a minimal amount of user input 
data requirements, 

a2) ?he description of the involved processes, particularly in continuous, requires a complex set of input parameteTs', 
a3) long series of rainfall data are traditionally available with a fixed time step of 24 hours; 



bl) since the storm events are the phenomena driving most of the eroded sediment and am-chemicals to the 
receiving waterMep Wstl, 19801, the hulation of the stom with as much detail as possible is of priority 
importance; 

b2) in this c w  a r d d  sct of pwamclcrs is r e q u i d  suppo~ing stationary the involved procesges: 
b3) repmmtative events are 6electaf with a design criteria (cumulam m h f d  values with a &ign return pwiod}. 
Both the approaches show r e w w  drawbacks: 
ai) thc daily time stup dwa not have a conoeprual hydrologic content; 
aii) the dynamic hydrologic processes during and following the stonn event could be not mff~ciently focused, 
aiii) complex, detailed and long series of data are needed; 
aiv) adequate Btatistical assessment of the watershed sediment yield and chemical loads rcsponaes are obtained with 

long term sixnulation of meteorological input data, 
bi) tempord dewad d a I I  data set need f i r  an adequate description of the stonn; 
bi3 difl5culties arise setting the initial conditions of the watershed model system specially when the model is 

dimbuted; 
biii) the @don capabilities change for different storm sizes (Bingner et al., 1992): large events generally produce 

large mounts of erosion, but smaller rainfalls control many of the antecedent parameten that effect erosion 
from large events; 

biv) conservation cropping systems protect in differem mame during diffwent times of the year; 
bv) there is not recognized standard in the choia of a repfesentati~e design stcwm fur watershed erosion and 

nonpoint pollution loading assessments. 
Mo~wer inadequate experimental data of instream sediment loads and water quality variables to match models 
simulation results make their calibration and validation very doubtful. The uncertainty connected with erosion and 
water quaiity hydrologic pmesses and the pints listed a b v t  can explain why these models have often shown their 
role as tools in the asse&sment of comparative trends obtainabIe with theoretical application of aIiernative a g r i d t m  
management practices. The recent availability not only of data handling support twls (GIs tedmology), but the 
increasing of me number and quality of hydrologic datu promi= to irnpruve tht m&ls performanm. 
The objectives of this study were to take advantage of the avaiiability of M a l l  data sets measured at &short time 
intervals (break-poh *all data) and check an effective method to safe Ihe respective advantages of the 
approaches pointed ahve.  The continuous model SWAT was applied with daily and break-point daily storm sets of 
tainfall data and an integrated continuous-event model system (SWAT-AGNPS) wm developed and applied. 
Godwin Creek Watershod (GCW) experimental data sets were used to compare the simulation results for memu& 
WOE and frnt sediment yield at the watershed outlet 
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MODEL SYSTEM DESCRIPTION 

The m e m  mode1 devdoped in thls study is a combination of the continuous model SWAT and event model 
AGNPS ( f ig  I). 
~ p p l ~ l n ~  SWAT mode1 (Arnold et al., 1993) and the developed GRASS interface (Srinivasan and Amotd, 1994) the 
study watershed can be subdivided in1 a many subbasins with any shape and size to simulate the spatial variability of 
a watershed. The model performs a characterization of lateral flow, groundwater flow, channel transmission losses, 
and routing of sediment and chemicals trough the watershed. SWAT uses the SCS mwe numkr (USDA-SCS, 
1972) equation ta estimate daily runoff. The curve number is adjusted according to the moisture conditions in the 
watershed. SWAT determines moisture conditions by simulating water infiltration into the soil, percolation losses, 
and evapotranspiration. AGNPS (Young et a%, 1989) can not simulate the continuous nature of plant gowth so user 
inputs are required to inform the model of the crop's wndition on the watershed at the timc of the event. AGNPS 
requires that the Curve Number (CN), USLE crop factor ( C ) and a Surface. Condition constant (SC) be updated 
for each event to describe the soil moisture cantent and the crop's condition (see Bingner, 1990 for details). 
Conceptualfy the develo@ m&l system is shown in figure 2: SWAT prwides the between-stom simuiations of 
amount of seepage below the root zone and gives the initial condition (CN, C and Sc) to AGNPS for the short time 
storm simulations. 

- 
2 saturated 
- - overland flow 

Time + 
Figure 2 - Separation of sources of streamflo w and sedimenf-chemicals on an ideaiized hydrograph 

WATERSHED DESCRIPTION 

Goodwin Creek Wamhed (GCW) covers an area of 21.3 km2 in the bluff hllls region of the north central part of the 
slate of lMississippi just east of the flood-plain of the Mississippi River (fig. 3). Many experimental and sirnulatiom 
studies have been appIied lo GCW (Alonso el d., 1995; Kuhnle et al., 1996; Bingner, 1996; Bingner et al., 1997a; 
Bingner el aL , 1997b). Soils within GCW can generally be described as siIt loarns, with topography ranging from 
s d  alluvial valleys along the major channels to moderately hilly uplands. The land surface ranges in elevation 
from 71 to 128 m a w e  the mean sea level, with a mean channel slope of 4 mlkm. Simplified categories of land 
uses in GCW for 1987 included 48% Pasturddle, 26% forest and 15% cultivated. The normal annual raincall is 
1 399 mm (Bingner, 1 996). 

DATA COLLECTION 

GCW was instrumentsd in 1981 with fourteen streamflow measuring and sampling stations located through the 
watershed on the oullet of one or more nested subbasins (Alorw et al., 1995), with 30 raingages located in or 
adjacent to the watershed (McGregor et ab , 1995). In thls study values were used from the measured stream water 
flow and suspended sediment load (finer than 0.062mm) sampled at the outlet flume (the streamflow station h a t e d  
at 89"54'501' and long. 34'13'55'') (Measuring Statian #1) and the rainfall records of the 30 mi wage stations 



GOODWIN CREEK WATERSHED 
LEGENO 

- _ W.osrshrl s w n a r r k  - Slroamr 
tl Hmrd S u r h ~  - l -*ranmdlhlbn 
[XI C l h m t o ~ k a l  Pa& a u b n  

rWl~rn.Mmon f 

Figure 3 - Location of Goodwin Creek watershed wirh raingages and the streamflow memtrring stutinm 

located as shown in figure 3. GRASS-GIs (Shapiro er al., 1992) data layers including elevations, landuse, and soil 
series types at a 30x30 m cell size were wailable from previously prepared U.S. Geological Survey (USGS) quad 
sheets, 1987 Landstat-5 thematic mapper image and NRCS soil surveys maps, respectively. 

'l'he simulation were performed using 135 square cells (suWaqins) with 400 x 400 m size (fig.4). 
Parameters for each cell were estimated using SWATGRASS interface (Srinivasan and Arnold, 1994) based on the 
dominant land use or soil type described by GlS map layers within a cell. Bingner (1996) described a similar 
simulation process using SWAT to evaluate the runoff predicted at each of the GCW's fourleen illstream measuring 
stations using the same number of correspondent subbasms to defme the watershed, Kuhnle et al (1996) and 
Bjngner et al, (1997a) applied SWAT to evaluate fine sediment yield at the same locativns using 138 subbasins. 
Bingner et ai. (I997 b) compared SWAT simulation with multiple numbers of subbasin subdivision. 
Sjnce GCW was previously object of similar simulation process, the calibration was avoided; some model sensitive 
parameters were chosen fallowing the observations reported in one of the previous applications o f  SWAT on the 
sBme watershed (Bingner el ul., 1997b): 
a) cotton was used to identify the crop land and evcr grccn forest to identify forest; 
b) fie Universal Soil Loss Equation (USLE) (Wischmeier and Smith, 1978) support practice factors (P-factors) 

wcre chosen based on no suppon practices contained on pasture or forest land, resulting in a P-factor value of 
1.0. Cropland areas were assigned a value of 0.5 for all fieIds, although the level of contour farming 011 GCW is 
not available: 

c) Ihe m S  curve numbers (CN) vaIues wert: chosen 89,79 and 70, far cropland, pasture wd forest respectively 
(these are medium values between the interface product values and values used in Bingner el 01. (1997b)); 

d) ttlo overland Manning's n values were chosen 0.07,0.24 and 0.40, for cropland, pasture and forest respectively. 
A software program was developed to kansfer the same set of parameters into AGNPS (version 5.0) input format. 
Slight modifications of the SWAT code (version 97.2) were performed to update the AGNPS input values of CN. C 



Figure 4 - Grid subdivision of Goodwin Creek Watershed (GCW) 

and Surface Conslant in occasion of each storm event, run AGNPS mdel  with the stom data set (precipitation and 
Energy Intensity index of USLE) and feedback SWAT with AGNPS's cell based output data simulation (fig. I). 

Table I - Goodwin Creek Watershed: yearly average rainfall, average EI and obsemd total Runoflandfine 
Sediment yleld at the outlet 

Average Average Total Fine Sediment 
R a i d  EI Runoff Yield 

Year [mrn] FU mm ~a h)")] [m] [t ha"] 

1982 1690.0 10726.97 735.0 17.6 
1983 1658.7 10345.54 866.2 19.6 
1984 1448.1 9489.774 551.3 16.5 
1985 1201.9 7298.84 308.7 7.5 
1986 1232.8 8064.042 3 19.7 5.2 
1987 1160.3 5326.091 317.0 4.2 
1988 1050.0 494 1.068 282.5 3.0 
1989 1785.1 10624.99 844.8 11.8 
1990 1028.5 4648.024 669.2 9.3 
1991 1990.4 14213.15 1155.9 20.0 
1992 1120.4 6081.288 369.0 3.7 
1993* 1065.6 4292,363 250.7 1.1 

*Until1 septamber 1993 

The precipitation data set w e n  obtained elaborating short time rainfall data of 30 raingage stations located as shown 
in figure 3. Different set of precipitation data where prepared: daily time step (24 hours) and daily-storm (storms 
were defined as precipitation uithoul a continuous break of 6 h with less than 0.25 mm and summarized on the day 
the storm started), average weighted watershed daily-storm precipitation and ET based on the single station data and 
on f ie  station proximity areal coverage of the watershed area. The EI, for all storms with no limitations on storm 
size or intensity parameters were computed using Agriculture Handtmok 537 (Wischmeier and Smith, 1978) 
p r d u r e  in the SI metric units version of Foster ef 01. ( 198 1). Measured total runoff and fine -en1 watershed 
load were computed using the short time records registwed at the outlet streamflow station (fig. 3). Table 1 reports a 
surnrnaty of the cornpuled yearly average precipitation, average El data and observed total runoff and fine 
sediment yield. The following section compares measured and simulated runoff and fine sediment yield 
data for the almost 1 2-year period January 1982 through September 1993. 



RESILTS AND DISCUSSIQN 

SWAT d l  was appM using traditional daily (SWAT) and daily-storm precipitations (SWAT-BE) with the 
full available distributed data set (30 sets of rainfall data corrispondent to the 30 statjons of fig. 3).  The results 
repwted in Figures 5 show thal fatal runoff Simulated using SWAT are impmved using daily-storm precipitation 
data h t d  of traditional daily data: for the w h b  perid of analyses simulated tola1 runoff was wiW 92% arPd 
8PA of Ihe bbserved valm respectively. Even the monthly based statistical corngarison reported ia table 2 show the 
improvement of the -dent of determination (?), for the linear regression ktween the observed and simulated 
strcamnow. and the simuIstion &uency index of Mash-Suttcliffe Wash and SutcWe, 1970). 
An improvement of the statistical reidts was obtained for the simulation of h e m  yield and the simulation of the 
ammulate.. me dimen1 load passed to 69% from 62?h of the observed value. However this last comparison is not 
complaely meaningful because earliar d i e s  in GCW watershed attribute a signif~cant but not accurate portion of 
the fine sediment from chamel and concentrated flows areas (AIonso el a/., 1995; Bingner rt at., 1997a; Kuhnle et 
dl., 1996). 
When the SWAT-AGNPS rndel system was applicd Lhe rcaults of the simulation were collected in two different 
manner, in fact while AGNPS computed the all by cell runoff and sediment yield values, SWAT outlet ouqmt data 
(SWAT-AGNPS I) and AGNPS outlet ouQut data (SWAT-AGNPS 11) were collected. For an effective comparison, 
since AGNPS computes only the surface component of runoff and sediment yield, a portion loads where added 
computing the experirnemal r m b ~ c e  and base flow rumff by an automatic digital fitlering techruque (Amold et 
dl.. 1995) and considering 100 m@l the medium concentration of fine sediments in this components of runfl. The 
statistical results for tht t d  runoff simulation 6hDwed h h e r  imppwment (E and 8 inctmse) while were 
simulated 9Ph and 92% of the observed accumulatad value. Slight decreased of this last value oould be due to the 
use of watershed average values of rainfall and El data. The statistical results for the sediment yield were improved, 
while 67% and 29% of the &served accumulated value were simulated, a decreasing of the Nush-SutclilE 
coefficient of simulation efficiency for SWAT-AGNPS Il was duc lo the renaarkable lower values of the simuiated 
sediment yieIds (see fig. h and table 2). In fact SWAT-AGNPS I1 model system simulated 29% of Ihe observed 
accumulated fine sediment yield (AGNPS contains m chanrmel bank erosion components) men if this value is 
suppond by the data reported by Grissinger et a!. (1991) who sthated that 75% of the fine mat& produced at 
the outlet of GCW fkom 1982 to 1987 originated from channel or gully sources. I1 needs to notice that the used 
Iduse dab are a picture of the 1987 survey and therefore the simulations did not take in account that the decrement 
of cultivated land in the GCW during the considered perid reduced the 60- and wpply of fine s e d i m  t 
fiubnteetal., 19%). 

Table 2 - Nd-SufcI~fe  index ufeflcienq (I$ and 9 for linear regression between rnontly observed rotat runoff 
and fine sedhertt yield and sitnulaled with SWAT, SWA T-BRK and daily-stom data, SWAT-A GNPSI and SWR T- 

A GNPSII 

SWAT SWAT BRK SWAT-AGNPS SWAT-AGNPS 
I 11 

Monthlybw E 2 E 9 E 2 E ? 

Total Runoff 0.739 0.748 0.884 0.888 0.866 0.873 0.892 0.898 

Fine Sadiment 0.365 0.452 0.573 0.687 0.623 0.774 0.167 0.717 

CONCLUSIONS 

In this paper wrt described the steps followed to perform long-term sediment yield and water run& simulations 
the implementation of a SWAT-AGNPS system. Tbe simulation r d t s  illustrated for the Goodm Creek 
Watershed, even in the absence of the mode1 system calibration, agree well with the measured values and previous 
experrmentrll observations. For the almost twelve years period, the simulation of water tunoff ina& in efficiency 
and correlation with the observed data using SWAT with daily-storm data and linked with AGNPS m d l .  In the 
same manner the simulated iim sediment yield showed statistical improvements .The SWAT- AGNPS 11 mdel  
system showed abwlute remarkable lower values becasum AGNPS do not simulate channel msion. but a real 



comparison with observad results is actually difficult sin@ in Goodwin Crcck Watershed a domlnam +on of fine 
mated  is originated from channel or gully $OW that the two models did not simulate. 
Daily-storm W - p o i n t  d t c d  mhfdl data and the tested SWAT-AtrNPS ~ys tem msfd to be efidtnt for 
long term simulations mcauraging furhermore cornpasison in Merent wakmhdi, conddPing simulated and 
measured chemical loads and norm by Worm resullrr. The study suggests thad erosion and sediment yields (and 
nonpoint pollution) m&ls should take advantage of the recent availability of enriched &fall data (the forcing 
veuiable of the syfitem] in temporal r spatial &tails, to impmve thc amament of the m s  variables either 
ktween and during the -1 events, for a glhal improvement of simulrtticm results. 

Figure 5 - Yearly mewred total ninofljme sedimmnr ylvld and remits ofsimulailort with SWAT, SWA T-BRK dally- 
storm data, SWA T-A GNPSI md SWA T-A G N P W  

- . . BlmulmW flno SWAT BRK - .# - BlmulnWlln~SWATAGFIPB I 
# ' \ - *- 8Imuht.d Ilnn lWAT AONPS It 
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Abstract 

A set of spatially referenced regression models is currently being developed to relate water qual- 
ity in the Chesapeake Bay to sources of nutrients in the watershed and to factors that affect the 
transport of nutrients to the bay. Spatially referenced regression modeling is a statistical technique 
that uses spatial information to provide nutrient-load predictions that are more spatially detailed 
than those provided by other large-scale watershed models. Tho applications of the technique for 
the determination of total nitrogen in the Chesapeake Bay watershed are described, including the 
estimation of incremental (local) yields and the estimation of yields delivered to the bay. The 
model shows that areas that are most important to the delivery of nutrients to the bay are those 
that drain directly to large streams or those that are near the bay. Instream loss of nutrients is min- 
imal in both cases, thus enhancing nutrient delivery to the bay. 

INTRODUCTION 

Watershed modeling is commonly considered an essential tool for evaluating the sources and con- 
trols of nutrient loading to receiving waters. Watershed models provide a framework for integrat- 
ing the data that describe the processes and land-surface characteristics that determine the amount 
of nutrients transported by streams. Development of watershed models is a difficult task, however, 
because of the broad spatial and temporal scales that must be considered and the large amount of 
information that must be integrated. Funding, time constraints and available information com- 
monly limit the amount of spatial or temporal detail that can be considered by watershed models. 

The Chesapeake Bay watershed is one area of the Nation where watershed modeling is being 
applied to evaluate nutrient loading (figure 1).  Water quality and ecosystem integrity in the Ches- 
apeake Bay have been affected by excessive nutrient loading, which has resulted in the depression 
of QssoIved oxygen levels and the loss of submerged aquatic vegetation. These effects have 
impacted economically important aquatic species and have diminished the value of the bay as a 
recreational resource. 

Watershed modeling has been an important component of the effort to understand nutrient loading 
to the Chesapeake Bay and to develop management strategies for controlling it. The Chesapeake 
Bay Program (CBP) is a multiagency taskforce that has been charged with coordinating and man- 
aging efforts to restore water quality in the bay. The CBP has developed a hydrologic and water- 
quality model for the Chesapeake Bay watershed using the Hydrologic Simulation Program - For- 
tran (HSPF) modeling framework (Donigian and others, 1994). Applications of the HSPF model 





As an initial step in the development of SPARROW models for the Chesapeake Bay watershed, 
this paper describes an evaluation of the national scale model within the bay watershed. SPAR- 
ROW regressions are currently being developed using data that are specific to the watershed, but 
the national model provides a useful preliminary view of nutrient loading to the bay. Specifically, 
this paper describes the results of two applications of the national SPARROW model for evaluat- 
ing the important sources and controls of total nitrogen loads to the Chesapeake Bay. 

METHODS 

The SPARROW methodology consists of a nonlinear regression in which nutrient-load data are 
related to upstream sources and land-surface characteristics. Spatial referencing is accomplished 
by linking nutrient source, land-surface characteristic, and loading information to a geographi- 
cally defined river-reach data set that serves as a network for relating upstream and downstream 
loads. Nutrient inputs to each river reach include loading from individual sources within the 
watershed that drains to the reach and loading from upstream. Land-surface characteristics that 
affect delivery of nutrients to the reach are included by linking the relative amount of the specific 
characteristic in the direct drainage area to the reach. All of the dependent and independent vari- 
ables are spatially defined by point or polygon coverages that are related to the stream network. 
which defines the connectivity and allows predictions to be presented in a spatial context. Further 
details of the methodology are presented below; however, the reader is referred to Smith and oth- 
ers (1996) and Smith and others (1993) far a complete description. 

The SPARROW statistical model includes three types of parameters: source, land-to-water deliv- 
ery, and instream loss parameters. The basic form of the statistical model is: 

where 

L. = load in reach i; z 

n, N = source index where N is the total number of considered sources; 

J(i) = the set of a l l  reaches upstream and including reach i, except those con- 
taining or upstream of monitoring stations upstream of reach i; 

P, = estimated source parameter; 

s , = contaminant mass from source n in drainage to reach j ;  
n* J 

a = estimated vector of land-to-water delivery parameters; 

Z = land-surface characteristics associated with drainage to reach j; 
i 



8 = estimated vector of instream loss parameters; and 

T .  = channel transport characteristics. 
1,j 

The source parameters (P,) are included to determine the significance of individual sources in 
explaining the variation of loads among reaches. Sources considered in the national SPARROW 
model include point sources, fertilizer application rates, livestock production, atmospheric depo- 
si tion and nonagricultural land. Additionally, in basins where Ioad is monitored at some upstream 
location, the monitored load is considered an additional source with source parameter (P,) set 
equal to one. 

The land-to-water delivery parameters ( a) determine the significance of different types of land- 
surface characteristics for increasing or decreasing the delivery of nutrients from the land surface 
to the stream reach. For example, relatively large percentages of impermeable surface area might 
be expected to increase delivery from the land surface to stream reaches. Land-surface character- 
istics (Z j )  that were considered in the national SPARROW model include temperature, slope, 
stream density, wetland, irrigated land, precipitation, and irrigated water use. Delivery of point- 
source loads to stream reaches was assumed to be unaffected by land-surface characteristics, and 
the value of the delivery term ( . ( - u z l ) )  for point sources is set equal lo one. 

Estimation of instream Ioss paamcters ( 8 )  is important for relating upstream sources to down- 
stream loads. For the national SPARROW model, instream-loss parameters were estimated for 
three reach classes that were defined by discharge level. The classes were defined by the discharge 
intervals of less than 28 m3/s, between 28 and 283 m3/s, and greater than 283 m3/s. 

All dependent and independent variable data sets were compiled from published data bases. 
Nutrient-loading data were derived from water-quality data collected as part of the USGS 
National Stream Quality Accounting Network (NASQAN). Load estimates were generated on the 
basis of total nitrogen measurements from 414 sites, including 13 sites from within the Chesa- 
peake Bay drainage. Total nitrogen-source data were compiled primarily from published county- 
based data sets. Atmospheric deposition data, however, were generated through linear spatial 
interpolation of National Atmospheric Deposition Program (NADP) point measurements. Land 
sudace-characteristics data were compiled from a variety of spatial data sets. Some variables 
were generated from county-based information (for example, wetlands, fraction of irrigated crop- 
land). Others (soil permeability and slope), however, were compiled from the state- based soils 
data sets (STATSGO) (U.S. Soil Conservation Service, 1994) and published USGS data sets (tern- 
psrature and precipitation). AU dependent and independent variable data were compiled for calen- 
dar year 1987.or were generated to reflect conditions during that year. 

The network for developing the national SPARROW model is based on River Reach File I (RF 1) 
(DeWald and others, 1985) for model development and USGS hydrologic units for displaying 
model predictions. El is a 1 :500,000-scale. digital stream coverage h a t  is attributed with reach 
length and average stream discharge and velocity. This information is used to classify reaches into 
size categories and to calculate traveltime (reach lengthhelocity) for estimating in-s~eam loss 
rates. Nationally, RF1 consists of approximately 60,000 stream reaches, which includes 1,366 
stream reaches in the Chesapeake Bay watershed. Predicted total nitrogen loads and basin yields 



for the continental United States were illustrated on the basis of 2,057 USGS hydrologic "catalog- 
ing" units. For the Chesapeake Bay watershed, the scale of the basin units was refined by delineat- 
ing basin boundaries for each river reach based on a 1 -km2 digital elevation model (DEM). Basin 
delineation produced one basin unit for each reach, or 1,366 basins in all. 

Model parameters in the national model were estimated by applying a nonlinear least-squares 
algorithm to the equation above. The error term in the model is assumed to be multiplicative and 
the estimation algorithm was applied after both sides of the equation were converted to logarith- 
mic form. The robustness of the parameter estimates was evaluated by applying a bootstrap algo- 
rithm in which the model was repeatedly estimated based on subsamples of the load and predictor 
data. This procedure provided distributions of model parameters that could be used to evaluate the 
potential range of parameter estimates. Further details and results of the bootstrap analysis are 
described by Smith and others (1 996). 

RESULTS 

Regression Results and Par- 

Results of model estimation for the total nitrogen national SPARROW model are summarized in 
table 1. Fit of the model is good with an R-squared value of 0.87 and a mean square error of 
0.4544. Most of the independent variables considered were found to be significant; variables that 
were clearly not significant in exploratory regressions were left out of the final model. All para- 
metric estimates of total nitrogen source parameters were found to be significant, although Iive- 
stock waste production was only moderately significant (0.0632). All bootstrap estimates of total 
nitrogen source parameters were found to be highly significant. Three of the eight land-to-water 
delivery parameters were found to be significant by the parametric or bootstrap estimations. Tem- 
perature and soil permeability were inversely related to nitrogen loading possibly because higher 
temperature increases rates of denitrification and because higher soil permeability tends to shift 
nitrate transport to ground-water reservoirs. Stream density was implemented in the model in 
reciprocal form and is positively related to stream nitrogen loading because basins with higher 
stream density are expected, on average. to have shorter overland traveltimes than basins with 
lower stream density. Parametric estimates of instream loss parameters were highly significant for 
the two smaller stream-size classes. Instream loss rates are lower for larger stream sizes because 
larger (deeper) streams have less contact with sediment where denitrification is expected to occur. 

Analication of SPARROW for S~atiaI Nutrient load in^ Analysis 

To illustrate the benefit of spatial referencing, two applications of SPARROW in the Chesapeake 
Bay watershed are presented (figures 2 and 3). In both cases, total nitrogen yields are calculated 
by dividing the predicted load by the contributing area to calculate a per unit area load. Incremen- 
tal yield (figure 2 )  is the load generated by the area that drains directly to the reach without loads 
from upstream. Input to the reach is assumed to occur at &he middle of the reach and instream loss 
is calculated over half of the Iength to estimate loads at the end of the reach. Incremental loads 
provide an indication of the relative importarlce of local drainage areas to nitrogen loading and 
provide a common basis for evaluating source areas across the entire watershed. Incremental 
yields provide an indication of local influences on loading, but do not account for instrearn losses 



Table 1. Parameter estimates, probability levels and 
regression results for national SPARROW model 
(modified from Smith and others, 1 996). 

1 Model parametem Bootstrap Bootstrap . 
Coefficient P 

Nitrogen Sources (P) 
Point sources 0.4331 
Fertilizer application 1,439 
Livestock waste production 1.060 
Atmospheric deposition 6.538 
Nonagricultural land 16.71 

Land to water delivery (a) 
Temperature 0.0198 
Slope 
Soil permeability 0.0450 
Stream density 0.0244 
Wetland 
Irrigated land 
Precipitation 
Irrigated water use 

Instream loss (6) 
6, (Q < 28.3 m3/s) 0.3343 
&(28.3m3/s<Q<283m3/s) 0.1225 
% (Q > 283 m3/s) 0.0407 

Mean square e m r  0.4544 
Number of observations 414 

that occur as nitrogen is transported 
to the Chesapeake Bay. The effects of 
nutrient enrichment in the bay are a 
major concern and land-manage- 
ment agencies are seelcing tools for 
prioritizing areas for the implemen ta- 
tion of nutrient-reduction measures. 
If the bay is the primary area of con- 
cern, instream loss of nutrients is 
important because high local loading 
may become insignificant over dis- 
tance and with long traveltimes. To 
account for instxearn losses, "deliv- 
ered yields" (figure 3) were estimated 
by weighting the incremental loads 
by the instream loss that would occur 
over the distance from the end of 
each reach to the bay. Delivered 
yields provide a common basis for 
determining those areas in the entire 
watershed that are most important to 
the delivery of nitrogen to the bay. 

Figures 2 and 3 illustrate incrementaI 
and delivered yields by shading basin 
areas by yield class. Areas with high 
incremental yields include the New 
York part of the watershed, southern 
Pennsylvania, central Maryland. 
western Virginia and the lower part 

of the eastern shore of the bay. Causes of the high local loading in these areas vary by region. 
Agricultural sources (fertilizer application and livestock waste production) were important to the 
incremental yield in most of the areas mentioned, but especially in southern Pennsylvania, censal 
Maryland, and the Eastern Shore. In New York, agricultural sources were important, but atmo- 
spheric deposition was the primary source of nitrogen. Point sources are important in many areas 
of the watershed where there are large population densities, but of the areas in figure 2 with high 
incremental yieId, point-source loading is relatively high in the Scranton, and Harrisburg, Pa., and 
Baltimore, Md., areas. 

Comparison of figures 2 and 3 illustrates the importance of the instream loss that occurs as nitro- 
gen is transported to the bay. Most of the areas that had relatively high incremental (local) loading 
were much less important with respect to loading to the bay itself. Areas with the highest deliv- 
ered nitrogen loading to the bay include northeastern and southern Pennsylvania, parts of central 
Maryland and parts of the lower Eastern Share. Areas with high incremental yield and relatively 
low delivered yield include the New York part of the watershed and parts of central Maryland and 
western Virginia. The highest delivered yields are areas that drain directly to large streams or are 





areas of high incremental loading that are close to the bay. Areas that drain directly to large 
streams have less instream loss due to lower loss rates (table I), and for that reason those areas 
may be more important for delivery of nitrogen to the bay. Areas near the bay may be more 
important for nitrogen delivery because travel distances are short and the time for instream Ioss is 
short compared to other parts of the watershed. 
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INTRODUCTION 

Runoff leaving agricultural fields carries sediment and phosphorus 0) as nonpoint source pollutants. 
Millions of tons of sediment and nutrients (N and P) enter and degrade US. surface waters each year. 
Loss of P in runoff influences nutrient management strategies and has been associated with 
accelerated eutrophication in surface waters. Research and nutrient management guidelines 
presently focus on maximizing nutrient availability to meet crop nutrient requirements, while 
minimizing nutrient transport to reduce environmental contamination. 

Losses of P in runoff (water and sediment) are influenced by rainfall and soil characteristics and 
fertilizer application timing relative to rainfall occurrence (Edwards and Owens, 1 99 1 ; Smith et al., 
199 1 ; Edwards and DanieI, 1993; Truman et al., 1993; Pionke et al., 2 996; S harpley, 1 997). For 
regulatory decisions. estimates of "worst-case" runoff are oRen sought. Majority of annual P losses 
associated with runoff generally occur during one or two "extreme" rainfall events immediately after 
fertilirer application. As a result, an increase in time between fertilizer application and a 
rainfalllrunoff event reduces P losses in runoff, 

Models can be used to help select management alrernatives for reducing contaminant transport from 
agricultural production systems (Edwards et al., 1992; Leonard et al., 1992). For management 
questions, models are best used by comparing different alternatives in a relative manner rather than 
making interpretations based on absolute values or standards. Model output (annual totals, 
simulation period means, and single event amounts) due to precipitation patterns can be evaluated, 
especially P transport by surface runoff in relation to probability of or risks associated with ofY-site 
contamination and overall degradation of surface water quality. 

Improved understanding and estimation of amounts, rates, and forms of P associated with solution 
and particulate phases leaving agricultural fieids undcr different management and rainfatl scenarios 
is needed. This study utilizes a modeling approach to evaluate the effect of rainfall timing/mount 
and fertilizer source on P losses in runoff and associated with sediment and soil P build up with 
continuous land appIication of commercial fertilizer or poultry litter. 



PROCEDURES 

When applying models to evaluate P and sediment delivery by runoff, a representative record of 
rainfall must be chosen. However, no generally accepted guidelines exist to describe what length of 
record is required to accurately represent expected future patterns and extremes in rainfall. 
Obviously, the "worst-case" for P associated with runoff will occur when the extreme event occurs 
on the day of fertilization. Representative periods of record should include these extreme events. 

From expected recurrence intervals for rainfall of various amounts in 1 -d periods in south Georgia 
(Sheridan et al., 1979), a worst-case was defined in terms of 2, 10,25, 50, or 100-yr recurrence 
intervals assuming fertilization occurred immediately before these events, 

The G w  Model The GLEAMS (Groundwater Loading Effects of Agricultural Management 
Systems) model was developed by modifying the CREAMS model, (KniseZ, 1980) to evaluate 
agrichernical (nutrients and pesticides) losses in surface runoff and sediment from field-sized areas. 
GLEAMS was designed to provide relative comparisons among different management- 
climate-soil-chemical conditions. 

GLEAMS consists of four major components: hydrology, erosion, pesticides, and nutrients. We will 
not discuss details of the pesticide component since we are interested in runoff, sediment, and 
associated phosphorus losses. The hydrology component uses daily precipitation inputs along with 
soil and crop characteristics to compute soil-water-balance in the root zone. Precipitation is 
partitioned between runoff and infiltration using a modification of the USDA-SCS curve number 
method (USDA, SCS, 1 972; Williams and Nicks, 1 982). Water in excess of storage is routed through 
the root zone, and total amount of percolation leaving the root zone is calculated. 

The erosion component uses a modified Universal Soil Loss Equation (Wischmeier and Smith, 1978) 
for storm-by-storm simulation of rill and interrill erosion in overland flow areas (Foster et al., 1980). 
Sediment is routed with runoff by particle size (Foster et a]., 1985) which allows for calculation of 
sediment enrichment ratios and simulation of adsorbed agrichemical transport. 

The nutrient component (Krusel, 1 993) monitors nitrogen and phosphorus cycles and describes how 
management practices affect daily nutrient status in the soil root zone and that associated with 
runoff, sediment, and leachate. The phosphorus model developed by Jones et al. (1984) and 
Sharpley et al. (1984) was incorporated into GLEAMS, with one notable modification in the 
mineralization of organic P in animal waste. The P section of the nutrient component has algorithms 
describing mineralization, uptake, leaching, P in runoff and attached to sediment. Management 
alternatives include fertigation, application of animal waste as solid, slurry, ox liquid, and tillage. 

Input requirements for GLEAMS include daily rainfall volumes, crop and management parameters, 
intrinsic soil physical and chemical properties with depth, soil detachment and transport parameters, 
and agrichemical properties. Output data include runoff, sediment, and percolation mounts, and 
agrichemical masses in runoff, sediment, and percolation. 



In the simulations, fertilizer applications of a commercial fertilizer and poultry litter were applied 
to corn. Commercial fertilizer was applied in split applications: 1) at planting (56 kglha P), and 2 )  
45 days after planting (only N applied). Poultry litter (3% P and 2.5% organic P) was applied at 
planting at rates of 2 and 4 tonsiA (4.5 and 9 tiha). All fertilizer applications were incorporated by 
disking to a depth of 10 cm. A rectangular field of 4 ha consisting of a Cowarts loamy sand (Typic 
Kanhapludult) with uniform 4% slope with a single overland flow profile was assumed. Simulations 
were performed for a 50-yr period (I 939- 1988) using daily rainfall records from Tifton, GA. A 20-d 
planting window (March 20 - April 8) was assumed, and to enswe equal chance of fertjlizer 
applications on days preceding extreme rainfall events during the 50-yr period. 20 repetitive 
simulations were performed moving ahead the application 1 d. Output files were created for annual 
totals and daily mass and concentrations in runoff for the entire year after application. 

RESULTS AND DISCUSSION 

In this study, we used a modeling approach to address the following questions: I )  How does rainfall 
timinglamount and fertilizer source influence P losses in runoff (water and sediment)?; 2) What is 
the probability of having a certain size storm capable of producing runoff and sediment that 
transports a specified amount of P?; md 3) How fast does soil P build up with continuous land 
application of commercial fertilizer or poultry litter? 

Simulated P losses (k@) associated with moff  (soluble P, SP) and that associated with sediment 
(SedP) during a 50-yr period for 20 consecutive application dates are given in Table 1. SP losses 
for the 4.5 and 9 tonslha poultry litter applications were 1.4 and 2.5 times greater than SP losses for 
the commercial fertilizer application, whereas SedP losses for the same poultry litter applications 
were 2.7 and 5.3 times greater than that for the commercial fertilizer. Majority of P lost was in the 
SedY form. Annual P application rates for the commercial fertilizer and the 4.5 and 9 tonslha poultry 
litter applications were 56, 135, and 270 kg/ha, respectively. In terms of percentage of application 
over the 50-yr simulation, SF losses were 0.2 to 0.4%, while SedP losses were 25 to 29%. Range 
of SP and SedP losses were relatively s d ,  however, maximum and minimum losses did not 
necessarily occur for the same planting dates. Therefore, comparing only the twenty 50-yr annual 
means, application date was not important within the 20-d planting window. However, within each 
50-yr simulation, year-to-year variation was relatively large as indicated by coefficient of variations 
(CV) about annual means. CV values for commercial fertilizer and the 4.5 and 9 t o n s h  poultry 
litter applications ranged from 54-64,57-100, and 60-89, respectively. Year-to-year variation was 
caused by different rainfall amounts and timing relative to fertilization. 

The Gumbel extteme-value distribution was used to analyze annual P losses for planting (Julia) 
date 80. Probability plots (Figs. 1 and 2) in terms of "recurrence intervals" were produced which 
represent the average interval of time within which a value of specified magnitude will be equaled 
or exceeded, allowing point selection based on probability. 

Much of the variation in annual means of P losses can be explained by the occurrence of major 
storm events near the day of fertilization. P losses for selected individual storm events are presented 
in Table 2. These l-d storms were selected from a combination of 50 year rainfall records and 
different planting dates such that the event corresponded to the planting and fertilizer application 



date. Storm evctlt selection was also based on recurrence intervals expected for I -d maximum 
rainfall based on the 'analysis by Shcridan et al. ( 1 979) ('l'able 3). Rainfall events selected spanned 
the range from 2- to 100-yr recurrences. Results in Table 2 show that event SP and SrdP losses 
generally increased as indic idual storm size increassd. Exceptions were caused by different 
antecedent soil water conditions 1% hich affect runoff volumes (data not shown). ALSO, percent of 
total annual SP and SedP losses made up of the correspond~~lp evcnt losses increased ivith storm 
size. This was especially evident with SP losses. 

Agricultural prc3Jucel-s constantly seek answers to questions such as how much and for how long can 
they apply felt i lizer andlor poultry litter to row-crop land without causing excess nutrient build up 
in the soil andlor off-site contamination, especially with continuous Iand application of the fertilizer 
sources. Siruulated data representing P (PO,-PI build up in the 0-1 cm and 0-1 5 cm soil depths over 
a I O-yr period are shown in Figs. 3 and 4. As expected, P build up in the 0-1 cnl soil layer shows 
much variations with no apparent trend F i g .  3). The 0-1 crn soil depth is used by the GLEAMS 
model as an agrichernical source layer for agrichcrnicals transported in runoff (water and sediment). 
One would not expect P levels to reach elevated levels in this layer since many pathwdys exist for 
P to be removed from this layer (crop uptakc, runoff, ]caching). P acc~unulatiot~s for the 0-15 cm 
soil depth increased significantly over the 10-yr period (Fig. 4). For comparisons. soil test P 
(Mehlich I) levels (0- 15 cm soil depth) for the state of Georgia are defined as low (0-34 kg/ha). 
medirun (34-67 kglha), high (67- 1 12 kg/haj, and very high (> 1 12 kglha). Within the 10-yr yeriud. 
all fertilizer sources approached or exceeded the high category for soil P build up. The 4.5 tonslha 
poultry litter treatment extends well into the high range (max=90 kglha), while the 9 tonsha poultry 
Ijttcr treatment (max=170 kgiha) exceeds the very high category. Continuous application of 
fcrtilizcrs. especially poultry litter, can cause excess build up of P in a relative1 y short period of time. 
The 4.5 tomha poultry litter treatment reachedlexceeded the high soil P category within 4 to 5 yrs, 
while the 9 tonsha reachedlexceeded the same level within 2 yrs. 

Table 1 .  Runoff, sediment, soluble phosphorus (SP) and sediment-transported phosphorus (SedP) 
losses from 50-yr simulations covering the 20 planting dates. 

Fc.1-tilizer Sedi- SP SP SedP SedP 
Sourcc Runoff ment Tot. Range Men11 Range Tot. Rmge Mean Range 

cm t ka  --------------------------------- kg/ha --------------------------------------- 



Table 2. Phosphorus Iosscs from selected rainfall events (rainfall events werc selecled so that the 
day of the rainfall event was the s m e  as the planting date). 

Planting Evcnt  vent' Event Event Annual Annual O/o of % oi. 
Year Day Rainfall SP SP SedP SedP SP SedP 'I'otal SP Total ScdI' 

mm kglha ppm kglha ppm kg/ha kg/l~a 

Commercial Fertilizer 
1941 80 41 0.02 0.35 0.02 41.5 0.66 4.3 2.5 0.4 
1961 91 58 0.04 0,30 0.05 36.0 0.22 23.5 16.7 0.2 
1964 98 67 0.06 0.39 0.09 46.7 0.39 27.2 15.8 0.3 
1970 81 82 0.12 0.43 0.18 51.0 0.36 26.6 33.7 0.7 
1960 93 89 0.12 0.37 0.18 44.2 0.19 8.6 62.7 2.1 
1948 92 131 0.21 0.32 0.37 38.7 0.33 6.7 65.3 6.1 

Poultry Litter (2tlA) 
1941 80 41 0.02 0.50 0.03 60.6 0.13 1 1  18.1 0.2 
1961 91 58 0.08 0.65 0.12 78.1 0.50 69.3 16.3 0.2 
1964 98 67 0.1 1 0.67 0.1 6 80.3 0.20 74.2 54.5 0.2 
1970 81 82 0.20 0.70 0.30 83.4 0.45 75.9 43.5 0.4 
1960 93 89 0.20 0.65 0.32 77.6 0.25 24.0 83.3 1.3 
1948 92 13 1 0.37 0.56 0.64 66.9 0.46 19.7 79.5 3.3 

Poultry Litter (4 t/A) 
1941 80 41 0.05 0.99 0.06 118.7 0.22 19.5 21.3 0.3 
1961 91 58 0.16 1.30 0.23 155.7 0.86 136.2 18.9 0.2 
1964 98 67 0.21 1.33 0.3 1 159.3 0.44 141,1 48.0 0.2 
1970 81 82 0.39 1.39 0.59 167.2 0.94 146.5 42.0 0.4 
1960 93 89 0.40 1.27 0.62 152.7 0.49 49.1 82.9 1.3 
1948 92 131 0.73 1.10 1.28 132.5 0.96 39.1 76.0 3.3 

Table 3. Maximum 1 -d rainfall amounts for selected recurrence intervals at l'ifton. Gcorgia (Sl~cridnu, 
et al., 1979). 

Recurrence Maximum 1 -d Kainfal t 
Itlterval March Anri! 

Year mm mm 
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SP IN RUNOFF 

Figure I .  Gumbel extreme-value distributions of annual phosphorus losses (SP in runoff) for the 
inorganic fertilizer and poultry litter (9 tonslha). 

Figure 2. Gumbel extreme-value distributions of annual phosphorus losses (SedP in runoff) for 
the inorganic fertilizer and poultry litter (9 tonslha). 
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Figure 3. Soil P (PO, -P) build-up i n  the 0-1 cm soil depth for the three fertilizer sources sludicd. 
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Figure 4. Soil P ( PO,-l'? build-up in the 0-1 5 crn soil depth far the three feniliz.er sources 
studied. 



MODELING ON CLOSURE DISCHARGE OF THE MAIN STREAM OF TGP 

Hy Chen Songsheng, Senior Engineer, Bureau of Hydrology, CWRC, Wuhan, China; 
Zhang Xuecheng, Engineer, Bureau of Hydrology, YRCC, Zhengzbau, China 

Abstract: In this paper, the change tendency of flow discharge at the closure mouth section 
during river closure of the Main Stream of TGP is studied with applying conventional 
hydrological measurement method. It is dangerous and difficult to measure discharge at narrower 
closure mouth cross section along with the progress of closure of the main stream. However, as 
the process of river closure is continuously developed, the evaluation of the closure mouth cross 
section can be considered from trapezoidal weir or broad crest weir to V shaped broad-crest weir, 
V shaped weir. Based on submerged discharge weir formulation, the model reflecting the 
dynamic variation of the closure mouth cross section and its relation to calculating discharge is 
established in this paper. 
Key Words: TGP, closure discharge, caIcuIation, closure mouth 

RAISING PROBLEMS 

Research on cross flow motion factors variation is the fundamental target of closure hydrauljcs in 
the cofferdam construction progress of hydraulic project. Many valuable hydrological data have 
been obtained in the past cofferdam construction progress of hydraulic project. But some 
information could not be observed, so it is quite dangerous to measure discharge with applying 
conventional hydrological measurement method at narrower closure mouth cross section along 
with the progress of closure of the main stream. In this paper, for providing hydrological data 
used in the decision process of river dosure of the main stream of TGP, the closure discharge is 
simulated and cdculated after analyzing the possibility of obtaining analysis information under 
the difficult condition by applying the weir formula. 

GENERAL SITUATION OF TGP 

TGP sites in Sannianping of Yichang city of Hubei Province. The watershed area is 10 million 
km2 above the TGP dam site, and there is a middle-scale barrier island dividing Changjiang river 
into two forks at TGP dam site. The left fork is the maim stream channeI of Changjiang river 
and the right fork is called back river. At present, the vertical concrete cofferdam has been built 
at the middle-scale barrier, the back river has become as the pilot open-channel and water has 
passed. 
In the main stream channel, the width of upstream cofferdam closure mouth gets 460m and the 
width of downstream cofferdam closure mouth gets 540111. 

About the pilot open channel: The pilot open channel being the unique construction for flow 
diversion in the process of closure of the main stream is used as the flood passage and for 
navigation in the second stage progress of TGP. Design flow section is considered as lateral 
compound sectionlfigure 1 ). 



(4)Neglecting levee seepage discharge by caving while calculating water discharge at closure 
mouth. 

The hvdmulic characteristics of c l o s u r e u t h  rea* In closure process, flow diversion has 
been started at right pilot open channel. M o w  fiom Changjiang river flow toward downstream 
from the pilot open channel and closure mouth. When closure mouth begins to close, flow 
passing its section becomes neck current. Along with the closing progress, vertical and lateral 
contraction are taken place on closure mouth section and creating local energy loss. At the same 
time, parts of potential energy becomes as kinetic energy and flow state becomes as broad-crest 
weir flow state dong with higher flow velocity and smaller section. 
And flow on closure section becomes as three-dimensional flow along with the closing progress. 
Further, water body at cIosure mouth is divided into backflow area, turbulent current area and 
main current area by the action of the forward position of levee. BacMow is also formed at the 
middle site and downstream of the forward position of levee. 
After analyzing tbe hydraulic characteristics of whole reach in different closing periods, we 
determine to apply water balance and energy balance principles to solve flow discharges passing 
open channel and main canal and relevant other hydraulic factors such as water stage, velocity etc . 
The basic equations are written as follows: 
For water balance: Q o + Q m = Q d  

For energy balance: a=& 
Where Qo, Qm and Qd indicate discharges of open channel, main canal and dam site respectively. 
bZo and A&, indicate water heads between upstream and downstream of open channel and main 
canal reach respectively. 

The calculation on closure mouth reach: As showed in above paragraph, flow passing closure 
mouth has become as free flow, i.e., weir flow. The hydraulic calculation of weir flow is mainly 
about the magnitude of flow capacity. The condition forming broad-crest weir flow is: 
2.5<0/H<10, where cr indicates weir top width, H indicates weir top water head.ln this case, the 
jacking action of weir top thickness on flow has been becorned obvious.Because flow passing 
weir top is controlled by weir top vertical component, section passing flow becomes narrower 
and velocity becomes higher, so potential energy becomes lower with higher kinetic energy, thus 
water surface fding on closure mouth reach is formed with 1 0 4  energy loss creating as flow 
arrives at weir top in addition. If the downstream water stage is lower, flow over weir can take 
place falling in second time. But if the downstream water stage beocomes higher, submerged 
discharge can be formed with wider section. 
Here, water head loss is mainly considered as local water head loss and linear water head loss can 
be neglected with analyzing many experiental data. 

~ b c  basic eauatioa, of weir flow; The equation can be writern as: 
~ = ~ & r n b & & ~ '  

Where Q indicates discharge; Si indicates submergence ratio decided by submergence area and 
section shape factors etc. ; m indicates discharge coefficient being 0.30-0.33 if considering - 
lateral contraction effect; E indicates contraction ratio; br indicates the average water surface 
width of closure mouth(As showed in fig.2 and 3, for submerged flow, considering weir top 
water depth as downstream water depth, i.e., b ~ M h ~ + b ~ ;  for non-submerged flow, considering 



weir top water depth as criticaI water depth, Len, b,=Mhk+b,, if hk<h,, choosing h,); h, indicates 
downstream water depth from horizontal dumping bead top site; M indicates the side slope of 
cIosure mouth being 1,S; b, indicates the height of closure mouth bottom; H, indicates weir top 
water head. 

Figure 2. The schematic drawing of broad-crest weir submerged flow 

When closure mouth section is considered as trapezoidal section, hk is calculated by 
~ ~ ~ / g = W 1 ; ' / B k .  Where Bk indicates closure mouth water surface height corresponding to critical 
water depth hk, Wk indicates closure mouth section area correspon~ig to critical water depth hk, 
Q, and hk are both determined by trial method. 
When closure mouth section is considered as triangular section, hr is calculated by 

2 115 
h*=(z~;d-lgm - 

Figure 3. The schematic drawing of broad-crest wie section and non-submerged flow 

CALCULATION RESULTS 

According to above calculation method and conditions, calculation results of water stages, 
average velocities, the maximum point velocities, the maximum point discharges on various 
sections corresponding to upstream cofferdam mouth widths being 130m, 1 OOm, 80m and 50m 
for open channel. and main canal are showed in Table 1. (Notes: Suffixes a and m indicate 
average and maximum.) 
Table 2 shows cdculation results of hydrological factors for open channel when main canal is 
being closed completely in the closure progress of TGP. 



Table 1. Calculation results of hydrological factors fro open channel and main canal 
corresponding various widths in the progess of closure of TGP 

(1)B=130m 
-- 

Discharge at open main open channel open channel main canal 
dam site channel canal flow diversion ratio dam axis inlet 

Q 9 9 H Vw Vm V a  Vm Va Vm 
(m /s) (m Is) (m Is) (%) (m) ( m l s )  (mls) (mfs) ( d s )  (m/s) (m/s) 

Discharge at open main open channel open channel main canal 
dam site channel canal flow diversion ratio dam axis inlet 

3 P P I3 Va Vm Va Vm Va Vm 
(m Is) (m Is) (m Is )  (%) (m) ( d s )  (mls) (mfs) (mls) ( d s )  (mls) 

Discharge at open main open channel open channel main canal 
dam site channel canal flow diversion ratio dam axis inlet 

3 P P H Va Vm Va Vm Va Vm 
(m /s) (m Is) (rn Is) (%) (m) ( d s )  ( d s )  (mls) (mls) (m/s) (mls) 

- 
Discharge at open main open channel open channel main canal 
dam site channel canal flow diversion ratio dam axis inlet 

3 3 P H Va Vm Va Vm Va Vm 
(mIs) ( m f s )  ( m f s )  (%) (m) (m/s) ( d s )  (mls) (mls) (mls) (mls) 



Table 2. Calculation results of hydrological factors for open channel 

-- 
Discharge at open main open channel open channel 

dam site channel canal flow diversion ratio dam axis inlet 

Y P 9 H Va Vm Va Vm 
(m Is) (m Is) (m Is) (%) (m) ( d s )  (mls) (mls) (m/s) 

CONCLUSION AND DISCUSSION 

With analyzing above calculation results, we can conclude: 
(1)The hydraulic characteristics calculated for open channel, main canal and closure mouth reach 
in this paper are similar to results obtained by hydraulic test and simulation. 
(2)Calculated results of flow velocities for open channeI and main canal  are similar to observed 
values in 1997. 
(3)AAer main canal is closed completely, in contrast natural condition, water stage-discharge 

relation opposite curve for open channel moves up and approaches to natural condition. 
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EFFECTS OF WDRAULIC PROJECTE Ihl SAN-BUA REACH OF 
TEIE YELLOW RIVER TO FLOODS AND RUNOFF 

By Feag Xiangmiag, engineer, Hydrology Burnu, YRCC, Zhenghoy, China 

AbatrrrcLThe two multi-purpose reservoirs of Luhun and Wan can bagicalIy control 
the coming water from upper stream and can reduce flood peaks and flood wolume of the 
San-Hua reach. The effects of medium and small-sized reservoirs in the $an-Hua reach to 
floods are mainly function of retaining and storape and usually the function is small. 
Groups of medium small-sized reservoi~s have g r e q  influence to the peak Pischarge and 
runoff volume of an individual flood and smaller Xluence to an individual flood of 
continuous floods. 

The reach between Sanmenxia and Huayuankou (San-Hua reach for shd),with a area of 
41,600 cis one of mdn flood yielding areas of the lower Yellow River Up to the end 
of 1991,there are 509 reservoirs set up in the area. The reservoirs have changed the 
phsiogr~phic conditions of basin of the area, and then the hydrologic situ$oy is influenced. 

1 Basic condition of the raervoin 

All of the 509 reservoirs set up &om 1953 to 1991 in the area, there are two multipurpose 
reservoirs of Luhun and Guxian, 19 medium reservoirs ,147 small- 1 reservoirs and 34 1 
small-2 reservoirs, reservoir volume is 3409 million m3.~hlhe reservoirs hqve been set up in 
which year and the reservoir volume is shown in statistical table I .  

Table 1 The Statistics Of S torape Of Reservoirs In The San-Hua Reach xloUm 

The distribution oft he reservoirs in the area is very non-uniform. The res oirs of M a n  
and Luhun lie in separately Luohe river and the middle of its chime P" segment - Yihe 
river ,control drainage area are 53701rm' and 3492hn2.~edium sy-sized reservoirs 
situate mainly in the lower and middle of Luohe River and Q i i e  river, i. e, the reach in 
Yihe river between Luhun and Langmenzhen(Lu-Low reach for short),anq the reach in 
Luohe river between Chaagshui and Baimasi(Chang-B~ reach for short),and the reach in 

river between Runcheng and Wulongkou(Run-Wu reach for sbnt),as well as upper 
the Shanluping in the channel segment of Qinhe river. The four basins q e a  is ody 30% 
of Sm-Hub, there are 13 medium reservairs,95 small-l and 234 small-2 reservoirs, these 

Years 

1950-1959 
1960-1 969 
1970- I979 
1980-1989 
1990-1991 
1950-1991 

I 1  

Large sized Medium sized 
number 

1 

1 
2 

number 
2 
13 
3 
I 

19 

storage 

12.9 

12.0 
24.9 

storage 
0.3812 
2.5944 
0.8755 
1.0978 

3.9498 

$mall-1 sized 
number 

38 
58 
46 
5 

157 

I I Total 
stomp 

1.0378 
1.7366 
1.4614 
0.2190 

4.4518 

nmbr 
4d 
72 
49 
6 
1 

168 

storage 
1.41W 
17.228 
2.3329 
0.3158 
12.000 

33.3007 



are 68.4% and 64.6 and 68.6% in all kinds of reservoirs; the 613 million m3 for total 
reservoir volume is 66.7% in all of the reservoir volume. 

According to historical data statistics, the storm centre of San-Hua reach usually 
occw in the reach are four region as follows: Luanchuan . Luonan at the upper Yihc and 
Luohe River; Songxian,Yiyang and Xin'an at the lower and middle Yihe and Luohe 
river;Yuanqu,Balihutong in the reach between Sanmenxia and 
XiaoIangdi;Jiyuan, WuIongkou at the Iower Qinhe river. Luhun and wan reservoirs can 
control the first storm center, the groups of medium and small-sized reservoirs can control 
the second, the forth storm center. 

From the average annual flood peak discharge of the main control stptiop in San-Hua 
reach(see table 21, we know that annual flood in 1 950s are larger than other years in every 
station. Longmenzhen, Shanluping are 2.3 and 2.6 times of the average of years. Though 
this is related with precipitation, the effects of reservoirs are important. Fr~m table 2,we 
can see that the effects of the reservoirs to the controlled station of Lonpenzhen and 
Shanluping are more obvious than others. 

2.1 Effects of Iarge reservoirs to floods 

Table 2 The Average Of Annual Maximum Flood Of Main Control Statipn m3/s 

Lunhun and Guxian reservoirs are large complex use ones with flood protection mainly 
as wd! as irrigation ,power generation, water provision, fish farming etc. Reservoir 
storage are 1,290 millions m3 and 1,175 millions m\espectively. 

Years 
1950 - 1959 

Luhun reservoir was set up in August in 1965,thera are two larger floods on 8,8,1975 and 
on 8,1,1982.Flood peak discharge for reservoir inter station Dongwan were 4200 and 
3 500 m3/s,with subarea discharge formation reservoir inflow were 5640 and 5280rn3/s,as 
well as deign flood by the retwn period of in twenty years, after reserv~ir regulation, 
maximum discharge of outflow station were 1 170 and 890m3/s,the reducing rate of peak is 
79.2%,83.1%.The reservoir inflow flood includes two peaks in 8,1982.Tbe first peak 
discharge is 5280m3/s;by precipitation process for from Dongwan to Luhun formation; the 
last peak flow is 350h3/s,by the peak dischat k, thkte is a peak only in oliteow, and 1 maximum is ortly 890rn~/s.~urldg the ddod, i k sibrage of reservoirs reahhes 2,120 
millions snd is 57.3% of the total of indd+-3,?00 m3 

Longmenzhm 
3000 

Baimasi 
3040 

Heishiguan 
4290 

Wuzhi 
1360 

Wulangkou 
1370 

shanlupinR 
l03d 



Obviously, Guxian reservoir , may also decrease the upstream peak and charge like 
Luhun reservoir. With operation of the Luhun and Sanmenxia reservoirs in union, it can 
improve the level of the downstream flood protection .So the two large reservoirs in the 
area are important parts in downstream flood protection project system. 

2.2 Effects of medium and small reservoirs to floods 

The water discharge equipment of resenoirs in the San-Hua reach only have spilldoor and 
no control. So the effects of medium and small reservoirs to flood are mainly retaining and 
storage. The use of reservoir is connected with its storage. As the statistid qata of the 14 
medium and s d  reservoirs and the operation case of the ones since 1982,the half of the 
total storage can be regarded as the storage of the flood protection. 

in which Vm----storage of flood protection; A----the control area of reservoir. The 
capacity of interception storage Rm is connected not with flood protestioq storage, but 
with initial storage of reservoir If amount of antecedent influence raid@ I vuences the 
hitial st orage of the reservoir, 

where h---the maximum of Pa, normal Im=90mm 

So, after long-time arid and non-rain and before the first flood during flood season, there 
is no water in the resmoir, Pad,the capacity of interception is maxhpm; after one or 
two fIood(s),the capacity of interception reduces gmoothly; after serial floods or bigger 
floods, the reservoir is full basely, Pwh, the capacity of interce~on nears zero. 

In order to analysis and calculate, medium and small reservoirs in every regions may be 
regarded as a group of reservoirs. And use the proportion of flood protection storage of 
the reservoirs gmup and the area in the region to describe the m ~ w p  capacity of 

' 

retaining and storage. As calcutation, the capacity of interception of the respoirs up the 
Yhe Lulong reach and Danhe Sanluping reach is bigger. They are 33.2'md 34.Smm 
separately. But,thern of Luohe Changbai reach and Qinhe R u m  reach are smaller with 
20 4 and 12.9mm separately. This is same as the r e d t  of table 3. 

The influence of medium and small reservoirs to floods may also bs aqdysised with 
rainfall-moff relation. As the calculation of every rainfall's depth of runoff and the 
observation depth of runoff of the rainfall-runoff relation figure, before 1970,the deference 
of the two. The average is -0.4mm;aRer 1970,the cdcylated depth of runoff is bigger, the 
average is bigger 12mm,especially two floods "75.8","82.8" ,bigger 25.6 and 40.5mm. 
Ths is also same as the result fiom the table 2 basely. 

The table 3 i s  the calculated rainfall-runoff result of t h ~  three floods, R'c, is the volume of 
runoff not considered the influence of the reservoir by the forecasting figure. when the 



rainfall is P, the reservoir's interception Rr can be calculatd with the case 

Whrer Rm got with the case (2).The runoff Rc influenced by the reservoir is 

Table 3 The Calculated Ramfall-runoff Result In Lulong reach m 

Thetabb3 shows that: 

1 1 1 
Time 

v.mo 

75.8 

82.7 

82.8 

(1) Two floods "75.8"and "82.7",not considered the iduence af reservoir, The calculated 
difference R' of runoff is bigger. The reason is nmainly that the two flaodg ar the first one 
in flood season. The antecedent influence rmf+U amounts are 15.1 d 13.6 m 4 separately. It  is very arid. So, q e  capacity of intprception of reservoir is very big. As 
calculation, its depths of run& of interception are 27.6 and 28.2mm sqarptely, near its 
maximum of capacity of interception 33.2mm.Qnsidmd the effect of ae capacity of 
the reservoir's interception, the calculated Merenq of depth of runoff ieduws greatly. 

I 

Using the formula R'=Ro+Rr, the observed runoff depth @to) could restored to 
natural one p'), and be drawn on the relationship curve: R v , P a ) j u s t  as tle dot A' and 
By. The Figure shows that the simulation result A' and B' are better thrrr A gad B. It also 
shows that the innuence of the reservoirs is the main reason which th0 observed runoff 
depth is less than that in the past. 

J 7 

P 

198.3 

221.7 

109.4 

(2) For the "82.8" flood, the runoff depth (R'c) which the influence of reservoirs are not 
considered corresponds to the observed value (Ro) well. That indicates the influence of 
reservoirs is s d l .  This flood is the consistent one foUowed '82,7" flood; so the soil 
werc very humid Pa=81.4 nun, ig close to its msXi* 90 mm),md dl mpn reservoirs 
m e  111. 

It is worth mentioning, moderate and s d )  reservoirs can play great role in retaining flood 
for normal rainfd, but becau'se of the flood protection standard of these reservoirs are not 
high, and the management i s  not better, so the probability which increase the flood peak 

Pa 

15.1 

28.2 

3.2 

Rm 

73.4 

86.0 

90.9 

Ro 

73 4 

86.0 

90.9 

U n c o a s i w  

R'c 

99.0 

126.5 

83.0 

Restored Value 

R' 

101.0 

114.2 

90.9 

a 
25.6 

40.5 

7.9 

Cansided Resemirs 

Rr 

27.6 

28.2 

0 

RC 

71.4 

98.3 

83,0, 

AR 

2.0 

12.3 

7,9 , 



discharge rf the large storm will be met and the reservoir will be dam-break. Is not to be 
ignored. 

The influences of reservoirs to annual moff  are not obviously like those to flood 
mentioned above But the law which the building of reservoirs decreased the annual runoff 
of the basin is right. It may be seen fiom table 4 that: under the condition of the annual 
precipitation were very close, but the a n n d  runoff decreased progressively with rears. 
That illustrates although the precipitation is the main factor of forming nmoff, the reason 
which runoff decreased much more is chiefly due to the iduenoe of reservoirs. 
Reservoirs have be@ to affect m u a l  runoff at t 970s, this is identical with the time of 
building reservoirs. 

Table 4 The Statistics Of Precipitati~n 4nd Runoff 

Time 
HeishigpanCduahe River) 

P ( m )  R(x l0'mm) 

680.1 41.73 

653.5 35.48 

624.8 20.46 

678.8 29.9 

@e River) 

q x  1 oaY) 

16.16 

14.03 

6.15 

5.41 

4 Conclusion 

(1 The two multi-purpose reservoirs of Luhun and Guxian can basically control the 
wming water from upper stream and can reduce flood peaks and flood volume of the San- 
Hua reach. 

(2) The effects of medium and small-sized reservoirs in the San-Hua reach to floods are 
mainly function of retaining and storage and usually the function is small. 

(3) Groups of medium sd - s i zed  reservoirs have greater influence to the peak discharw 
and runoff volume of an individual flood and smaller influence to an individual flood of 
continuous floods. 

(4) The influence of reservoirs to annual runoff is very complicate0 , its i n fhma  
obviously began at 1970s. 
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RESEARCH ON PLOW CUT-OUTS IN THE W W E R  YELLOW RIVER 

By W mg Ling, Engineer, Hydroiogy Bureau, YRCC, Zhengzhou, China; t i n  
Yinping, Engineer, Hydrology Bureau, YIRCC, Zhengzhou, Cbina; 

Cbu Y ongwei, Engineer, Y RCC, Zhenphou, China; Cui Qing, 
Engineer, YRCC, Zhengphou, Cbina 

Abstract: The flow cut-outs in the lower Yellow River are becoming more and more 
serious since the beginning of 1990s. This has drawn much attention and concern from all 
walks of life. Flow cutarts have reflected the deteriorating situation cawed by the 
contradiction between supply and demand of water resources. It is one of the latest and 
most notable problems we're meeting ia development and regulation ofthe Yellow River. 
The Yellow River Comation Commission has given top priority, Some measures have 
been taken in order to deviate the bad effects that flow cut-cuts have brought, 
m w b i l e  we are making a good study of this phenomenon, looking into the causes, 
analyzing the effects so that we m y  adopt effective measwes to deviate the situation 
and bring it under cdm1.  

1.1 General Cirmmdamca 

In the past, the cut-outs of the lower Yenow River seldom taken place a m p t  damning 
the flow by SanlMenXia Project at ice period in 1960. Frequent cut-outs began in 
seventies. From 1972 to 1996 flow cutsut had takm place in 19 yews, by the average 
of four times in five y m .  M y z i n g  the observed data at Li fin station, 57 times flow 
cut-outs had t&mt place in 19 years, the total days were 682, by an average of nearly 
36days a year. Within them, the longest days was in 19% which occupied the time 3 7% 
of the whole yar. The Mes t  reach was in 1996, i,e.,683 km from the mouth to 
Chenqiao which occupied 87% of the whois length of the low reaches. 

1.2 Flow Cut-out Chmcteristicn 

From the statistic results, flow cut-outs characteristics include: in sixties and seventies, 
13 years, totaling 191 days experienced cutouts at Lijin station site by an average of 15 
days a yeat. b the 1990s, flow cut-outs has taken place six times in seven yews at Linjin 
station site, totaling 49 1 days, by an average 82 days a year, nearly five times longer than 
that of 1960s, 1970s. In general, flow cut-outs in the lower Yellow River start from the 
mouth toward uppa. The average length of cut -o~ is 242km in the 1970q 256km in the 
1 980s, and has come to 392km in 1990s. The positions which cutouts frequent are located 
near LuoKou station site. The annual average length (W 295h) is also at LuoKou 
station site. So the river reach from Luokou down wards is quite vuherable to cut- 
outs.8efore nineties, cut-outs were liable to appear in mid-April. En the whule year, cut- 
out did not last more than 3 months, usually in May, June, and July, n d y  occupying 
86% of the totd cut+& period. In the 1 990% cut-outs have been become earlier, about in 
mid-February. The cutouts in the whole year may last sts long as six months, e.g., in 1996. 
Flow cut-out period is extended from March to July, holding up 92% of the whole pAod. 



And flow cut-outs taken place is whole in June appeared in four years. In the 1970s, 
1980s, only when monthly average discharge at HuaYuanKou station was less than 
750m3/s, cut+uts would take place. But in the 1990s, even monthly average discharge 
increased to 1 100m3/s at HuahanKou station, cut-outs are still liable to appear. 

2.1 The poorer water ~wources in Yellow River are an important factor affecting 
fast growth of water demand. 

The most areas in Yellow River basin beiong to arid or semi-arid. The total area of the 
Yellow River basin is 795000km2, taking up 8% of China. The average naturd annual 
inflow is 58 billion rn3, only occupying 2% of the total in China. The average water 
commption per pason is 593m3, which is 25Ymf national avenge level. The average 
water use for one Mu cultivated land is 324m3, only t Phof the national average level. A 
lot of water conservgncy projects have been implemented since the founding of the 
People's Republic of C b .  3 138 Reservoirs at differat scales have been built on the 
branches and tributaries. The total reservoir capacity is 58.3 billion m3. We also have 
finished 9800 diversion projects; 23600 water-lifting worh and 378000 motor-pumped 
wells. 222 stations for water-lifting, diversing, conveying have been built up in the lower 
Yellow aver in order to diverse water to meet the demand of Hai River and Huai River 
areas. All these have provided the basic and fundamental facilities for development and 
utilization of water resources. They have played a very important part in pushing on 
social and economic development. 

From statistic rmLs, water consumption of the Yellow River for cultivating land, urban 
daily life, industries, md agriculture has been increased from 12.2 billion m3 in the 1950s 
to 30 billion m3 in 1990% roughly 1.6times. 33.4 billion m3 in 1989 made the highest 
record. At m i ,  the peramage of water resources utilization has e x d e d  50%, which 
is hi&, compared with many other large rivers at home and abroad as well. The 
regiod dihhtion of water utilization is: In the upper reaches, the annual water 
consumption has increased from 7.3 billion m3 in the 1950s to 13.2 billion m3 in the 
1990q 0.8 times. In the middle reaches, it has reached 6 billion m3in the 1990s from 3 
billion m3 in the 1950s, it is doubled. In the lower Yellow River, in the nineties the annual 
water consumption has wme to 10.8 billion m3 from 1.9 billion m3 of 1950s. The water 
supply of the Yellow River is mainly for agricultural higatioq which holds up 90% of 
the total water consumphon. The irrigation area depending mainly on the Yellow River's 
water has extended fiom 2 I .  04 million Mu of 1950s to 73.06 mil lion Mu in the 1990s. In 
the upper reaches, 12.2 million Mu in the 1950s has been increased to 19.73 milion Mu 
in the 1990s; in the middle reaches, 6.34 million Mu to 20 million Mu; in the lower 
reaches, 4.50 miIlion Mu to 3 3.34 million Mu. 

The fast-growing water consumption and pressing water demand for irrigation by the 
regions and areas along the Yellow River had made the contradiction of supply and 
demand fiom bad to wwse, and the Yellow River even poorer in water resources. This is 
the major reason accounting for the cut-outs. Espwidly, in the regions of the lower 
reaches, the total irrigated land relaying on the Yellow River exceeds 35 million Mu. 



There have 122 diversion works. The originally planned diversion capacity is 4000m3/s, 
excessively surpassing the water supply capacity of the Yelow River. In the 1990s, the 
water resources of the Yellow River terribly lack. The continuous dry climate often 
strikes the regions in the low reaches. So cut+uts are becoming more frequent, more 
serious day by day. In seventies and eighties, the scale of the cut-outs in terms of time, 
frequency and length were comparatively lower. However, in nineties, in order to 
alleviate the pressing situation mumi by water ddciency, the regions and areas in the 
Iow reaches begin to store water in winter. They call the Project " Store in Winter, Use in 
Spring". This has inevitably aggravated the tense situation even in non-irrigating seasons. 
This also accounts for the deteriorating cut-out: situation. 

2.2 Decreaging natural runoff amount and d e c w i n g  rainfd 

Statistics show that rainfall is decreasing along the Yellow River reaches fiom 1990 to 
1995. The anwd average tainfall fiom HuaVuuKou upwards is 388mq taking up 89% 
of the previous years' average level. In the re@ons Born HuaYuanKou downwards, the 
yearly average middl is 63 5.1 mm, ocatpying 93.4% afthe previous years' avexage level. 
In fifiies, the rainfall md runoff quantity of the Yellow River almost reached the average 
level of recent years. Their changes had seldom affected by human activities. So the 
practical tests and statistics of 1950s md 1 990s can act as a bdation for comparing and 
analyzing. 

2.2.1. The runoff at LltnZhou rtatjon 

The annual runoff mount of 1990s has reduced by 3.86 billion m3 compared with that of 
1950s. 2.67 billion m3 is lost, due to decreasing rainfall and vapouring. This does not 
include I .  19 billion in3 of additional water consumption for industries and agriculture.& 
a result of the regulation of the LonYang Reservoir and the LidiaXia Reservoir, the 
runoff amount of 1990s in non-flood seasons is increased averagely 4.07 billion rn3 
compared with that of 1950s. 

2.2.2 The nrnofll at BeKouZht~ station and water utilaation at hnHeQnJian 

The runoff of 1990s at HeKouZhen is reduced by 6.94 billion m3 , compared with that of 
1950s. This is mainly due to the fhw of 3.86 billion d lost at LanZhou, and additional 
water use of 3.08 billion m3 between L d h o u  and HeKou reach. Thanks to additional 
4.07 billion m' of water supply by the regulatin of the LongYan b m o i r  and the 
LiuJiaXia reservoir, and also additional 2.7 billion m3 of water consumption for industries 
and agriculture at LanHdQiuJian, so the wate discharge at HcKouZhen in non-flood 
sasons ( mainly in April) , has increased 1.37 billion m3 in the 1990 s compared with 
that of 1950s. But the water dischaqe at HeKouZhen in flood seasons hmrs decrased by 
an average of 8.3 t biHion m3 in the 1990s, campared with that of 1950s. This also has 
affected the sediment transport in the lower YeUuw Rivet: 

23.3 The runoff at HuaYuanKou atation am decmned by sn averaae of 19.45 
billion mSper year, compared with that of 1950% 



The middle reaches regions from HeKouZhen to HuaYumKou, the inflow is reduced by 
12.5 1 billion m3. This does not include 6.94 billion m3 lost at HeKouZhen. MI tiis we the 
results of runoff decrease in the regions of the middle reaches and fast-growing water 
consumption for industries and water preservation in the 1990s. on the base of statistics 
concern&, water consumption growth of 3.07 billion m3 in the middle reaches in nineties 
cornpetred with that in fifties is due to fast-growing water d w d  of industries and urban 
daily life. The reduction of 9.44 billion m3 is mainiy caused by little rainfall or some 
other reasons. 

In contrast to the runoff in the 19503, the annual runoff amount at HuaYuanKou station is 
reduced by 19-45 billion m3, among which 17 billion m3 is lost in flood seasons. The 
runoff reduction at HeKouZhen and HeHuaQuJian is 8.3 1 bidlion m3 and 8.69 billion m3 
respeetivety. In non-flood seasons, the water flow decrease is 2.45 billion m3, among 
others, tfie runoff at HeKouZhen increased by 1.3 7 billion m3, There is 3.82 billion m3 
water lost between Hekou and Hua yuanhu r e d .  

2-24 in the srtfs along the lower Yellow River, from Huayuankou domwrrrds, 
water eonsumption is growing verg fast in the 1990s in cm&rrst to tbrt of 1950s. 

The annual average increased water amount is 10.96 billion m3 among which, 8.15 biUion 
m3 is in non-flood season, 2,81 billion m3 in flood seasons. The above analysis results 
show that the runoff at I.ruayuankou station in non-flood seasons in reduced by 2.45 
billion m3 in the 1990s, compared with that of 1950s. the pate coasumption demand in 
the regions from Huayuankou downward is increased 81 30 billion m3. All this is the 
major reason accounting for the pressing situation of supply and demand of water 
resources and the frequent cut-outs in the lower Yellow River. 

23 Then wa$ no a mom unit integrated system for water resoumes reguIation and 
managemcut 

The Yellow River is the most important water resource for North China and northwest 
China. The development of tfie Yellow River bas played a major part in accelerating 
national economy and social progress of the provinces dong the river, At the present, 
different departments, different regions and different provinces respectivd y administrate 
some backbone engineering and large irrigation projects. There has not M unit regulation 
and management system, which closely and uniformly integrats the central administration 
with the lwd one. So it is quite dflicult to take the whole situation into consideration 
and plan accordingly. As there has no effective regulation and management for the 
backbone engineering and rnajor diversion works, so long as dry climate comes water 
resources wilt be in short supply, sometimes may even result in water waste. All these 
account mainly for the recent cut-outs. 

Water resources development and utiIization of the Yellow River have played an 
important role in boosting the economy of the provinces along the River. However, the 
limited water resources can not meet the fast-growing demand. Frequent cut-outs have 



brought tremendous loss to the regions along the reaches, especially to industries and 
agriculture. The bad effects may be brought upon flood prevention and ecological balance 
of the delta at the river mouth. 

3.1 The cut-out effects 

To date, the cities, which depend on water supply of the Yellow Rivet are Zhengzhou, 
Xnxiang, Kaifeng, Puyang in HeNan Province; Hew, LiaoCheng, Jinan, D d o u ,  Zibo,' 
BenzhmDongying in ShanDong Province, a h  the ZhongYuan Oil Field, a d  the 
ShengLi Uii Field. Some preliminary investigatioas show that industrid rrnd agriculturai 
loss ( including the loss of the Oil fields) brought by the cut-outs and water deficiency in 
the lower YeIlow Rivef during the 1972-1996 period is 26.8 billion yuan, by an average 
of 1.4 biilion yuan per year. In m n t i e s  and eighties, the amrud average loss brought 
upon industry and agriculture in the lower reaches by the cut-wrts is 400 million yuan, In 
nineties, the cutsuta have b w m e  more hous,  the annual average loss has reached 3.6 
billion yuan. A g r i c u b  loss bids  up 45.5% of the total loss. 70.42 million Mu of 
irrigated land is attacked by drought, reduction of output is 9.86 kg. Let's take 1 995 for 
example. LLitljin station expstienced three times of cut-as, totding 122 days. Luokou, 
Aishan, Smkou, Gaocuen, Jiahetan tation dso expienced cut-outs of respective 77 
days ,62 days, 52 days, 8 days and 4 days. This yea, 19 milljon Mu fields were stricken 
by draught in the Iowa Yellow River, The wtpztt: was decmsed by 2.7 billion kg. 
Investigation shows ht 300000 Mu r i c ~  fidds in Dongying, 1 OQOOO Mu in binzhou had 
failed to be transparted rice seeding due to water deficiency, 850 million m3 of water 
failed to be &versed into Dezhou, so wheat output was cut down by 3400 million kgs. In 
Puyang, due to the cutcout, wheat output was reduced by 6.14 milIion kg. 200000 Mu of 
rice fields failed to be transported rice seedin8 on time, the farmers had to plant some 
other wm instead of rice. h Dezhou city, water supply for daily life was drunk from 
12000Otons per day to 50000 tons per day. There had I39 factories that had to dose down 
or reduce their proddon. The economic loss is 600 million yuan per year. Dongying 
city and the Shedi Oil Field had the Pingyuan memoir to depend upon ( storage 
capacity is 484 million dl , but h a  to the long time cutar t ,  waer demand of 32 million 
ma was still in short for industries. Most of the h k e s  had to stop production. 
Economic loss had reached 960 million yuan. As the Shengli Oil Field lacked 2600000 
m3 water, its crude oil production was cut down by 300000 tons. In Dongying city, 
Binzhou a t y  and bzhou city, on account of the pressing shortage of water, 100000 
people had to be supplied with limited amount of water, at a fired time every day. The 
residents had to queue up at a public tap, waiting for their hares of water. This had 
distuw the residents' normal life and normal working and meanwhile brought 
maability to society. Cut-outs make great impact environmetltd miogy in m y  ways. 
And the effects would be gradud, potential and irretrievable. So we should take it 
seriously and attach geat importame to &.Runoff decrease snd cut-- of the Yellow 
River in non-fwd seasons will make impact on enviromentd ecology in the following 
two aspects; 

3.1.1 Water quality eovimnmeaf iar deteriormting 



Runoff amount of the Yellow River is decreasing, but the polluted and waste pouring in 
the Yellow River is increasing every year. And this has weakened the Yellow River's self- 
cleaning capacity. In 1993, waste discharge from citeis and towns along the reaches was 
increased 60%, compared with that in early eighties. The pollutants form the branches of 
the Yellow River doubled or even more. Formerly, the water flow from Tongguan and 
Huayumkou was g d  and clear, now , is becoming worsen and difficult to meet water 
quaJlty requirements. The most worrying thing is even when cutout come, sewage 
discharge is stit1 going on. For example, in June 1996, after 40 days' cutout near Jinan, 
the flow that people had long hoped for finally resumed. To their great disappointment, 
the water wus not so clear and sweet as they bad expected, the flaw was blackened, on 
which were floating white foams and dead fish, smelling foul and terribje. Evidently this 
was the r&s of w a g e  and polluted water discharge from the upper raches. In recent 
years, the kinds aad types of fish in the lower Yellow River are shrinking rapidb, some 
even to extinction. And this has close cofinectian with cut-outs and wata quality. 

3J.2 EcoIogicsl environment of the fiver mouth delta is becoming wonen 

Agricultural development zone at the Yellow River Delta is one of 6ve newly built 
gramits in China. It is also an important prutdon zone confumed by "China 
Protection Project for Biology Variety ". It owns the intemathnd standard wet land, water 
ecological system and ocan-coast ecologicd system. Because of tfte frequent cutouts in 
the lower Yellow River and nmaff decrease and sediment, agricultural development of 
this zone is badly dfected, and rulnerafrle to sea tide attacks and salinization, grass strip 
at the ddea w d d  be degenerated into saline strip. This is quite disadvantageous to 
grassland ecology and pmmmabIy give rise to biological resources decline and species 
composition c w s .  

3.2, Counte~menswtts bo ab la te  cut-outs 

3.2.1 IIb ceinfoae an unit -lation and management system tar water mources of 
the yellow River 

To date, diversion capacity of the Yellow River has far surpassed its water supply 
capacity in non-flood seasmi. With the economic development in the upper and middle 
reaches, water demand will continue to rise. Water quantity to the lower r&m will 
continue to decline. In order to made the greatest advantage of the limited water reswrces, 
obtain overdI b&is and alleviate cutouts in the lower of Ydlow River, it is 
indispensable to implement an overdl regulation system to control the total water mount 
and manage by different administrative levels. 

3.23 To adopt & d v e  meaauws and to economize on wrtcr 

many irrigation zones along the Yellow River were b d t  up in fifties and seventies. Due 
to a variety of reasons, the enginering standards were very low, conveyance systems 
were not very complete, and irrigation methods were out-of-date. At present:, the 
conveyance area of the total inrigation zone in the upper and lower Yellow River has not 



reached 20% of the planned goal. Some irrigation zones only have the main conveyance 
engineering without branches. Some even has not the key buildings on the main canals 
Some irrigation projects were finished some 30 years ago, seriously deprecatory and out 
of repairs. Investigation shows depredation percentage of the major irrigation zones has 
reached 28%42%, depredation percentage of the channels and canals is 3 8%-70%. Water 
resources have not been effectively utilized and waste of water is quite serious due to 
mismanagement. In some areas, irrigation water per Mu is high up to about 700 m', but in 
some other economical area, only 2OOrn3 per Mu. From this, we can see clw1y the water 
resources potentiality. 

h order to make p o d  use of the limited water resources of the Yellow River, prevent 
unnecessary waste, first: of all, we must attract more investment to imprwe save-on-water 
facilities of the irrigation zone. Water user, provinces and our government should make 
their own shares of investment contributions to accelerate the improvement of save-un- 
water technique and water conveyance facilities. Secondly, the nomptuitow utilization 
system for water resources shwld be implemented as soon as possible. Law in order to 
develop and utilize the limited water resoutces reasonatrly and economically should 
impose reasonable fees. Thirdly, the conhned prices should be reasonable, the diversion 
water should be well regulated. 

3.2.3 lb strengthen Scientific Rtsearch 

The factors that make great impact on development of the Yellow River are multiplex and 
compIicated. We should strengthen scientific researches, organize unified research centers. 
Some governmental departments concerned should organize scientific researches and 
made joint effects with l o 4  gaveroments to push on the development and utilization of 
the Yellow fiver. At present,we have a lot to do ia many scierrtific fields, for example, 
combination utilization of underground water and surface water, in some higation areas; 
implementation and population of sayeon-water mmmres; reasonable regulation system 
for water inflow in the regions fiom Satmenxia downwards m non-flad seasons; 
maintenance of the minimurn inflow to the sea ai river mouth areas. 

There are vast lands and rich in mineral remums in Yellow River basin. The whole area 
is one of country's most potential development mnes.Ou the long term vies point, in 
order to keep up with the social and economical deveIopment, to develop northwest 
China, to improve ecological enviromnent, and to wive the problem of water shortage, 
we should build up graddl y a big project to diverse the water of the upper ChangJiang 
river, to north China and meanwhile try our best to do a good job of save-on-water and 
reasonable regulsth of water. 

Address: Hydrology Burnu, YRCC, No.12 Chengbei Road, 
Zhengzbou, China 

Phone Number: 864371- 6303419 
Postcard: 450006 



A COMPLWRENSEVE SUMMARY ON THE STUDY OF FLOOD STOCHASTIC 
SIMULATION FOR THREE GORGES PROJECT 

By Xioug Ming, Hydrology Bureau of Changjiang Water Resources Commission, W'uhan, 
China; Ji Xuewu, Hydrology Bureau of Changjiang Water Resources Commission, Wuhan, 

China 

Abstract: -- In the planning and design of Three Gorges Project (TGP),to investigate the regional 
composition of design flood on TGP, the effect of proposed upstream (stem and tributaries) 
reservoirs on TGP, and the flood control benefit of Three Gorges reservoir (TGR) on midstream 
and downstream reaches, on the basis of existing short series observations and making use of the 
stochastic characteristics of flood variabIes, the flood stochastic models had been established 
separately for Yichang station or the representative station for Three Gorges damsite ,the 
intervening area from Pingshan to Yichang or above the damsite ,the intervening area from 
Yichang to Chenglingji or below the damsite ,and the intervening area from Cuntm to Datong 
including the damsite. The models used were many and varied as many as possible, in which 
both the autoregression model arid temporal disaggregation model for single site ,and also the 
autoregression model and spatial disaggregation model for multi-site had been used. Only by the 

establishment of these models ,can it be possible to work out the computation for the effect of 
cascade reservoirs on the design flood and the flood control benefits from flood control system 
formed by the reservoirs, dykes an d flood diversion or storing works which were difficult to be 
performed by the representative year method of design flood. A pragmatically conclusion. such 
as the effect of upstream reservoirs (stem and tributaries) after construction of projects on the 
inflow flood of TGR, and the significance of TGR on the reguIation of flood controt at 
midstream and downstream reaches had been found ,providing an important basis for the design 
of TGP. 

INTRODUCTION 

Long sbies of flood data will have a particular significance for the design flood analysis on TGP 
and the effect of TGR on midstream and downstream flood control system, However, due to the 
limited length of observed flood data series , the requirement of planning, design, operation and 
management of TGP can not be satisfied. the following methods are being used generally for the 
planning and design of ~e project nowadays: ( I 1 Measured representative flood year method ; 
( 2 Frequency flood year method ; ( 3 1 Measured flood data series method. 

The above three methods used for determining the design flood will all have some definite 
deficiencies .In recent years, with the aid of statistic trial method, although the data series is short, 
as applying the stochastic characteristics of flood variables, the flood stochastic model can be 
esrablished and the flood process of long series for single sire or multi site can  be simdated. By 
this me!hcd the deficiencies of short series and the complicated regional composirion czn be 



avoided, so this method will have a great future. 

In the design of TGP, the stochastic model method had been introduced earliest by Mr.Ding 
Jing ,Ji  Xuewu et, by whom the stochastic simulation of annual and monthly runoff for Yichang 
station on Changj iang river in 1984 had been performed. After that,the stochastic simulation had 
been gradually used for flood simuIation. in the study on stochastic simulation for the flood on 
TGP, a i m i n g  at the different purposes and demands, the flood stochastic models had been made 
separately for the Three Gorges damsite or Yichang station, the intervening area from Pingshan 
to Yichang or above the damsite, the intervening area from Yichang to Chenglingji or below the 
damsite, and the intervening area from Cuntan to Datong including the damsite. the models used 
were many and varied, in which both the autoregression model and temporaI disaggregation 
model for single site, and also the autoregression model and spatial disaggregation model for 
multi site were used. Only by the establishment of these models, can it be possible to work out 
the computation for the effect of cascade reservoirs on design flood, and for the flood control 
benefits from the flood control system formed by reservoirs, dykes, and flood diversion or 
storing works, which were difficult to be performed by the representative flood year method for 
design flood. The characteristics and applications of these models are described as follows. 

STUDY ON FLOOD STOCHASTIC MODEL FOR YICHANG STATION 

During the middle of eighties, in the demons~ation and design of TGP, using the temporal 
disaggregation model, making the first trial on flood stochastic simulation. Its specific thinking 
was the dividing the simulation of flood process into two parts, i.e. at first to establish m 
absolute stochastic model for max. 60 days flood volume on Yichang station and then resolve the 
60 days flood volume into daily discharge process by the disaggregation model. 

In the absolute stochastic simulation for the max. 60 days flood volume on Yichang station, it 
was suggested that the model parameter was preliminary estimated by matrix, and to be modified, 
then a biased corrected formula for the parameter of P-DI distribution had been proposed. In the 
correlative disaggregation model, to consider the bias characteristics of the data series, the 

equation set by Todini had been first used for the computation of stochastic figure on bias 
distribution. 

On Yichang station there existed the continuous daily mean discharge hydrograph in flood period 
and also the rich historical flood investigation data, in which the max. 30 days discharge 
hydrograph for 1870 extraordinary historical flood had been estimated. Undoubtly, these 
historical data was very important for the estimation of model parameter. Only by the continuous 
data series, can it be capable of establishing the model, so the following method of considering 
the historical flood had been proposed firstly in this study. 

At first, the disaggregation model was established base on the 106 years of measured flood 



process on Yichang station, with that model the data of flood process was extended for another 
723 years, together with the above 106 years of measured data and that of 1870 historical flood, 
giving a total length of 830 years continuous flood data series (Long return period).Using this 
data series ,the parameters for the model were estimated, Having the consideration of historical 
extraordinary flood information for the method of stochastic extrapolation, it will become more 
reliable on the estimation of model parameters. 

In the study,altogether,400 sets of flood process were simulated with a series length of 106 
years .After determining the mean value and variance of the main statistic parameters by the 
computation for each set and compared with the main parameters in historical series, it was 
deemed that the flood process on Yichang station simulated by disaggregation model was 
adequate, of which the accuracy was relatively high, and the simulated flood process wilI provide 
a certain reference value to the hydrological design of TGP.It was also considered that the flood 
stochastic simulation for Yichang station was a successful trial, and the frequency calculation 
was only a simplest special case for the stochastic simulation. 

STUDY ON FLOOD STOCHASTIC SIMULATION FOR 
THE INTERVENING AREA FROM CUNTAN TO DATONG 

In order to study the flood control benefit of TGP on the midstream and downstream Changj iang, 
a study on flood stochastic simulation at multi site for the river reach from Cuntan to Datong 
including the damsite was arranged. According to the foIlowing principles, the above river reach 
for flood simulation was divided:(l)Considering the demand on flood control 
computation;(2)Distribution of hydrometric sbtions;(3)Demand on interpolation of discharge 
process on interval area:(4)The division of river reach being as simple as possible. 

It was considered h the study that mostly the flood data series can not meet the need of normal 
distribution, but the statistic circle had provided a complete set of theory for the noma1 
distribution, therefore the flood stochastic variables of abnormal distribution were transformed 
into that of normal distribution, and then according to the theory of normal distribution, the 
manipulation was performed. This, after all, was an effective way of manipulation. In this key 
project, through a large amount of analysis and investigation, a perfectly new conversion method 
was advanced, and the convefiion equation was obtained as follows: 

in which, x is the original sequence; y is the sequence for normal distribution after conversion; 
is conversion exponent; a is the lower limit for the value x. 

The significant advantage is that if the value of lower limit is ensured to be smaller than zero, the 
ratio of CdCv will not be strictly limited and in general case the original sequence can be 



converted into normal distribution sequence. 

In this study, the simplification had been made on two ways for multi-dimension unsteady 
autoaggregation model. and the particle models applicable to Changjiang river (the large river) 
and reflecting the temporal and spatial characteristics of regional flood had been established, i.e. 
The multi-dimension unsteady autoregression model and the mixed regression model. The 
equation for estimating the least square parameter of multi-realities on steady autoregression 
model was derived, giving an equation for estimating the parameters of different lengths which 
wilI have the widely spreader value for application. Furthermore, the test on the steady field of 
parameter for the three order steady autoregression model selected was firstly performed, solving 
a difficult and unsettled problem on the steadiness of steady autoregression model that had been 
remained for more than one year. A universal form of considering the unsteady characteristics on 
autoregression coefficient for the mixed regression model was proposed, and also the equation 
for estimating the parameters of mixed regression model was derived. 

In performing this key project, a concept that the model and simulation result should be widely 
and comprehensively examined was suggested and realized, including:(l)The characteristics of 
residual error for the model;(2)The hydrological characteristics of simulation result;(3)The 
principle of a least number of model parameters;(4)The effectiveness of model application. 

The work amount of statistic for examination was seldom seen at home and abroad, especially, 
using the long series data of the control station on Changjiang stem creatively to make the 
comparison in the examination. the reasonableness and reliability of simulation result had been 
significantly tested and verified. It is shown by the examination that the simulated flood had 
reflected the main stochastic characteristics and the other characteristics of flood for this region; 
the adequate number of parameters; stable model; and the flood hydrograph comforting the 
inherent properties of natural flood. The verification by the experts firmly believed that this 
achievement had come up to advanced world standard, of which some parts were at the 
international leading position, which can be d e n  as the basis of computation on flood control 
benefit for Changjiang flood control system. There after, this achievement had been widely used 
in the computation on Changjiang flood control benefit, which gave a satisfactory result. 

STUDY ON FLOOD STOCHASTIC SIMULATION FOR THE INTERVENING AREA 
FROM PmGSHAN TO Y I C W G  OR ABOVE THE TGR 

A problem that whether or not the reservoirs on upstream Changjiang and its tributanies can 
replace the flood control function of TGP was proposed by some related experts, thus a research 
subject " The effect of constructed TGR and the upstream reservoirs on the inflow flood of 
TGR " was carried out by Hydrology Bureau of CWRC. To study this problem, three methods 
were used, such as regional computation method, frequency combination method. and stochastic 



simulation method. 

Some large size reservoirs which had played the flood control role, i.e. One reservoir on 
Yalongjiang river;two on Jinshajiang river, one on upstream Minj iang river; two on Daduhe fiver; 
three on Jialingjiang river; and five on ~ u j i h g  river had been planned to be constructed on the 
upstream river reaches of Three Gorges. Because the distribution of upstream reservoirs was 
scattered and each tributary had several reservoirs, of which the independent flood regulation was 
restricted by the limitation of data, as a result, a scheme of concentrated flood regulation for the 
reservoirs on each hbutary was adopted: i.e. The cascade above Jinshajiang was concentrated at 
XiangJiaba, controlled by Pingshan station; that on Daduhe and Minjiang were concentrated at 
Gongzui and Zipingpu, using the data at Tongjiezi and Zipingpu; that on JiaIingjiang was 
concentrated at Tingzikou, of which the data was used; and that an Wujiang was concentrated at 
Pengshui, the data at Wulong was used. The selection of flood stochastic model, the 
preprocessing of basic data and the estimation of model parameter were the same as that for the 
method of multi-dimension steady autoregression model introduced on the above paragraph. The 
following indirect method war used for determining the inflow flood of TGR. At first, a 
sufficient length of flood data series for each site intervening area was simulated by the 
stochastic simulation method, and then the simulated flood data series of each reservoir control 
station was routed along the river course to the downstream hilow stations of TGR, Cuntan 
(stem) and Wulong (tributary) stations, superposing with the simulated flood data series on 
uncontrolled intervening area, a long data series of inflow flood hydrograph for TGR was 
determined. If the flood process of each reservoir station had not been regulated yet, the result 
obtained will be the material reservoir infIow flood hydrograph of TGR as after superposition, 
and if it had been regulated, that reservoir inflow flood hydrograph will be the one being affected 

by the upstream reservoirs. 

The following principles shouId be considered for the flood control regulation of upstream 
reservoirs on stem and tributaries:(I)In accordance with its own flood control demands to make 
the downward releasing;(2)Guaranteed output of each power station itself can not be 
deteriorated;(3)Stepped regulation is adopted, and the flood control capacity reserved is divided 
into three steps for each reservoir (equivalent to 5%, 1 %, and 0.1% respectively);(4)Assuming 
that each reservoir is at the limit water level for flood control, as the inilow is Iess than or equal 
to the probable max. releasing discharge, the discharge released will be made as the same vdue 
as the inflow, as the inflow is greater than probable max. releasing discharge of flood control 
limit, the operation is performed by a method so called " cutting and leveling the peak " . 

It was proved by this achievement that there will be the effect on inflow flood of TGR after the 
construction of upstream reservoirs. Bebause the flood occurred time of each tributary was not 
the same, the amount was also not the same, the flood was regulated individually for each 
tributary, arid there was a function of inter-compensation between the reservoirs, resulting that 
for some reservoirs there was no flood to be regulated and for some there will be full filling 



causing the disaster, it was shown h a t  the reguIation function of the entire controlled area was 
not significant. As a result, a conclusion was given that there will be the effect on inflow flood of 
TGR after the construction of upstream reservoirs, but it will not be significant. 

In this study, the regional composition of flood upstream of Three Gorges and the effect of 
upstream reservoirs after construction on the inflow flood of TGR had been approached by the 
methods of flood regiod composition method and frequency combination method. The results 
obtained from the above two methods were consistent to that from stochastic simulation method, 
while the later had overcome the deficiency on the restriction of representative process on the 
above two methods, giving a possibility of solving the problem on the encounter of complicated 
flood composition, and it will be the method existing a great future for determining the stepping 
inflow flood of reservoir. By this method the problem on inflow design flood of reservoir was 

being studied for the first time at home and abroad. 

STUDY ON FLOOD STOCHASTIC SIMULATION FOR THE DAMSITE 
OF TGP AND THE INTERVENING AREA FROM YXCHAlVG TO CHENGLINGJI 

The major region for flood control on Changj iang is Jingjiang region on midstream Changj ing, as 
it relates to the inundation of 18 million mu of farmland on both banks of Jingjiang,~ he safety of 
more than 10 million people, and also the development of national economics. For this reason, in 
the flood control system on Changjiang,in order to investigate the flood control effect of TGP on 
the midstream and downstream Changjiang especially Jingjiang reach, a large amount and long 
series of flood data are required, including the flood hydrograph on TG damsite and the inflow 
hydrograph on the midsmam control station and on the reach above the flood control sites. 
According to the basic condition, and the demands on flood control regulation of TGP, the study 
on flood stochastic simulation for the intervening area from Yichang to Chenglingji was 
performed including the following seven stations and intervening areas such as Yichang; 
Xiangtan; Taojiang; Taoyuan and Sanjiangkou stations; areas from Yichang to Shashi and of 
Dongtinghe. 

Due to the complicated relation of water flow between Changjiang and Dongtinghe lake and the 
large amount of flood volume diverted and storage by the embankments on the intervening area 
from Yichang to Chenglingji, the flood routing will have been affected. According to these 
characteristics, the flood stochastic simulation for the intervening area from Yichang to 
Chenglingji was made by two steps. At first the total inflow at Luoshan was simulated by the 
steady autoregression model, and second, using the spatid disaggregation model, the total inflow 
at L u o s h  simulated had been resolved into each station or area. 

The model of total inflow at Luoshan was selected and determined as the four order steady 
autoregression model. The general form of disaggregation modei had been expended by multi 
site model, both considering the characteristics of even distribution between the total amount and 



the partial amount and aIso considering the correlation between each partial amount as the time 
delay ed=l 

The expending equation for estimating the parameter of disaggregation model had been 
derived. A great amount of examination had been made for model parameter and simulation 
result, by which the flood control effect of TGP on midstream and downstream Changjiang was 
determined. In the study two plans were adopted in flood control regulation for TPR: the first one 
was to use the compensated regulation for Chenglingji, and the second was to use compensated 
regulation for Jingjiang. 

It was shown by the simulated 6000 years flood process and its flood regulation result that for the 
plan of compensated regulation at Chenglingji, TGR will have a definite reduction effect on the 
flood in different frequencies. It can be seen from the case of long-term annual average, that as 
for the max. one day flood,l.212 billion m3 of water volume was reduced by TGR, convertion 

to water discharge being 14000m3/s.It can also be seen that the peak reducing ability was 
considerably great, and as the increase of time interva1,the amount reduced by TGR was also 
increased, but the percentage was gradually decreased from 23.7% for max. 1 day to 8.3% for 
max. 60 days, conforming to the regularity of flood control regulation. As for the meeting a 
thousand years flood, the peak reduced was only 81 million m3 or 7880m3/s of discharge 
converted. The reducing amount was less than that for long-term annual avarage, while the 
reason investigated was that a great part of capacity was filled by the compensated regulation at 
Chenglingji in the antecedent period, giving a disadvantage to the protection against the 
extraordinary flood. 

If the plan of compensated regulation at Jingjiang was adopted, as for max. daily value to meet a 
thousand years flood, the reduction range will be 3.089 billion m3 ,equivaIent to the discharge 
41 500m31s.~s the increase of time inteval, the reduction will be increased, but the percentage 
was decreased. It was shown by the result that this regulation plan will be adequate for protection 
against the extraordinary flood. Through the analysis on flood control regulation of TGR for 
simulated flood series, a conclusion that there will exist a significant effect of TGP on flood 
control of midstream and downstream Changjiang is given. Taking whatever scheme for flood 
control regulation you considered the flood regulating capability will be obviously existed in 
TGR for the floods of various frequencies. If the forecasting can be improved, the flood control 
effectiveness of TGP will be more outstanding. 

CONCLUSION 

The study on flood stochastic simulation for TGP plays an i m p o r i t  role in the planning, design 
and scientific research of TGP. In the entire preparation, both the single site fiood stochastic 



model and multi-site flood stochastic model have been investigated. The models includes steady 
autoregression model, mixed regression model and also disaggregation model tried. In the study, 
a great deal of new thinking has been developed, proposing some new methods, successhlIy 
solving a series of difficult problems, and advancing the development of stochastic hy droiogy . 

The utilization on the principle and method of historical extroadinary flood information in 
stochastic simulation for single site has been developed, while the historical extraordinary flood 
data will play a significant role in the estimation of parameters. 

The result is satisfactory that in the stochastic simuiation, successfully applying Bayesism 
statistic theory, the problem on uncertainty of stochastic figure has been considered. 

A wholly new conversion method for logarithm and exponent has been proposed, solving the 
problem on deficiency in existing conversion method, capable of converting the bias distribution 
sequence into normal distribution sequence under the condition that no limitation is for the ratio 
of Cs and Cv. 

The least square estimating formula, for steady multi-dimension autoregression mode1 
parameters under the condition of the multi-reality and the unequal length of the data at the site 
or the intervening area ,has been newly derived and proved to be effectiveness. 

It is the first time to use the stability theory for multi-dimension ARMA(p,q) model parameter, 
that the parameters of steady multi-dimension autoregression model established are within the 
steady field has been demonstrated, and the mathematics strictness for flood simulation is 
ensured. 

The method that the inflow flood of reservoir project is simulated by multi site flood stochastic 
model has been developed for the first t h e ,  to create a favorable condition for computing the 
effect of upstream reservoirs (stem and tributaries) on TGP. 

An estimation formula of spatial disaggregation model expended by considering the 
characteristics of one order correlation has been derived, improving the accuracy of model 
computation. 

Various examinations are performed widely and comprehensively on the simulated flood, of 
which the statistic work amount are so much and seldom presented in the documents at home and 
aboad. Especially, the check and examination are made intuitively by using the long series data 
on mainstream control station, effectively varifying the reasonableness and reliability of the 
simulated results. 



SIMULATION OF SELECTED RESERVOIR AND RIVER-DIVERSION OPERATIONS IN THE 
TRUCKEE RIVER AND CARSON RIVER BASINS, CALIFORNIA AND NEVADA 

by Glen W. Hess and Steven N. Berris, Hydrologists, U.S. Geological Survey, Ci~rson City, Nev, 

abstract; The Truckee-Carson Program was established in 1992 to assist thc U.S. Deparlrnent uF [he lntcriur ia 
implementing Public Law 101 -61 8. the Truclze-Carson-Pyramid Lake Waier Rights Sc~tlerncnt A ~ I  uE 19YO. An 
objrc~ivc nf the Truckee-Carson Progrdm is l o  build. cat ibrate, test, and apply in~erbasin hydrol~)gic. cr Impulcr mvdcls 
to suppcrrl clficicn! water-resources planning, management, and allucation. Flow-ruuliiig compuicr modcls 5imul;iting 
slorage and strea~nflow in the Truckee and Carson Rivers were modified to simula~e rescrvoir and rivcr-divcr\iun 
opcrarions for analysis of water-management scenarios. Examples of reservoir operations includc r c m r  oir rclcuscb 
b a d  on flood-contrc~l criteria and watcr-storage priorities; reservoir releases to meel agriculrur:il, rnunicip~l ant1 
industrial, and hydropower demands; exchanges of  water calcgorjes between reservoirs; anJ I-cr;crvait- rclcascs ((1 meet 
minirnllrn flow requirements for tisheries. Thcse models arc codcd wilh rivcr-di~~crsion operations I'or c s i j ~ i n g  
agricultural, municipal, and industrial tlcmands and diversion operations used tn t i l l  rcservoit's. Tbe abiIity to simul,lic 
alternilriv~ rrunagcnient scenarios and comparc simulation resulrs will Iiclp users understand effects of changes in 
rivcr/rcsen.oir apcrations, land use, water-rights transfers, and irrigation praciices on waler quantily throughout ihc 
Truckee River ilnd Carson River systems. 

An interactive computer program is being developed rn aid in rhc 11sagc of thcsc con~pre l~cn~ ivc  and data-inlcnsivc 
river-basin models. The program will servc as a user intei-fncr cnobling tlsers lo apply and analyze rcsults h i n  thcse 
cornplcx models in an easy and eflioienl manner. Examplcs a l  the user/tnodcl interface are ( 1 )  to select, mudify, and 
create a variety of model scenarios. (1) to run those various model scenarios, and (3) to ailalyz,e and comparc thc 
sirnutation results. 

TRUCKEE-CARSON PROGRAM 

The Truckee-Carson-Pyramid Lake Water Rights Scttlement Act was passed in 1990. al'lcr ~lcr.atfcs of liligrltion and 
ncgotiation. I he law provides a foundatiun Tor development of operaring critcria fur intcrstdtt. r~llucati~n uf watcs. 
Thesc i n t e r s ~ l e  allflcations are to meel demands for municipal, irrigation, fisheries and wildli re. and rccrcational uscs, 
as well as lo mect water-qua11 ty standards in the appmxi~nately 7,000-square-mile Truc kce R ~ v c r  ant1 Canon Rivcr 
Basins of eastern California and western Nevada (fig. I ). Thc Truckec-Carson Program of the U.S. Gculmgical Survey 
(USGS) is dssisling thc U.S. Department u f  the Inrerior in implcmenting this act. The progrum has  the rollowing 
objectives: ( 1) Consolidate streamflow end water-quality data from several agenc~es ~tl to a aingle data base; (2) 
Establish ncw streamflow and water-quality gaging stations for more complete u:iter-rcst~urccs information and morc- 
consistent support of river operalions; and (3) Build. calibrate, test, and apply inwt h ~ s i n  h j  drologic conlputcr tnodels 
to support efficient water-resources planning, management, and allocation. Hess (1946, 1997), Berris (19'661, and 
Berris and others (1996) describe the currcnt progress of  he Truchee-Cdrson Program o1)jcctives. 

WnROLOGlCAL SIMULATION PROGRAM-FORTRAN 

A computer model sirnulaling storagc, stream flow. and quality of the water in the Truckcc Rivcr and Cars~n Rivcr 
Basins and in the Truckee Canal: (fig. 1 ) is being dcvelopcd to help meet an objectivc of the Truckce-Canun Prugr;lm. 
The model. based on the Hydrological Si~nulillion Program-FORTRAN (HSPF; sec Bicknell and othcrs, 1 1~L17). 
simulates reservoir and diversion operations to aaalyze i~ltcmativc water-management scenarios. 

This papcr surnmal-i/.c$ somc of Ihc capabilities that were ;~rltlc~I to HSPF to sirnulare complex reservoir and rivcr- 
diversion operations in thc Truckec River and upper Carson R i ~ e r  Basins in eastern California and wcircrn Ncvn~ta.  
Reservoir operat ions incl udc rcleases based on flood-control criteria and waler-storage priorities; rclcaws to rncot 
inslream flow requirrmmls or agricultural, municipal and industrial (hl&I), and hydropower demands; 2nd ~.uctiangcs 
of waler categories between reservoirs. River-diversion operations arc I hc distribution of watcrs h:iscil on I q n l  
decrees thar gnvcrn the right to beneficial use of water established in accordance with the system of appropriativc w t c r  
rights.?- River-ditcrsinn t>pcrations includc diversions to mcct rlgricultural and M b l  Jcmands and operations uscd 10 
ti11 reservoin. In this hummary, simplified or isolated examples are used tu illuslralc spccific opcratiuns that can hc -- 

I A megory ul' wdter is 3 1 1 ~  block of water that i s  individually accuun~ed for in an obscrvcd trr sirnul;~ted water budget. A 
s~ngle  river, reservoir, lake, or diversion ditch may contain scversl categnries. W:kter within  a category inity have specific 
uwnership, such as "privntcly owned stored water," or have a designated use, such as "pcloled wntcr" (used In mect a minimum- 
Ilow requirement known as Floriston r i ~ t ~ s l  

Appropriative water rights such as lhosc lcgally recognized in rhe Nevada p:tn of rhc Carson River and Truckcc Rivcr 
Basins, are based nn the concept of "first in tlme, lirsl in right." Tlie first person to take a qu,dtnity of water and put i t  tu beneficial 
use has a higher priority of right than a suhsciluent npproprialive user. An appropriator usually is assigned a priurity date (date of 
establishment of n water right) that is s i p i f i c a ~ l  In relation to the dates assigned to othcr users from thc same source of water. The 
priority date is imponant when the quantity of ava11;lhle watcr 1s insufficient to meet all the nccds of legal users. 



Figure 1. Geographic and hydrolugic features of Ttilckcc Rivcr and Carson Rivcr Basins. 

HSPF was chosen to simula[e Truckcc River and Carson River reservoir and river-iliversiun operations primllril y 
because i t  can ( 1 )  simulate strcarnflow continuously over rime. including periods of storm runoff and low flows, (2) 
simulate streamflow at a variety of time steps, including daily and hourly, (3) simulale Ihe hydraulics of complex 
natural and man~nndc  drainage networks, (4) producc simulalir?n rcsults for many locations along a river and its 
tributaries, and (5) cilmpute a detailed water budget that accounts for inflows and divcrsions as wcll as different 
categories of water in the river and associatcd reservoirs. 

Use uf such comprehensive river-basin models to assess hydrologic scenarios of reservoir and diversion opcrarions 
requires advanced computer-processing capabilities. These advanced capahilitics facilitate the summary and analysis 
c ~ f  large volumes of input and output dntn. 

Thc interactive computer program GENSCN (GENeration and analysis of model simulation SCeNarios) was 
dcveloped by J.L. Kittle, Jr., and others (U.S. Geological Survey, written uommun.. 1 997). GENSCN aids the usage of 
the physically- and legally-based hydrologic models for the Truckee River and Carson River Basins. GENSCN ~I lows  
the modcl user to ( 1  ) select, modify, i~nd  create a variety of model scenarios, (2) run the various models, and (3) analyze 
and compare simulation results from m d e l  scenarios in a varicty of ways. 

HSPF SLMCnATIONS OF lUCSERVOIR AND RTVER-DTVERSION OPERATIONS 

HSPF uses condi tionnl logic3 to simulate operat ions. I n  the upper Truckee River Basin, seven dams are operaled 
upstrea~n fro111 the Farad gaging station (fig.]), a USGS site on the Truckee River, to augment water supply and to 
minimize tlood hudrds. These dams control watcr releases from Lakc Tahoe, Donner Lake, Martis Creck Lake, 
R.osscr Creek Reservoir, hdependence Lake, Stnmpedc Reservoir, and Boca Reservoir. These lakes and reservoirs are 

Conditional logic means that if ceni in  condltiotls are met, then certain actions are taken. Conditions that are evaluated 
during simulations include the lime ol' year; r e x ~ o i r  stage, reservoit storage, or volume of a given water carcgclry in a reservoir; 
streamflow magnitude at a given location: and fulfillment of water demands. HSPF models the operations by evaluating thcse 
conditions and simulating the des~gnsted actloo. 



operated according to complex regulations and legal decrees that speciiy conditions for the storage and release of 
water. HSPF models the reservoir operations by evaIuating the same conditions and simulating the designated action. 
In the upper Carson River Basin, ditch headgates along the East Fork Carson, West Fork Carson, and Carsl~r~ Rivers 
also are operated according to cumplrx regulations and legal decrees that specify conditions for rhe use of water. 

The f~llowing examples show results from preliminm HSPF simulations of reservoir and river-diversion operations 
for the Truckee and Carson Rivcrs, based on selected existing regulations and Icgnl ilerrees. These exarnples are 
intended on1 y lu illustrate how HSPF can simulate operations rather than to convey c i~ablc  or quantitative model 
results. 

d S t o r m  . . .  : Reservoir opcrationc use flood- 
control rritcria and storage priorirics. Flood-conlrol criteria are rules used to dclrmine when and how much wntcr 
must be r c l c ~ s c d  from rcscrvoirs to maintain reservoir flood-control space. Thcsc rulcs or operalion alio minitnize 
potential downstream flood danlagcs. Once flood-control criteria have been met. a complex set of rulcs, derived from 
the Tri~ckee River Agreement of 1935 and other legal decrccs, governs the priority for storage of water of a particular 
wnrer calcgory within each reservoir. Siorage priorities dirtate when and how much water a reservoir may impound. 
Conditional-logic capabilities within HSPF allvw the user to simulate reservoir operations based on the flood-control 
critcria and storagc priorities. 

Dnily reservoir elevations simulated by HSPF nn thc basis of  Proahcr Creek Reservoir flood-control critcria arc shown 
in figure 2. The span from August 7 to November 1 ~nc!udcs the spxc-drawdown period for flood control, during 
which the reservoir elevation is lowered to 5,7113.7 feet to allow stordgc mom for fall, winter, and spring inflows. This 
clcvation is maintained from November 1 to April 10 b) releasing a11 reservoir inflows. From April 10 lhrough May 
30, watcr storagc is based on rules governing mahimum daily storage Finally, from May 2 1 through August 6,  he 
rrscrvoir typically is operated more to mcet dournstrcam warcr demand> lhan to mainlain flood-control space. 

Dnily water storage for Donner Lake and Prosscr Creek Reservoir, simulated by HSPF on the basis of legally decreed 
storage priorities, is h o w n  in figure 3. Donner Lake has an earlier storage priority than that for Prosser Creek Reservoir 
and, thus, can begin storing water sooner. During April 3- 14, water volumc remains constant at rhe winler-capacity 
storage of 2,500 acre-feet at Donner 1,ake and 9,800 acre-feet at Prosser Creek Reservoir. On April 15, Donncr I-ake 
srorage begins to increase, while Prosser storage remains constant because of a later storage priority, which hegins 
April 20. 
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Figure 2. Prosscr Creek Reservoir elevations Figup 3. Donncr Lake and Prosser Creek Reservoir 
sitnulated on basis of flood-control criteria. water storage based on April storage criteria. 

e n o r  w e s  to Meet Demands: Using conditional logic, HSPF adjusts simulated releases from reservoirs to 
meet downstream demands, such as Floriston rates. Originally established by a Federal District Court decree in 191 5 
and revised in 1935, Floriston rates are minimum-Row criteria for the Truckee River at the California-Nevada Slate 
line and constitute the chief operational objective for the river. When flow rates (currently measured at the Farad 
gaging station. which is just upstream from the Slate line) meet Floriston rates, almost all downstream agricultural, 
municipal and industrial, and hydropower wnler rights are salisfied. According to the Truckce River Agreement of 
1935, when these rates are not met by the natural flow of the river, categories of water designated for Floriston rates 
stored in Lake Tahoe and in Boca and Prosser Creek Reservoirs may be released lo augment the natural flow in the 
river 



An HSPF simulation of how water btured i n  Lake Tahoe and in Boca and Prosser Creek Reservoirs cltn be released to 
attain Roriston ratcs for thc pcricld August through Oclnber is shown in figure 4. Simelated rcservoir rclcascs frorn 
pooled wnter compensate for nttd react to the variability of narural inflow to the Truchee River to approximale Floriston 
rares at thc Fnrnd gaging station. Simulated strenmflcrw at thc Farad gaging stalirln consists or rcservoir relcilsrs ( j ig .  
4) and natural, unrugulated inflow to thc Truckee River which are routed downurcani t o  the Farad gaging station. 

AUGUST SEPTEMBER OCTOBER AUGUST SEPTEMBER OCTOBEq 

EXPLANATIOH 
EXPLANATION 

Slrnulmted at Farad gaging r l t lon - Lake Tahoe pooled wmtsr (Tahoe-pooled) 
---*-*- Flortrton Rte8 0 -.. . Lake Tahoe axchange wrtmr a t o r d  In Prosser Creek 

R ~ S ~ W O ~ ;  (Prosrer-exchmngs) 
. . - . . - - . Bmm Remrvolr adverso-toeanal water 

( Bmm-adverse) 
@ ----. Bmm Remrvolr nonadversa-to-canal watw 

(Boca-nonadverse) 

Figure 4. Lake and rcscrvoir rclenses simulated to maintain Floristan rates at Farad gaging station. A ,  Sirnu latcd 
total now at Farad g g i n g  station compared to Floristan rates. B. Lake and reservoir releases necessary to ;Iugmcnt 
natural Truckcc River inflow. 

Natural, unregulated inflow to the Truckee River can he augmented by four categories at' p o l e d  water stored within 
Boca and Prosscr Ureck Reservoirs and Lake Tahoe to maintain Floriston rates. These ciuegorics are Lake Tiihoz 
pnnled water (hercattcr abbreviated Tahoc-pooled). Lake Tahoe exchansc watcr stored in Pmsser Crcck Rcscrvoir 
(Prorser-exchange), and two categories of Boca Reservoir water called udversc-to-canal (Boca-ndverse) and 
noni~dvcrse-to-canal (Boca-nonadverse). Under a complicated sct of provisiuns wilhin the Truckcc Rivcr Agreement 
o f  1435 and other legal decrees, orders of release to maintain Floriston ratcs are assigned to these uatcr ca~cgories fur 
dificrcnt conditions and timc period3 of a givcn ycar (fig. 4). 

If Fluriston rates cannot he ilchievcrl by natural, unregi1l:llcd inflow, Tahoe- pooled i5 thc first choice for rclcoxc on1 y 
ii' [he Lake Tahoc clcvrttion is less lhan 6225.5 feel. Hc~wzvcr, hydraulic properties of ihc outlet, in tcrms nf stage, mJy 
limit releasc rates from Lake Tahoe. Therecure. in lhis cxarnple, rcleases from Bocn and Prasser Creek Rescrvoirl, milst 
aiigmenl Trlhoc-pooled rcleases to mainlain Floriston rates. 

Wiltzr frvrn thc second category, Prosser-zxchaogc, may be released to augment releases from Lakc Tahoe. Although 
nnt for~nally addressed i n  legal decrees or regulations, the U.S. District Court Water M a m r  uurrcntly attempts 10 
mnsimi/e rccrealianal usc nf Prosser Crcek Rcscrvvir from April 1 through I,ab,r Day. Thcrcfore, in this cxat~lplc, 
Prosscr.-cxchange releases are madc, if possihle, on1 y frvm rionreureational storage in the rescrvclir to attain Floristun 
rales in the HSPF sin~ula!ion. Nonrccrcational storage in [he reservoir is that volu~ne id watcr in excess of 19,000 a m -  
feet, which is less important for recreational activities such as fishing, boaling, and swimming. HSPF simulntcs this 
contlition for  he rccrcational season by the release 01' nonrecreational Prosscr-exc hangc water, which has hccn 
assigned I he sccond highest order of release to maintain Floriston rates. 

The thinl watcr category Ibr release to maintain Floriston ratcs is Buca-adverse water. Boc.;i_ud\ crsc i s  thc firs1 25,000 
acre-feet of pooled water stored in Boca Rcscrvoir. Thercfore, as stomge of nonrecreationel Pmsscr-exchange watcr 
hccornes depleted (mid- August in this example), Boca-adverse water i s  rclcased. 

In  the model, Labor Day triggers a change i n  thc choice for releasc froin Boca-adverse water to rccrc:~tional 
Proswr-cxchangc water (iig. 4). Boca-adverse water relcascs are reduced tn zcrn while rccrcational Pru~ser-cxchiingr: 
watcr relcascs are increased to help achieve Flc>riston rates. As storage of  rccrcational Prosscr-exc-h;lngc wiitcr 
becomes depleted, Boca-adversc water i s  released ilgain. Finally, ar Bilca-adversc water hecumcs dcplctcd. 
Boca-nonridverse watcr is released. which is poolcd water in excess of the first 15.000 acre-feet. 



Pescrvoir Onerations Using Water Exchaaer; A commonly used opcwling method known as water cxchangc 
atlows rcscrvoir operators to meet multiple-use goals by (ransferring stored water from one rcsenvir to anothcr. In  this 
procedure, watcr is released from one reservoir in exchange for htornge of an cqual amounl uf watcr in another 
rt-rcrvoir. In effect, the water is moved ktwcen the two reservoirs, even though the rescwoirs Inay not be on the samc 
trih~~tiiry. 

The Tahoc-Prosser Exchange Agreement of 1959 specifies the operation of Lake %hoe and Prosser Crcek Reservoir 
in order to meet multiple uses. This agreement requires releases of water from Lake Tahoe to maintain a minimum 
instrcarn flow in thc Truckee River below the lake duri flg periods when water wnuld otherwise he stored and 
accernuliited for l a~c r  release. In exchangc, the agreemenl requires that an equivalent volume of  water bc stored in  
Prosscr Creek Reservoir lo compensate for the release from Lake Tahoe. Water stored in Prosser Creek Reservoir 
through this exchangc is then used as though ir  were Lakc Tahoe storage, and accounted for a s  a distinct water category 
callcd Prossrr-exchange water. 

FISPE' sin1 ulates this linked operation of Lake Tahoe and Prouer Crcek Resenfoir, as shown in figure 5. The agrwment 
requircs a minimum instream flow below Lake Tahoe of 50 cubic fect per second bztwccn Ortobcr I and March 31 
and a flow of 70 cubic feet per second for thc remainder of the year. In this simplified example, HSPF simulated the 
rclease of watcr frclm LakeTahoe to maintain FIorisron rates until May 15 and, thus, mct the instream-fluw rcquirement 
specified in the agreement. Therefore, storage of Prosset-exchangc watcr remained constant through May 24. After 
May 24. most of the water released from Lake Tahoe was no longer required for Floriston rates, so Lake Tahoe 
outflows could have bccn reduced to zero on certain days. Instead, the release from Lake Tahoc was maintained at 70 
cubic fccl per second. Storage of Prosser-exchange water increased after May 24 at rates corresponding to that fraction 
of Lakc Tahoe releascs made solely to meet the inctrearn-flow requirement. 

To modcl this exchange of water, HSPF determines the minimum-flow requirement for a given date, the present rate 
of release rrum Lake Tahoe. and the availability of releasablc storage in Lake Tiihoc and of storahle water in Prosser 
Crcck Reservoir. If the conditional logic specified for the model determines [hat an exchange should and can he madc, 
ihcn Lake Tahoc releases for minimum insiream flows are exchanged for Prosser Crcek Reservoir water and 
dcsiyutcd as Proaser-exchange walcr. The model must track the accumulation and later rclease of this h k e  'rahoe 
exclinngc water (siored i n  Prosser Crcek Reservoir) through timc. 

. . ivcrsion I ' ID .- The Alpine Dccree separalcs 
:C upper C",%'Rk'zr'8"a%%%~t!=-d au~%!!ksly with respect ro diversions. 
For lands within a segment, demand was tabulated according to (1) the consumptive-use du ty4 specified ns 4.5, 6.0. or 
9.0 acre-fcct per acre for agricultural demands and the net consumptive-usc duty spccifred as 2.5 acre-feet per acrc for 
M&I dcmands, and (2) the water-righted acreage (Carry Stone, U.S. District Court, written commun., 1993) using 
1995 rights. In HSPF, cach denland is separated according to priority date and the individual demands are groupcd 
accoi,ding to  thc dirch serving rhc lands. During the irrigation scason, HSPF, using conditional logic, compares flow at 
ihc upstream boundary of the segmeilr to the total amolmt of demands h a t  could be satisfied based on priority datcs. 
Thosc agricultural or M&I demands capdble of being satisfied under current flow contfitiolls arc diverted from rhe 
tnail~stcm Carson River lo ihe appropriate dirch. 

An HSPF simula~ion uf how diversion operations of the Carson River are wed to satisfy existing agricultural demands 
fur ~ h c  Buckland Ditch during April-Octobcr is shown in figure 6. For thc period from April to mid-July, flow is 
avnilahlc to salisiy all Buckland Ditch rights, which total about 23 cubic fcei per second. Thereafter, flow i n  the river 
dcclincs to a valuc ol' less than the amount required to satisfy all Buckland I31ch rights. Thus, h e  ditch diversion is 
rcduccd, satisl'ying increasingly fewer senior rights until late September, whcn nr, righls can bc served by prevailing 
Ilnw in the river. 

Bccousc at' flexibility in programming operations in HSPF, alternative Jema~id schedules can trc sirnulaled lo andlyze 
rlownsiream effects on thc Carson River. Ftw example, a watcr right of  492.3 scrcs (only a part of thc 838.3 acrcs of 
agricultural rights) served by the Mexican Ditch is  hypothetically converted fro111 agricultural tu M k I  usc. Becausc nf 
thc difrcrence between agriculturrll and M&I dulics (in this cast 6.11 and 2.5 acre-fcct pcr acre, rcspcc.lively), thc 
agri~.uitural diversion ratc decreases frorn 26.0 to 1 8.8 cubic feet pcr second during (he irrigation scoson from April 
through September. Thc downsueam effect of thc rcduced diversion on Carwn River flow near Fort Churchill fur the 
period frr)m July through October is shown in figure 7. The sitnulatic~n indicates thal ilnly about halF of  the rcsultiog 
1,700 acrc-fcc~ pcr year of water savings is realized at Fort Churchill. The remainder i s  eithcr consumed by lhe 
bimu tation of cons~~rnptive use by phreatophy tcs or UYCJ for irrigation by previously unsnlisf ed water-right holders 
hp~ween Mexican Ditch and Fort Churchill. 

Thc consumptive-use duty for agriculture 17 the total volume cjf irrigation water required tu mature n particular type ot' 
crop. The duty is the  mount af waler supplied to the land including lransmissic~n lvsscs from r l ~  mint ol'divcrs~on at thc rivcr to 
~ h c  headgatc. not the volume nf water actually ct~nsurncd by the plan~s. Thc consumptive-use duty for M&l has nu 
~ r a n h  -ti~s.;ion losses. 



The Alpine Decree specifically defines operations of the East Fork Carson River when flow is less than 200 cubic feet 
per second during the irrigation season. One-third of the flow is directed to the Allerman Canal and two-thirds of the 
flow remains in the river. Conditional logic within the model separates flow according to these rules. Daily diversions 
to rhe Allerman Canal simulated by HSPF are shown in figure 8.  For the period April 1 m lateJuly, Allerman Canal 
diversions are determined from operations based on agricultural demands. From lateJuly through September, when 
flow in the East Fork Carson River is less than 200 cubic feet per second, one-third of the flow is diverted inlo the 
A l l e m n  Canal. 
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Figure 5- Prosser-exchange water category in Prosser 
Creak Reservoir and Lake Tahoe release si~nulated on 
basis of criteria in Tahoe-Prosser Exchange 
Agreement of 1959. 
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Figure 7. HSPF simulation of changes to Carson 
River flow near Fort Churchill that would occur if 
a portion of the water in Mexican Ditch were diverted 
for municipal and industrial water demands rather than 
for agricultural use. 
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Figure 6. Carson River flow and diversion opera- 
tions, Buckland Ditch. A,  Carson River flow above 
ditch headgate. B,  HSPF river diversions using 
existing agricultural water rights to sirnulare flow 
in Buckland Ditch. 
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Figure 8. East Fork Carson River flow and diversion 
operations, Alleman Canal. A,  East Fork Carson 
River flow. B, HSPF river diversions using Alpine 
Decree rules to simulate flow in Alleman Canal. 



HSPF using conditional logic separates flow in the West Fork Carson River between segments in California and 
Nevada according to the Anderson-Bassman Decree rule of rotation. Weekly rotation takes place after June I ,  if river 
flow is not sufficient to satisfy all rights (that is, if flow is less than about 180 cubic feet per second). Daily flows on 
the Brockliss Slough in Nevada simulated by HSPF arc shown in figure 9. For the period June 1 to mid-June, Bow is 
adequate to satisfy all rights, and no rotation wcurs. From mid-June to late-September, when flows in the West Fork 
Carson River are less than about 180 cubic feet per second, weekly rotation between California and Nevada segments 
causes flows to fluctuate. Although not illustrated in figure 9, the rotation of the West Fork rights according to the Price 
Decree also i s  determined using conditional logic in the model. 

wr- to Fd1- Using conditional logic, HSPF can simulate river diversions to fill 
lateral reservoirs. The Alpine Decree allows the filling of Mud Lake during the nonirrigation season according to 
decreed storage rights. HSPF determines when and how much flow is needed to satisfy Mud Lake demands. Simulation 
of Mud Lake storage is shown in figure 10 for the period October 15 through December 31. On about December 20, 
Mud Lake has stored the legal limit of 3,172 acre-feet. For (he period December 20-3 1, lake storage remains constant 
except for a slight increase in storage due to localized precipitation and runoff lo Mud Lake. Similar logic, based on 
legal decrees, is used in filling Dangbcrg Ponds and ArnbroseUi Pond in the Carson River Basin. 

A. West Fork Carson River 
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Figure '1. West Fork Carson River flow and diversion 
oprratiuns, Bmckliss Slough. A. West Fork Carson 
River flow. B. HSPF river djvcrsions usine Anderson- 
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Bassman Decree rule of rotation lo simulate flow in Figure 10, HSPF simulation of storage in Mud Lake 
Brwkliss Slough. based on Alpine Decree. 

MODEL SCENARIOS 

A scenario is a unique set of water-managerncn~ crperatians, along with climate and physical characteristics, that 
si~nutate a proposed situation. A model scenario is defined by a coded input sequence (UCI tile) containing user 
specifications, d o h  regarding the river-sy stem configuration, and input and output time series, applicable legal and 
operational constraints; and physically-based parameters tha~ ~overn hydraulic or water-quality processes selected for 
simula~ion. After the model is run for a unique scenario, simulation results are stored as time-series data and are 
avaiiablc for analysis using GENSCN. 

An existing scenario may be activated by selecting it from a set of available scenarios. A "library" of commonly 
rey ucsted scenarios oITruckee River and Carson River mdels  is beneficial to users who have little modeling expertise 
with HSPF and details of the UCI file. 

Users with a moderate amount of modeling expertise can modify an existing scenario by varying the values of a variety 
of model specifications and parameters from an easy-to-use search and display feature. The user does not need to have 
specific knowledge of the format and structure of the UCI tile. GENSCN displays a set of specifications and parameter 
values from a UCI file in an interac~ive setting for modificntion. This feature includes the specification or paramelei 
namc. definition, and n m i r n u r n ,  minimum, and default (recomrnendd) values. 



Uwrs having considerable experience with the HSPF program and a working knowledge uT the structure and for~nat 
u f UCI files may edit the UCI file to create a new model scenario. Editiiig thc UCI file provides ~ h c  most Brxi bility tbr 
creating a custom scenario that may r~ut I= co~~~plctcly  similar to previously dcvcloped scenarios. 

Model SimuIatiorl; The activated scenario can be exccwed sinlply by selccting tlic sirn ubte uprian wirhin CENSCN. 
Thc progress status of a simulation i s  displayed on a window that indicates those operations and time periods that arc 
comple~ed. currently being simulated, and lef to be simulated. Oncc the simuiati~n is completed. users may analyze 
rbe rcsults of rr single run or compare (hc rcsulrs of twc or more scenarios. 

Analvsis of S- GENSCK facilitates the sclectinn and analysis of potentially large volumes of outplbt 
data for the user afrer rhe simulation j5 complcte. Thrcc criteria (constiruent. location, and scenario) arc used in 
GENSCN ta sclcct thc data to be analyzed. Data selected can range from al l  conslituents at  all loca~ions for all 
sccnarius to rhe smallest subset, such as observcd stream temperature at a single gaging station. The user chooses the 
type nf analy sis to apply to the data sclected. Tables, pluls, and sraristical anal yws may be viewed cln the display screen 
or printed as uutput f les. In addition to these functions, the uscr inlerface can track water ownership in reservuirs and 
in river segments. Through animation, the user can view where, when, and how long critical thresholds arc cxceeded 
for any walcr ownership anywhere in the river syucrns. 

OTHER MODELS UNDER DEVELOPMENT 

Thc Truckcc River and Carsan River apcratiunf model i c  jwsl onc modular component in  a comprrhenbive computrt- 
modeling system being developcd by rhe USCS Truckec-Carson Program. The modeling system in~egrales data 
manageinen1 and analysts (Bohman and others. 1995) with the basin-operations model including reservoir n ~ r a t i o n s  
and physically - based hydrologic models that simulate flow, stream temperature, precipitation-mnoff ruliilians, and 
selected water-quality characteristics. The modeling system, uhen calibrated and tested, will provide lhe toola 
necessary for modelers, as well as uf6cials responsible For wotcr-related policy, to examinc many intcrrel:~~cd 
hydrolugjc and resources-managcmcnt issues for the two river basins. The ability to simulatc ;dLernalive management 
scenarios and compare the simulation results will help users understand the et't'ccts of changes i n  river/rcscrvoir 
operations, land use, water-rights transfers, and irrigation practices on water quantity and quality ~hrnughout the 
syftcm. 
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APPLICABILITY OF DECISION SUPPORT SYSTEM FOR RESERVOIR 
OPERATION IN TAIWAN 

By Wen-Cheng Huang, Associate Professor, National Taiwan Ocean University, Keelung, 
Taiwan; Fu-Ti Yang, Graduate Student, National Taiwan Ocean University, Keelung, 

Taiwan 

Abstract: -- - A user-friendly decision support system (DSS) for reservoir operation was 
introduced. The DSS model has been applied experimentally to the main reservoirs in Taiwan. 
Tn this study, the largest reservoir in southern Taiwan, the Tsengwen reservoir, was chosen to 
prove the applicability of the DSS model. The handy DSS was set on user-friendly computer 
interaction with Microsoft Excel in Windows system. 

INTRODUCTION 

In Taiwan, the total annual surface runoff is 67 hn3lyr, of which 78% comes from the wet 
season (from May to October) and only 22% is available during the dry season (from 
November through April). Meanwhile, the total water demand is approximately 18 km3lyr. 
Taiwan uses almost 77% of its withdrawn water for irrigation, about 14% for domestic water 
supply, and about 9% for industry. If adequate water is not available, demand will be reduced 
by rationing among water users. Due to uneven distribution of water resources in Taiwan, 
droughts and floods frequently occur every year. A reservoir thus plays a very important part 
to retain excess surface water flows from wet season for use during the dry season. The Water 
Resources Bureau (WRB), the water authorities of the Republic of China, intends to develop 
a decision support system (DSS) used friendly and understood easily to assist the authorities 
for operational guidance of reservoirs, especially for use during periods of drought. The 
purpose of this paper is therefore to describe the framework of the DSS for application to 
reservoir operati on. 

STRUCTURE OF THE MODEL 

Suppose that the average 10-day-long surface runoff in period t is of a continuous random 
variable, the exceedence probability of X exceeding or equaling a specific value 9,) in period 
t is 

Pr [X L x(,J = d ( n +  1 ) (1) 
where 

X = reservoir inflow, a random variable in period t 
x(,, = a possible value of X, the mth largest observation 
n = total number of observations 

For a given inflow hydrograph with identical exceedence probability, a sequence of reservoir 
storage variation over a time space with ten-day time increment can be determined. The 
performance will show whether or not the water demand for each user is fulfilled. Reservoir 
operation obvjously varies with different exceedence probability of inflow. The effects of this 
probable reservoir operation as time goes along may be examined according to the 
information provided by the DSS. If the operation indicates water shortage occurrences at any 
time of the year, then water demand for water users must be curtailed in advance to mitigate a 
probable drought loss. The amount to be reduced is 'up to the decision makers with specified 
values of rationing coeficienl. Resides, the reser~oir operation will be updated even, time 



increment. As a new observed inflow is obtained, the decision support system repeatedly 
activates its procedure to suggest suitable reservoir operating policy for the future. 

Optirnimtion models are studied mostly for planning purpose and often discarded because of 
a gap in existence between theory and practice on the real-time reservoir operation (Yeh 
1985). In practicd use, rule curves derived from simulation model are mostly used for 
reservoir operation in Tairvan. The reservoir operators prefer to use rule curves rather than 
optimization models due to its simplicity and reliability. The operation rules identify the 
storage zones associated with a certain operational behavior. In this research, a helpfuI 
decision support system for real-time long-term reservoir operation on the basis of 
exceedence probability of inflow is proposed here. The DSS providing mom information 
would be a very useful booster to the authorities about how to adjust the operating policy. 

It is anticipated that the developed DSS on real-time reservoir operation has the functions: (1) 
to provide available data such as the reservoir characteristics. inflow, water demand of each 
user in each period, (2) to examine the present status of reservoir storage and inflow, (3) to 
analyze the outlook of reservoir operation on the basis of varying exceedence probability of 
inflow, (4) to leave option to users for water rationing as drought happens, (5) to demonstrate 
results with useful tables and figures. 

In accordance with the specified functions, The framework of the decision support system on 
real-time reservoir operation is shown in Figure I .  It shows an interaction between the user 
and the DSS while the reservoir operation is being executed. The worksheet of rhe DSS 
consists of three units: (1) database including the area and volume curves versus water level, 
rule curves, evaporation, exceedence probability of inflow, water rights and demands of each 
user over time, present inflow and reservoir storage, (2) data analysis including the reliability 
of specified water demand over a time space of a year with ten-day increment, current 
situations of inflow and reservoir storage, real-time reservoir operation, drought mitigation, 
(3) result output through a printer. The DSS was installed on user-friendly computer 
interaction based on Microsoft Excel for Windows system. As demonstrated in Figure 2, for 
example, the worksheet displays useful functions included in the DSS for the Tsengwen 
reservoir. Reservoir operatiors can easily key in the date where the operation starts and the 
actual reservoir storage and inflow at that time, then use the browser to pick any specific 
function encoded by Visual Basic. 

Work on reservoir operation is usually repetitive and troublesome. For a handy decision 
support system installed in computer, a user-friendly interface is required to boost the system. 
Visual Basic is a programming language originally developed by Microsoft to assist 
programmers with a quick and easy way of developing Windows applications. It is an event- 
driven programming technique. Based on the integrated development environment provided 
by Visual Basic, a user interrace can be created quickly and easily. Then a code to respond to 
specific events occurred as a result of user input can be written. Coupling with Microsoft 
Excel software using its powerful macro language for applications, a handy decision support 
system on reservoir operation can be defmitely interesting and comfortable to reservoir 
operators in using the model. Detailed information on using Excel Visual Basic can be found 
from extensive books published by Microsoft Corporation (Microsoft 1994, 1995; Jacobson 
1 994; Wexler and Sharer 1992). 



APPLICATION OF THE MODEL 

Brief -- Introduction: - - To examine the applicability of the developed decision support system 
for long-term real-time reservoir operation, the experimental DSS model has been applied to 
several large reservoirs, e.g., Shihmen reservoir in northern Taiwan, Techi reservoir and Sun- 
Moon Lake in central Taiwan, and Tsengwen reservoir in southern Taiwan. In this study, the 
operation for the muItipurpose Tsengwen reservoir (Figure 2) was introduced, the largest 
reservoir in Taiwan. Average annual rainfall of the area is 26 12 mm corresponding to annual 
runoff 1.2 km3, of which 90% comes from the wet season and only 10% is available during 
the dry season. Severe droughts often occur provided that insufficient water is available in the 
preceding wet season. It is thus important to have a handy DSS for real-time reservoir 
operation about how to coordinate water, particularly during periods of drought. In addition 
to the rule curves presently used as operating policy for water allocation, the developed user- 
friendly DSS intends to provide more heIpful information to reservoir operators. The 
reservoir with a catchment area of 48 1 kmz is located at the upper reach of the Tsengwen 
river and about 60 km northeast of 'rainan city. The reservoir capacity is 708 million cubic 
meters (MCM) with allowable maximum release of 9,470 m31s. Its primary purpose is to 
detain excess water from wet season for use during the dry season. I t  furnishes water to 
agriculture (irrigation area 67,000 ha). municipality (400,000 m3/ day) and industry (70,000 
m'lday). Of the water rights, agriculture holds 86%, domestic water supply has 11.5%, and 
industrial use only owns 2.5%. There is also a hydropower plant with 50,000 KW installed 
capacity. Aside from typhoon-borne floods, water through turbine is diverted to the Coral 
Lake, a small reservoir with storage capacity 84 MCM, and 6 km downstream from the 
Tsengwen reservoir. The active storage capacity of both reservoirs equals 693 MCM. 

Cases of Real-Time .- Operation: Applicability of the real-time operation of the developed 
DSS model was tested with reai&orld cases. Prior to operation, the essential data installed at 
the database are required, such as the historical inflow ranging from 10% to 95% of the 
exceedence probability and water demand. The reliability of specified water demand over a 
year with ten-day increment clearly indicate that inadequate water is available during the dry 
season, particularly from January to April. This is due to the fact that irrigation for paddy 
fields requires more water throughout the growing season. So, the Tsengwen resewoir plays 
an important part on the regulation of water flows. The rule curves currently used at the 
Tsengwen reservoir have four storage zones in each of 36 periods within the year. Excluding 
mne A (the highest one for flood control), the reservoir storages within zone B, C ,  and D (the 
lowest one) correspond to the release policy k=k,,,=k,=l.O), (k,=0.8, k=1 .O. k,=1.0), and 
(k,=0.5, k,,,=0.8, ki=0.5), respectively. And the parameters (k,, k,,,, k, ), express the ratio of 
water rationing separately for agriculture, municpality and industry. 

Real-time operation an October 1995: At the end of the 28th ten-day period on October 
1995 (initial winter season), the actual reservoir storage was 129.43 MCM within zone D, 
about 18.68% of the active storage. And the observed inflow equalled 11.06 m31s, 
approximately 89.24% of the exceedence probability at that time. The situation was crucial to 
the reservoir operation. The variation of reservoir storage over time shows that no matter 
what the future hydrologic status will be, severe drought with empty reservoir occurs at the 
end of January if demand was not curtailed (i,e., k=k,,,=k,=l .O). Obviously, water rationing 
among different water users is needed. In the case of drought condition, the releases based on 
the rule curves should be restricted with k,=0.5, h=0.8 and ki=0.5 for agriculture, 
municipality and industry separately. With the policy (k,=OS, k=0.8, ki=0.5), however, 
serious water shortages may still exist after forthcoming February, as shown in Figure 3. 



Obviously, the planting schedule of rice for the next growing season (from January through 
May) should be canceled to ease the drought situation. As a matter of fact, the drought forced 
the government to declare a regional emergency in water supply. WRB officials at that time 
decided tu shorten demand with &=0.5, h-0.8 and k=0,5 till the end of the present growing 
season (end of November) and terminate the succeeding irrigation project for the paddy 
fields. 

Real-time operation on January 19%: At the end of the first ten-day period on January 
1996, the actual storage volume was 80.58 MCM, about 11.6% of the active storage. And the 
inflow approximates 1.96 m3/s, dose to 85.67% of the exceedence probability at that time. 
The severity of water shortages still existed. Though the demand has been deducted by not 
irrigating as planned in the paddy fields, Figure 4 reveals that failures to meet targeted 
quantity of water (h=0.5, k,,,=0.8 and k,=0.5) occur in April as the exceedence probability 
exceeds 70%, where the targeted water with k4.5 was delivered to irrigate any other crops 
than rice. It was found the risk of suffering reservoir emptiness may be reduced with &=0.4. 
lc,=0.8 and k,=0.5. However, the delivered water to irrigate sugarcane and other crops as 
planned by the irrigation associations is insufficient. The effects of this disruption on water 
supply around the area can k devastating. Hence rhe decision makers, WRB oficids, 
suspended the plan for the production of sugarcane and other crops. Meanwhile, the 
authorities coordinated the release policy with &=O.O, k,,,=l .O and k,=I .O, as suggested by the 
DSS. 

Reaktime operation on June 1996: At the end of the 16th ten-day period on June 1996 
(initial summer season), the curpent reservoir storage was 104.97 MCM, nearly 15.15% of the 
active storage, The storage volume is within zone B. According to the rule curves, the 
releases with k,=k=k,=l ,O would be allowable. It appears that the inflow approximates 25  
m3/s, close to 85% of the exceedence probability at that time. The weather is dry. A 
prolonged dry condition in hydrology may persist, if  typhoons with accompanying rainfall do 
not come w i h n  the wet season. With a lengthy dry weather, it was found in Figure 5 that the 
reservoir may become empty at the beginning of October and affect the crop harvest within 
the ongoing growing season (from June to November). The risk of suffering reservoir 
emptiness exists. Of course, WRB officials continuously keep an eye on the incoming 
hydrological sequences to adjust the operation. 

Real-time operation on August 1996: A remarkable Typhoon Herb hit Taiwan and refilled 
the Tsengwen reservoir on August 1. At the end of the 22nd ten-day period, the remaining 
reservoir storage was 682.47 MCM. Most of the f I d  watcr was stored in the reservoir to he 
used for the following periods. Clearly, 100% of the targeted water within the summer's 
grnwing season can be fulfilled, as demonstrated in Figure 6. 

CONCLUDING REMARKS 

A user-friend1 y decision support system in determining appropriate reservoir releases for 
real-time long-term reservoir operation was developed. The DSS has been applied 
experimentally to the mzlir~ reservoirs in Taiwan. During the experimental period, the DSS 
operated by the actual operators of the Tsengwen Reservoir Administration Bureau (TRAB) 
appears to have satisfactory performance on the reservoir operation. As the simulation results 
prove, the DSS is considerably suited to the reservoir uperation. With the new storage volume 
and hydrological situation, the system operation can be renewed every time increment. It is 
thoroughly easy to run and understand the model. The handy DSS was installed on user- 



friendly computer interaction with Microsoft Excel in Windows system. Furthermore, the 
users can survey on-line reservoir operation with browser on World Wide Web (WWW). The 
current uniform resource locator on WWW of the DSS is http://um.hre.ntou.edu.tw/. 

The research was funded by the Water Kesourca Bureau, Ministry of Economic Affairs of 
the  Republic of China. 
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FLOOII DIS.ASTERS AND 'I'HE THREE GORGES PROJECT ON THE YANGI'ZE 

,I). Sucwu, Stnior Engincct. of Professorial lianlc, Director-General Bureau of Hytlrolog!-, 
Cl~angji:~rlg \Yatcr Resourcss Comlniwion, hlinistty of Water Resources, P. K. China 

Abstract: The Y a ~ ~ g t z e  Rive!. is the I ~ r g e s t  river and one of the most flourishing area in t I~e  -- 
econo~nics in China. However- rhe plains in its ~ ~ i d d l e  and lower reaches are frequcnrly 
tl~reatened by stormflood hazards due to the ground surface being lower than the flood sta, (JCS and 
depending main11 on 3'3,000 k ~ n  long Ievees for their safeties. According fo  the historical records 
during the recent 2.000 years there occut-red oilce of heavy flood disasters about every ten !,ems 

in the area. i n  the 19th cenuirY there were two extraordinary floods, I860 and 1870, p r o d u c i ~ ~ p  
peak discharges at Yichang of up lo 92,500 n13/s and 105,000m3/s, respectively, which fzr 
exceeded the sa ftiy capacity 5 6, 700-60,000m3is at Zhicheng and caused extrerncl y hcni.!, 
damages. Untilt recentiy, there existed flooding losses such as 1995 and 1996. .Therelbl-s. i~ is 
very important tu establish I I I C  comprel~eiisive flood contro! system which consists of engineering 
and non-engineering trcatrncr~ts includins i!le key project. the Three Gorges Project(TGP) u r ~ d t r  
cons~ruction, and nooil monitor-forecastit~g wnla!ning s),stem. 

8:lsecl on the s~urm-flood proper~iss and 11istot.ical-pa!el~ydrolo&ical data in 111~. Yangtzc rhis 
pilpcr deals lvith the ?'GI' dcsign flovds comprised by freqi~zncy analysis? stochastic 1210ilt.l iny 

and 1'411'/I1Ml- c.;tin~alioil, ~noclels. and wit11 ~ r e ~ n c n d t ~ c e  c b ~ ~ ~ ~ c l i c n ~ i v e  bcneli ts o'l' '1'GP In :lx 
p ; ~ p ~ ' r t I ~ c :  clcscripr i~31l \i i l l  hc 111ade 11: so~nc detail for t h i  ;ivei monitor-lorccasting ~ i , a ~ - n i n g  

p ~ . c ~ i ~ d i l ~ ~  ill\ n l i . i n 2  cl;i~il  collection trL~nspclrt:~rio~~-p~-c:ccssing and forecast ~ ~ ~ u d c l .  Also t l lc  p;\pi.r 
will i ~ ; t r o c l ~ i ~ ~ '  t h t  l?rc?grcss o ~ T G I )  ~ ~ f t c r  the st3l.i iyom 1993. 

INTRODUCTION 

Three Gorges ilrojecl('l-C; P) possrsses enonnous, con7prehensi\ e utilization bent f:, ts Sol- flo,d 

control. power gene~ation,  navigation. irrigation, water supply and promoting econorl~lc 

dcielopment In the reser~roir region. It is the key project to harness and develop the Yangtze 
(Changjimg) Ri\.er, and the strategic mcasure to comprehensively use the rivers water resourcts. 

NATURAL AND TOPOGRAPHIC CONDITIONS 

The I'angtze R~ver  is thc largest in china. The valley is located from 24 " 27 ' tu  35 " 53 ' N 
1atitude. and from 91) " 33 ' to 122 " 19 ' E longitude. It is long from \vest to east. and 

narro\-\- from ncrth to south. in thc shape of a rectangulan. The terrain of the valley sloprs fii l l l l  

noi-ihnsst to souti~rast t o  the Pacific Ocean, ivhich is favorable for the southeast and South1\c.31 
morlsoons to bring gren: a111ount of nrarm n~oisture air into the valley. In the valley, the mount,iin 
area occ1.1pics 6 5  percent, which is mainly locnted in the west region and the boundary areas of' 



the valley, the hilly land 22 percent, mainly in Sichuan, Hunan and Jiangni Provinces, and th: 
phin 12 percent, mainly on the rniddle and lower reaches of the river. 

The Yangtze h k v e r  originates from the Qinghai-Xizhang(Tibet) Plateau. From the origin ro 
Yichang, Hubei Province, is called the upper reach, with a lcngth of 4,50Okm, and a catchment 

area of about 1 million krn2. The Tnree Gorges are located on the upper reach, starting from 
Fongjie, Sichuan Province to Yichang. The rniddle reach is from Yichang to Hukau, Jiangxi 
Provjncr, with a length of 935 h and a catchment area of 680;000 km2: From Hukou down to 

the river mouth is the lower reach. .The Yangtze River has many tributaries. There ar: 8 of thcm 
with a basin area of over 80,000 km2! 49 over 10,000 km2 and 437 of 1,000 krn2. 

The Yangtze vallsy is located in the subtropics region, with a climate of hct in summer and cold 
in winter. The mean annual temperature i p  between 15 to 19 'C, and the mean annud l  

precipitation i s  1.067 mm. Due to topographic impact, the regional distribution, of precipitatio~i is 
uneven. The precipitation decreases progressively from southeast to novthwest It prcciparcs 
more in the n~ountainous area than h e  plat11 area, more at the slope facing the wind than the 

lueslope. The distribution of precipitation is not even within a year. The precipitation i n  I I I C  
dorni~~ant ruin season (generally Ias!irlg fo~ir monrhs) occupies 60 percsrl: of that c ~ f  the 1\11ulc: 

year. There are many rairlstom (the daily precipitation is 2 50 mm) areas in the valle) . in i~ l1 i r . 11 .  

the west Sichuan. Threu Gorges area on the uppcr ~racli, the uesr parts of :4unan*and I Iubei. :irld 

partyof Jinngxi and Ai~hui arc the major storm arcas. 111 Lushan area of Jiangxi 3'r&i11ce. the 3J- 
h prccipitalion once reached 900 mm. and in .4nxian, Sichum Province, i t  I.\ as 577 mnl. 

FLOODS ASD FLOOD DISASTERS ON THK J\'ANGTZI: IIIV I;j< 

The floods on the Yangtze River arc produced by rainstorms. The floods o n  the rr.ainslrtlari: uf 

the Rivcr and ~ t s  trtbutariss on the uppcr reach always concentratc in the dominant flood seasnil 

(three mo~~ths) ,  and' the flood volume occupies more than 50 percent of that of the rihoIe year At 
Yichang, where the TGP locates and with a catchment area of lrniliion km2, the flood ~polutnt in  
the dominant flaod season from July to September occupies 50.2 percent of thar of rhe uhule 

year, of which 32.4 percent is from Jinsha River, and 13.5 and 15.5 percent are from Minj iang K. 
and Jialin R. respectively. During the flood season from May to October. the flood vollmme at 

Yichang is 348.7 billion m3, which occupies 66.1 percent of thai at Hankou (with a catchment 
area of 1,488,000 km3) and 59.0 percent of that at Datong (with a catchment area of 1.70 million 
km2). It is seen from the above mentioned data that the water from the upper reach is the major 
composition of floods on the middle and lolver reaches. Where anomalous weather occurs. the 
floods from the middle and lower reaches of the River will meet that from the upper reach. 
Consequently, a disastrous flood appears on the middle and I c ~ ~ c r  rcaches. The 19; 1 and : 954 

floods were typical exm,ples of this kind of floods. 



There are a wealth of rcliable hydrological data in the valley. At Hankou, Yichnng an3 
Chongqing, there started water level obsenlation i l l  1 865,  1 877 ar.d 1 892 respectii7ely. and then 
have bet11 continuous water level records since then. Thc Yanptze Valley has a long histor),. 
Flooding descripztion appeared in the year of 966 B.C. ('A1est Zkou D y n ~ s t y j .  A great n \~rnbe~.  of 
tablets, s t m e  inscription about floods have been found. along tl:e mainstream and its tributaries 
the peak stage and discharge of any of floods can be reasonally \+,orked out. In the 1 hrec Gorges 
areas, (112 earliest S ~ O I I ~  scripted flood stage was about a flood in 1153 (Song Dynast!.). 111 recent 
yexr, paleoflood ~ntestigztion has been canied out, the results o:'\vhicI~ ha\.? pro\ idzd ~ z f c r e ~ ~ c t  
in estii~~ating tJ1c flood frequency of the Yangtze River 

Comprehensi\'s investigar ion and analysis have shoived that thcre occr~rred ovc: 2 14 big floods 
in the upper a ~ ~ d  middle reaches frarn the year of 185 B.C. (Wan Dynasty to 19 1 1 lIie end of Qing  
Dynasty), averagely once in abou: every ten years. Therc have occurred five eytr-:rordinauy floods 
(1870, 1860, 1954, 193 ; and 1975) since 1860, in lvhich, thc 197 1 and 1'135 floods cacl? 

dcprived about 1i0,000 people of the lives and 30,000 people \$'as drowned by the  1954 flood. 
Durillg 111c period from 1788 to 1870, there were four years i n  which discharge larger than 
80.000 u~'/s occurrcd ( 1  788, 1796, 1860 and 1870) (Sce Table 1) or Yichang, From 1877 r i l l  non. 
liowevcs. the largest obserimcd discharge is only 7 1 .I 00 i d i s ,  \i.hich appeared in 1896. in r l l c  

surnmcrs of  1995 and 1996. large floods occurrcd successively on t h e  middle rcr~ch of thc R i m - .  
mused serious darnagcs. 

.I'nlsle 1 .Estraoi-dinary historic floods at Y ichang 

The middle and lower rea-:hes of the River is always threatc~cd Ey flood disasters, and 11ie lossek 

arc especially serious there due to fact tha: it is densely pcpulated and with a developed economJr. 
The JinSjiang reach of the Rive:, from near Shashi. Hubei Province, tn Clhenglingji, Hunac 
Province, is frequently threatened by flood disarters in particular. The River near Shashi runs in 

zigzag path and the capacity of the ~ ive r - the i e  cnq on111 safely rel:sse a discharge of 50,000 miis. 
When tlie dyke ihcre is heightened and reinforced, the safety capacity of this river rsarh is 0111)- 
6t1,000 rn3/s. I f  the flood diversion and storage measures are implemented, a maximum discharge 



of 80,000 111's can pass though this river reach. At present, the dyke at Jingjiang River rcach ii 
ge~li.raIly 12111 hic!~ - and !he crest is 15m high, w11il.e the flood u7ater levd in the flood season is 
over 10111 hizher than the ground elevation be5ind dyke. If the dyke were to be tilrthcr 11eighrent.j 
and r e i n ru r~ed .  i t  is llcly difficulr u t l l  as r i ~ k y .  If flaods to the scale of tilose i r r  1x70 ncc111-rtc. 

extraordirlary d i s a s t e~ .~  would be bound to hit both banks of the Jingjiang River reach. Wuhail 
City, the capital of Hubei Province. and the vital transportation center in central. China, is serious 
threatened. The national economic development of China will even be severely affecred. 

FLOOD CONTROL MEASITRES ON THE h1IDDLE AND LOU'ER REACHES ANl l  

THE THREE GORGES PROJECT 
Flood control facilities on the middle and lonrr reaches have been greatly improved ai-ier son-is 
50 years of efforts. The toral leng~h of dykes on the mainstream and the tributaries amounts ;o 

30!000km. a i ~ d  many flood divuxsion s,vorks such as Jlngjiang Diversion work on the k'angtztl and 
Llujiatai Diversion ~vork  on ihe Hangjinng River and many other tempering flood di;ersio~> 2 n d  

stornsc arcns hale been construcrsd. And the flood forecasting and warning s y s ~ z m  ha\.e also 
been esiablishud. 11' a flood to thc scale of that in 1954 (witn a. return pcriod of 100 years r~c;:~. 
Wuhan) accurrccl. with all these ulsasures implemented, devastative losses would not  occur. 13ut 

the 3 inp~inng R i w r  rcac11 can onl). stand floods with a rcturn period of 20 years. In thi: l igl~t o l  rhc 
ilotlding ci~aractcrislics, thzt is, rhs storm comes nnairlly fro17 thc upper rench, the ?.GP i s  t i i \ i ~ l ~  

as thc kcy s ~ I - u L ' I ~ I ~ ; ~ ~  I ~ C ~ S L ~ ~ S S  for flood control on th;: Rivcr. 

Thc TGP is sird ar S:~ndouping, about 40 krn above Yichang, and thc catchrl~zn~ arc:; i5 1 un 11 ii;n 

hm'. The dcsipn:d elcvntion of'lhc rlain crest is 185 m above sca level. and ii:'c norn,,;~l p,>ol ic: <! 
is 175 in. 7'11is project i b  to brirrg cnon:lous benefits fcr flood contrhl, po \~u : .  ~ c n c r n r i s ! ~ .  

nevigatiol:. \v;i!c=r ~ul) l>ly  and promoting economic dcvelopmcnt in  the reser~oir  r q i i  1t1. .i'hc toii:l 

capacity cf TGIJ rcscrvoir i s  39,; billion rn' in uhich flood control storage capaclr;: is 1 2 . 1 5  
3 biil iu~l 1n . The inalallcd capacitl :s 17,680 rnw, and the a~mual power gencrarirln is 84 bi  l \ i cw :  

k w h .  10,000- ton t m ~ b o a t s  will be able to sail right up to Chongqing, which is abour GOO krx 
abo1.e the damsits. Main features of the I-GP is shoii~n in Table 2. U'hen cpmplctcd. t . 1 ~  I'GP ; \ - i l l  

bring enot-mous social, economic and en~i ronrne~ta l  benefits. If a flood of ths t:,pc of IS70 
(about 1,000 )*ears in return period) occurred. the TGP can be used together. ~vilith the esihting 
flood cor.tro1 facilities. and the discharge on the Jingjiaug River rzach c a ~ i  be kzpr bellon 1112 

safety capacity of  the channel. If floods of the types of those in 1954, 1995 occurred. the :'GP 
will also play a significant role in flood control. 

TGP DESlGN FLOOD: 

-fhc main bxsi  52r design flood study is the observed data at Yjchang Hydromttr j c  Star ion an~ l  

tliat at Curltan Sration (near Cho~:aqing) with n catchment area of 567,000 k m ?  A ~ . l c : i ~  L I I > ) I > I I I > I  

of hydrological 2nd ~neteorological data at rhc major h1,drclogy stations and the i l ; ~ p u ~  t m r  rairl 



gaging stations is also used for the sake of analyzing the storm flood characteristics. estimaring 
the probable maximum flood (PMF) and for flood routing. Meanwhile, t l ~ c  iwesli~ared !listuric~! 
floods have also been fully considered. 

Table 2 Main features of TGP 

Floud Frcclucncy Analysis: By making u s ~ ?  of 8 I~istorical floods it~cluding thy I k - i ~  flood. rii;. 

discharge of whicl~ is 105.000 rn3is, and the empirical return period is 840 ycar,. and of 111: 

observed floods sincc 1877, an uncontinous flood series is composed. 

Figure/Feature Unit 
Basin area 1 0 ' h 2  

billion m3 
530 million t 

Plotting position formula: plotting position fonnula for historical floods 

P M  = 
h,f 

A + 1. , M=1,2 a 

Normal pool level 
Total capacity of reservoir 
Capacity for flood control 

Area of reservoir 
Installed Power Capacity 

Annual Energy 

plotting position formula for observed floods 

1 1 7 2 ( ~  - a  + 1) 
Pm = 

N + 1  (3 j 

There. NZ840; n= 1 14(1877-1990); a=8, which is the number of historical floods: 11. m arc thi. 
ordinal numbers of historical and obsenred floods respectively. 

175 

ProbabiliQ distribution model: The Pemson Type IIJ distribution is a d o p d  aficr J 

comparison of se~e ia l  distributions. And the Chi-square (x2) test is used to assess ! t s  goodnfss- 

m 
39.3 I billion m3 
22.15 

1,084 
billion m3 

ECm2 
mw 

84 
185 
175 
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7,325 
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Flood statistical characteristics: The curve fitting  neth hods are applied, and results are listed in 
Table 3. 

Table 3 Flood statistical chxacteristics at Yichang 

r item characteristic dcsign value(%) 

1 Daily discharge 1 52,000 1 0.21 1 4.0 1 113,000 1 98,800 1. 83.700 1 - 
/ Flood volui-t~c in 7 days 1 27.50 1 0.1 9 1 3.5 1 54.72 1 48.68 1 42.08 1 
I Flood wlull~e in 30 days 1 93.50 1 0.18 1 3.0 1 176.7 1 159.0 ) 139.3 1 I - 

- 
Note: daily discharge: rn3/s;  flood \rolume: billion m3; X : illearl valuc: C,: v;aia~ioo 
coefficient: C,: skcuness cocfijcist~i. 

ncsign flood l~ydrograpli: l3ased ou an analysis of t l ~ c  flood characleristics. thc fload 
lly?rugraphs of  19s I ,  1982 and 1954 floods are chosen as lllrcc typical I~y~lrograj~hs,  . 'S l~cn  , tllc 

disclinrgcs and ilood vulun~cs  o i  ~ h c  typical 11yitl.ogrrlphs arc t111nr.ged to I I ~  *1'1'rrlucnc! of 111~. - .  - 
dciign rliscl~al-gc ;ind flood volurncc !3y this way. ibc cldcsign flc.od hydroy~.aph at c1~11nsltc I >  

obtaincd 

Dcsign hyclrog~*aph for rcscrvoir inflow: 7 he design hvdrograpl~ for reservoir in f l i l t i  is d c r i ~  zd 

by considering 111s c2lnngt.s III rainfall-runoff formation and flon concentration \zmhcn thc TGP 1s 

completed. 

m o d  Stoclisstic 310dclin~~: The following stable multidimc.nsiona1 auturegressil-e model is 
applied. 

Zt = ,'IIZt-l + A2 Z12 + . +  A a Z t V p  + BE, (3 
wllere Z, is the multidimensional dynamic variable. is the white noise: Ap is the 

autoregressive coefficienl with order P ; B is the residual error. LTsir~g the abo1.e mentioned 
model, the floods series in the flood season ( I  SO days) at 8 stations (areas), that is. at both ends 
of the izservoir, on the reservoir surface, at the damsite and on the middle reaches, are modeled 
:ind obtainud. This flood series can be used for reservoir operation and for calculating and 
assessing the tlood control benefits. 

Prohnbl~~~asirrium Precipitation {PXJPI and Probable Maximum Flood (PMFi:Due to thr 



fact that the catchment area above the damsite is large, the reservoir storage capacity is big. and 
the design duration is long. the rnethcd of precipitation process replacement in the typical flood 
years ;13d the  neth hod of cornbination o f  tllc long tern1 weather yrucess's prscipitatiotl are uscd tu 
dcrivr the PMP series. Then through rainfall-runoff models and flow-concentration or rouling 
computation. t h e ' ~ M ~ s  at the TGP damsite arc obtained. The estimated daily discharge is 
between 120,000 and 127,000 n1~1s, and the flood volu~ne in scvcn days is between 60.7 and 65.2 
billiol~ m3. 

FLOOD FORECA,STING ANTI WARNING (FPW) SS-STEM FOR THE TGP 

Tliel-e are hydrological starions and rainfall gaging stations above the damsite. According to the 
temporal and spatial distribution of precipitation, and for the sake of reservoir operation, the 

intlows bclow Chcrngqing, which n7ill have a direct impact on the reservoir, shall be monitored. 
Meanuhile. to meet the flood control needs on the middle and lotiler reaches, the inflows from 

the Uongting Lake, Hunan Province. shall also be forecasted. Accordingly. the FFIW System for 

t l~c -PC? shaIl be car~~posed of four subsystems as follo~vs. 

1nfnrtn;ltion collection suhsystcm: Around the damsite, 40 hydrological s~ations, 1 2 watzr Ic\;el 
stntinns aisd 39 r ninfaI1 p g i n g  stations are to be established within the FFlw system. 

!):\ti\ tr:lnsmission su\)svstem: The water stage, discharge and rainfall data will be ~ r i i ~ l s r n i l ~ s d  

tm 9 subcenlrcs locaicd in the rese:boir rigion and on the river's middle reach 1,ia ~eleme:r,!. 
svstc'n-ts or the k t i o n a l  Public Data Exchange Network (also known as cable cornrn~ir~icatio:~l.' 
then f~:-tI~er tlmsmitted from ihc subcentres to the centers at the darnsitt: and in l 'uhan, which 
are connccleci iv i th  the Natiotlal Flood Ccntrol Headquarters in Bcijing. Uornrnunicati~r~s 
bctween the major stations on the rnarnstream of the River and the subcenters are rcalizsd 
through INMARSAT-C, while that between subcertres and the Syste~n (or Beijing) via VSAT. 

&&olo~ical Foreeastinr s u b s ~ s t e m :  Precipitation farecasthg is close linked with flood 
forecasting, and the medium-range forecasting with short-term one. Precipitation is forecasted 
qua11 titati vely , focusing on the temporal and spatial distribution of rainfail. For rainfall-runoff 
models. the API, Xinanjiang model are used, and for flow-concentration routing the Sherman, 
Nash and flow-concentration coefficient are used. Stage-discharge relationship cur\*es, 
Muskir.gum rclurii~g model have been used. In recent years, the real-time on line forecasting 
method based on the filter theory and the interactive forecasting programs have also been made 
use of. 

Water it~form:ition and flood warnine senlice subsvstem: Real-time hydrological data and the 
forecast on warring with specified duration, accuracy arid criteria are disseminated to all the 
users and decision making units. Information monitoring and feed-back system is established. 



The TGP st~r ted officially co~~struction in Decen~ber 1994. Up to no\$, on the right bank, the 
dirtel-sion char~nel has been excal-ated and lined. .The longitud~nal cofferdam has finished the 
concrete place~nent. On the left banli, the permanent navigation lock, double-1i11e and f i ~  e steps is 
being excavated. and the temporary navigation lock has been finished the c?ncre!e works and 
equipment being installed. The upper and Iower cofferdams have been construered, and the river 
was dosed on Xoi,zrnl;er 8, 1997. The closure indicates the end of  the first stage of the Project 
construction and the stan of the second stage. In the years that follow, the powerhouse for the 14 

generating units on the left bank will be constructed and equipment be installed. The permane~lt  

shiplock will be finislied, the spiilway and silt scouring sluice in the dam on the mail1 channel 
will be constructed. By the year of 2003, the reservoir will store water to the wales level of 133m 
above sea Iet.c.l! and start power generation of the first unit. The diversion channel ~ v i l l  be closed. 
This closure \till illark the beginning of the third stage of construction. During this stage, the 
po~vt.zrI~suse for thlr 0 t h ~ :  12 generating units on the right ba~lk {vill be construcicd 3rd  equipment 
irzstalled. The p1acemr.nt of concrete in the dam will be finished. Up to now, all thc uorks  11;1i.t. 

bcen carried out sn:oo~hly as planned. 

CONCLUSIONS 

'The middle and lower reaches af the Yangtze Rivcr is vulnerable to -flood. di,sasters. 1 his storm 
flood comcs ~nninly frol!i the upper reaches of h e  Ri14er. 

Thc TGP, w l ~ e n  corl~pleted, will increasc rllc flood cor~trol capacity on 111e Sing  iailg R!i c'r scct ~ O I I  

ro stand flood il-ith ii rcturn period of 100 years. If the TGP is coordinately used ~ v i t h  other flt3ori 
diversion and storage f~cilities, this river sectioli will be able ro protect flood of 1.000 years i l l  

I-elurn period. Therefore. flood control and damage mitigation arc the major tasks of the TGP. 

The hydrological d:!ta series used for the TGP design flood studies is long, and ivith relatiiely 
high accuracy. The calcillation methods are new and diverse. The results are fair]), ~+eiiable and 
available. 

The FFIW system for the TGP is an important nonstructural measure ro enhane the bentfits of 
Qe TGP and to mitigate flood damage on the middle and lower reaches of the Yangtze River. 



IMPLEMENTING A WATER RESOURCE PLANNING MODEL W [THIN 
THE COLORADO RIVER DECISION SUPPORT SYSTEM 

Steven Malers. Soffware Engineer, Riverside Technology, inc., Fort Collins, Colorado; Ray Bennett, CRDSS 
Project Manager, State of Colorado, Denver Colorado; Larry Brazil, President, Riverside Technologv. iac., 

Fort Collins, CoIorado 

Abstract: The Colorado River Decision Support System (CRDSS) is a database and modeling system used by the 
State of Colorado to help water managers make informed decisions about CoIorado water resources. implementing 
the system has improved both the State's understanding of the data and its ability to anaIyze "what if' questions that 
are critical to water resources management in Colorado. The data-centered system allows different modeling and 
analysis tools to share the same data. This paper focuses on the implenlentation of the water resources planning 
component of the CRDSS. 

INTRODUCTION 

Th2 CRDSS consists of databases and models that provide improved data and decision-making capability for the 
Colorado River and its tributaries within Colorado. I t  is being developed by the Colorado Water Conservation 
Board (CWCB) and the Division of Water  resource^ (DWR), under the overall guidance of the Department of 
NaturaI Resources. Initiated in 1993, the project is in the fifth and final year of development. The CRDSS Project 
Management Ttam consists of a contract project manager and senior staff of the CWCB and DWR. A Technical 
Advisory Committee of major Colorado River water users is helping guide the project. A consulting team headed by 
Riverside Technolo~y, inc. (RTi) of' Fort Collitls was selected in January, 1994 to design and develop the CRDSS. 

CKDSS was developed to allow Colorado to enter a new era of water management that emphasizes cooperatiotl 
among state agencies, aater providers. and water users. The CRDSS is a data-centered system that contains historic 
tabular data such as streamflow, climate and diversions; spatial data such as topography, hydrography, and irrigated 
acreage; and administrative data such as water rights and water management policies. Data are keyed to locations in 
the river basin using a geographic information system (GIs). This computer-based system allows decision makers to 
access water resource data. simulate potential decision and poIicies, and examine the consequences with regard to 
interstate compact policy, water resource planning, and water right administration. 

This paper discusses one element of CRDSS: implementing a water resource planning (WRP) model using a data- 
centered approach. An extremely large scale application. CRDSS required the consistent deveIopment of five 
separate WRP model applications (White, Yampa, Colorado. Gunnison, and San Juan river basins) that, if desired, 
can be combined into one application that encompasses the entire western slope of the State of Colorado. 

A DATA-CENTERED APPROACH 

Tlie CRDSS is a multi-year project requiring that various database and modeling coinpotlents be developed and 
irnpllsrnented over tirnt. This required that the database design be scaleable and flexible enough to allow growth and 
enhancement. A model-generic approach was chosen, in which a core set of data are stored in a central database and 
are used by one or more applications. In this data-centered approach, the database becomes the repository for key 
data and consequently helps to maintain quality and consistency. Figure 1 illustrates the CRDSS data-centered 
approach where various tools share common data. 

In order to implement a data-centered system, there must be enough infrastructure in place to support and allow 
effective use of the system. The CRDSS database contains all of the key water resources data needed fclr planning 
and administrative purposes for the Stare of Colorado and allows for "one stop shopping" for CoIoradn water data 
users. Utilities have been writtell to format data t i les for models and provide effective data displays to usrrs. Much 
of the data is available to Internet users via the CRDSS horne page (see references). Utilities are available that allow 
users to quickly access and format data for use in other applications. 

It i s  important to note that the implementation of a data-centered approach in the CRDSS has not precluded the use 
of modular tools, l'he WRP model and other tools can run stand-alone and are not tied directly 10 the databasc. This 
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Figure 1. CRDSS Data-centered Approach 

allows for distributed modeling efforts within the user community. In order to promote data sharing, standard data 
fomats for time series and other data have been adopted. The data-centered approach, as adopted for the CRDSS. 
allows users to access data from a cenl~al location but perform analyses using accepted tools in a desktop 
environment. As a policy, model output is not currently stored in tile database but is kept in the standard model 
output fornlats. This simplifies model use and database design and decreases the overall size of the database. 
Exchange of data between models occurs using standard data formats and file translation utilities, where necessary. 

The main CRDSS database uses INFORMIX@ on a server machine. Microsofi Access0 versions of the database are 
being developed to further allow distribution and use of CRDSS data and tools for the PC environment. In this 
configuration, it is understood that the central database is the official repository of data for CRDSS that may only be 
changed by a database administrator. 

pats Despite the fact that State of Colorado staff had been maintaining a database of water rights 
and diversion data for many years, the CRDSS team quickly identified quality issues when data were loaded into the 
database and used for modeling. The new CRDSS database uses INFORMIX (which implements constraints and 
range checks), whereas the old database used a series of discrete files that often contained redundant data. The 
CRDSS team identified data coding problems such as miscoded structure types (a reservoir being called a diversion), 
use of the letter "0" instead of the number "O", and reservoir levels recorded as "full" or "half-full" instead of as a 
numeric value. Using a non-relational database resuited in a wide variety of  data coding problems such as assigning 
the same structure different names ("XYZ DITCH" and "DITCH XY2") and using different water coloring schemes 
{water coloring refers to the practice of identifying the different sources [river, storage, etc.] and uses [irrigation, 
power] o f  water). The C m S S  team detected some errors while populating the database, but often problems were 
detected only when the data was used for modeling. For example, if structure types were miscoded, then a request 
for all diversions might actually return a reservoir or instream flow. Some important (if simple) lessons were 
learned: 

1 .  Ensure data quality, to the extent possible. For the State of Colorado, this meant using modem database tools to 
increase the scrutiny of data, as well as improving procedures to allow timely data corrections. 



2 .  Enforce consistency and simplicity in data recording, to the extent possible. In a data-centered system, all data 
users and recorders should use standard practices so common tools can be used to share and use data, thus 
increasing efficient?.. 

3. Atlow modeling tools to override official data. as needed. Because the modeling tools were meant to be generic. 
they could not effectively trap a11 data problems and implement fixes without becoming complicated and 
difficult to maintain. Therefore, utilities were implemented to allow the users to reset database values to correct 
problems. This overriding feature allows the State o f  Colorado to cotrect data problems in due time and lets 
modelers selectively edit data so that modeling can continue. 

4. Understattd the limitations of third-party data. The CRDSS database stores streamflow records from the U.S. 
Geological Survey (USGS), climate data from the Nativnal Oceanic and Atmospheric Administration (NOAA), 
and snow data from the Soil Conservation Service (SCS). In some cases, the CRDSS team found blatant errors 
i n  this data (for example, negative solar radiation, presumably from a badly calibrated gage). Rather than hy to 
correct the data and compromise the tractability of the data, users of the system need to use good engineering 
judgment, as with any other engineering project. 

5 .  Make the data available to as many people as possible. A common practice among the consulting communiy is 
to use USGS or other data and, if a problem is found (e.g., a water balance does not compute), make reasonable 
assumptions and continue with an analysis. There is seidom either time or budget to notifi the data suppliers. 
However, for data that is conrrolled wid lit^ the realm of the CRDSS (State of Colorado data), users (especially 
State of Colorado staff) i:ho do find problems have a more direct channel of communication to allow data 
corrections. Additionally. CRDSS tools make i t  easier to detect data inconsistencies so that they can be 
corrected. 

In summary, data quality problems were identified during both the database population and modeling activities. The 
quality problems have been prioritized, and the State of Colorado has invested resources to correct them. 
Techniques were developed to allow the modeling to proceed while data problems were corrected in a prioritized 
manner. 

WATER RESOURCE PLANNING MODEL 

The WRP   nod el selected for use in CRDSS is called StateMod. This tool is a monthly water allocation and 
accounting model that had been developed for a series of projects by the State beginning in 1986. It is capable of 
making comparative analyses for the assessment of various historic and future water management policies in a river 
basin using the Prior Appropriation Doctrine (first in time, first in right). StateMod's operation is governed by 
hydrology, water rights, and operating rules. It recognizes four types of water rights: direct flow, instream flow, 
reservoir storage and operational. The direct flow, instream flow, and reservoir storage rights are self-explanatory. 
The operational rights are used to control complex, multi-structure activities associated with reservoir releases, 
exchanges, and carrier ditch systems. key features of the model required to simulate the diverse operating 
conditions encountered on the western slope of Colorado include the following: 

+ Simulates tributaries and main stem river systems through the use of a tree-structured network 

Simulates direct flow, instream flow, storage and operation rights under the Prior Appropriation Doctrine as a 
function of water availability, priority, decreed amount, demand, structure capacity, and location 

Allows reservoirs to be operated with multiple accounts serving multiple users 

Allows instream flows to be operated as a point or river reach 

Simulates a widc variety of operating agreements and exchanges between several users or structures 



Far a given structure, simulates one or more water rights, with one or more return flow patterns returning to one 
or more stream nodes 

a Uses an efficient direct solution algorithm that recognizes the impact of a diversion's return flows during the 
current time step without having to iterate 

Estimates b ~ s e  or natural streamflows from gaged or estimated streamflow, diversion, and reservoir data 

Baseflow Data: The generation of base or natural stream flows for a WRP application is necessary in order to 
analyze a "what if" scenario which includes a water right, structure, or operating strategy that might change in the 
future. Baseflow is a generic term defined herein to describe gaged stream flows that have been adjusted to remove 
a portion (0 to 100 percent) of human impact. I f  a user decides to remove all human activities (100 percent), then 
the baseflows generated are commonly called natural streamflow. If a user decides to remove only a portion of 
human impact, then the remaining impacts are "left in the gage." 

Baseflows were created eficiently and consistently within CRDSS using the Baseflow module of StateMod. This 
module uses historic streamflow, diversion, and reservoir storage data to remove human impact for any number of 
structures that might be important for future development. Along with this historic data, the baseflow module uses 
the same water use parameters (efficiency, return flow timing, and return flow locations) that are used in the historic 
simulation. The key benefits resulting from the standard approach used to estimate baseflows within CRDSS 
include: 

1. Parameter consistency: The same parameters used to estimate baseflows are used during the calibration to 
historic data. 

2.  Efficient baseflow generation: Baseflows can be quickly revised in response to calibration results or model 
refinements (e.g. include more historic structures). 

3. Efficient calibration: Knowledge OF historic data stored within the memory of the program provides an eficient 
mechanism to compare simulated to gaged stream flows, diversions and reservoir levels. 

The Model Network: The model nework describes the physical connectivity of the structures and gages being 
modeled. S ta t eMd uses a network file that describes model nodes in an upstream to downstream fashion. Figure 2 
illustrates pa? of the network for the White River basin. This scl~ematic representation of the network is useful for 
modeling and can be aligned to closely match d ~ e  true orientation of the basin. Nodes are labeled with structure 
identifiers (State of Colorado identifiers or USGS stream gages). The figure illustrates the use of stream flow gages 
(e.g., 0903000), mi~~imum streamflow reaches (e.g., upper terminus 432339 and lower terminus 432339-Dwn at top 
of figure). aggregate demands (e.g., node ADW-001 above the 09303000 gage), and the use of baseflow nodes, as 
discussed in the previous section. 

The data used ro plot the model network diagram shown in Figure 2 is also used by utilily programs to buiJd most of 
the data files required by StateMod by querying the CRDSS database. The process begins with a single network file 
that describes d ~ r  reaches and nodes in the model network, This file is processed to produce the network diagram. 
the StatcMod-format network file, and several other files that contain structure and station infomation. These tiles 
are then processed by utility programs to create StateMod files containing data such as streamflow, diversion, 
dcmand, and water rights. During processing, command files can be used ta override the database values, allowing 
llic modcler to make adjustnlrnts for inaccurate or inappropriate data. The data flow sequence used to develop a 
StatcMvd network and supporting files has been fine-tuned to allow eficient modification and generation of data 
sets. Key benefits of this approach are the hllowing: 

I . Reproducibility: Model data sets can be reproduced quickly and accurately to react to new data, rtc. 
2 .  Documentation: Modeling assumptions are documented within the command files used to access the database. 
3 .  Extensibility: Structures can be deleted or added and new data files build quickly and accurately. 
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Figure 2. Example of Part of a StateMod Network Diagram - the North Fork of the White River 

Model Size: To be cost-effective, meet deadlines, prove functionality, and meet the immediate needs of the State, 
the first phase of  WRP development included only key structures. Key irrigation and municipal and industrial 
structures were selected for each river basin as follows: 

I .  A list of absolute decreed water rights for each structure was compiled and ranked. 

2. The cumulative absolute decreed amount and percent of the basin total were determined. 

3. Preliminary key structures were selected to represent 75 percent of the basin's cumulative absolute decreed 
amount. 

4. Final key structures were determined after meeting with each basin's division and district engineers. These 
meetings resulted in the addition of new structures that were below the cut off but were considered important for 
administration. These meetings also resulted in the deletion of some structures that met the cutoff but which 
historically diverted significantly less than their decreed amount or they had been abandoned. 

A similar approach was applied to reservoirs. instream flows, and stock ponds. The decision to explicitly model only 
key structures reduced the number of nodes included in each model from 30 to 90 percent, while simulating over 75 



percent of each basin's water use. This version of modeling data used base flows that had been naturalized to 75 
percent. 

A second phase of WRP development, which is currently under development, is modeling the remaining water use in 
each basin by defining a number of spatially-located aggregated irrigation structures, reservoirs, stock ponds and 
municipal and industrial nodes. This version includes all instream flows that exist on the rivers and streams 
modeled. It includes aggregated irrigation structures, reservoirs, and stock ponds that were determined using GIs,  
based on their location relative to key streamflow gaging stations. It also includes aggregated municipal and 
industrial use that was determined to equal the difference between per capita water use estimates and explicitly 
modeled municipal and industrial structures. The enhancement from approximately 75 percent water use to 100 
percent water use increased the number of modeled nodes by approxin~ately 10 percent, still significantly less than 
explicitly modeling every structure. It was relatively easy to implement because of the data-centered approach 
discussed previously. Because this version of modeling data includes 100 percent of the basin water use, the bnsr 
flows developed were natural flows. 

Streamflow Data: Streamflow data is a key component to any W R P  application. Unfortunately. it  is typically 
available at a limited number of locations with a limited period of record. There-fore a mechanism is required to till 
data gaps at gaged locations and distribute gaged data to ungaged por t io~~s  of a watershed. To provide consistency 
and flexibiliry the following approach was used to develop strearnflow data for the WRP within CRDSS: 

1. Data filling parameters were developed. A control f le containing data filling parameters was developed that 
allowed missing data at gaged locations to be filled on the fly when retrieving streamflow data from the 
centralized database. Key data filling parameters included the independent and dependent variables, regression 
type (linear or non-linear), and number of equations (annual - 1 equation versus monthly - 12 equations). 

2. Proration factors were developed. For each gaged and ungaged location requiring streamtlow data, the drainage 
area and average annual precipitation were developed using GIS. These proration factors thus provided a 
consistent, map-based approach to distribute gaged strearnflow data to ungaged locations. 

Diversion Data: Historic diversion data are used within the WRP model to estimate baseflows and to calibrate the 
rnodel to historic observations. As discussed previously. one challenge was to develop a number of basin models in a 
cosl-effective manner using data of varying quality. The diversion records available to C W S S  are of relatively high 
quality for large, key structures; small, less important suuctures typically have less frequent recordings. Sirnilar to 
streamflow record filling, diversion records queried from the CRDSS database were filled on the fly using a control 
file provided by the user. Typical data fiiling approaches included the following: 

1 .  If diversion records for a structure are not available at the beginning or end of the simulation period, f i l l  with 
zeros. 

2. If diversion records are unavailable during the study period, fill using the long-term historic average. 

3 ,  I f  neither of the simple data filling approaches just described are adequate, allow the user to provide a time 
series that overrides the information available in the database. 

The last approach was used when the simpler data filling techniques were inadequate and when official database 
records were determined to be non-representative of current conditions. For example, the database records may 
indicate that a diversion was in place for 20 years with 3 years of missing record. Under the simple data filling 
approach, the missing years would be filled with the long-tenn average. However, if it is known that ths diversion 
headgate weas washed out during that period, a replacement time series having zeros during the 3 years could be 
specified. 

Demand Data: Agricultural, municipal, and indusuial demands are input to the StateMod model in order to divert 
and use water according to Prior Appropriation Doctrine. Demands are associated with diversions that are included 
in the network and may consist of explicitly modeled or aggregated structures. Municipal and industrial demands 
were estimated based on historic use. irrigation demands were estimated from acreage, crop, and climate data. 



Acreage data was developed in cooperation with the U.S. Bureau of Reclamation (USBR) by using aerial 
photography to construct GIs coverages of acreage for the entire western slope of Colorado for 1993. The State of 
Colorado then performed field surveys to verify the irrigated parcels, identify the crop grown, and tie each parcel of 
land to one or more headgates sewing the land. The CRDSS team then assigned cjimate stations and weights to 
allow farm crop requirements to be estimated using the Blaney-Criddle approach. When combined with irrigation 
system efficiency estimates, river headgate demands were generated for each irrigation stnraure modeled. 

Svstem Efficienrles: One of the key pieces of data required by a WRP that is not generally gaged is the irrigation 
system efficiency (the ratio of water used to water diverted). For most WRP applications, irrigation system 
efficiencies are estimated based on agricultural practices, canal length, soil type, etc., but this approach requires 
significant knowledge of every diversion and can become highly subjective during the calibration process. As an 
alternative, the CRDSS team used consumptive use estimates in conjunction with historic diversion records to 
develop an average monthly eficiency for every irrigation structure modeled. For example, if a structure diverted 
100 acre-feet of water in May, 1980, while the eslimated demand is 30 acre-feet, then the system efficiency for that 
manth is 30 percent (301100). During a year. the amual ef3cirncy niight average 20 percent while monthly 
efticicncies might range from 10 to 40 percent. A similar range can be observed for one month from one year to the 
next. Therefore, these estimates could not be used without review because of data issues, irrigation practice 
variuions, ctc. However, once the data problems were resolveil, the computed eficiencies seldom required 
ndiusttrlent during calibration. 

Otis littiitation of StateMod is that monthly efliciencies cannot currently be varied from one year to the next. 
Consequently, changing irrigation practices to reflect structural improvements or water management practices during 
watcr-short conditions cannot be fully reflected. A potential enhancement to StateMod might be to read in irrigation 
crop requirements and dynamically calculate monthly irrigation efficiencies. 

SUMMARY 

Previous sections illustrated some of the technical challenges that were addressed in implementing a WRP model 
into the CRDSS. Developnlent efforts spent on constructing the centralized database and developing utility tools to 
access that data were only fully realized after applications to scenarios were implemented. For example, scenario 
data sets needed to be constructed to study different issues such as making a conditional water right absolute or 
inserting a new instrean flow, diversion, or reservoir. 

Figure 3 illustrates  he Big Picture Plot feature of the StateMod graphical user interface (GUI). This graphic shows 
the difference in diversions between two scenarios, with upward bars indicating that the diversion received more 
water under the second scenario, and downward bars indicating a decrease. The size of the bar indicates the 
magnitude of the change. Consequently, WRP model users are able to see a basin's response to an input change. 
This type of display illustrates the power of the CRDSS and i ts potential for helping make decisions at different 
levels. The Big Picture Plot can be used by managers studying long-term average impacts, whereas hydrograph plots 
at a gage might be more useful to someone studying the time varying impact at a location on the river (such as an 
instream tlow study). CRDSS offers display tools for various output levels to satisfy the needs of water managers. 
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Abstract: A spatially detailed hydrodyn;imic arid chemical transporf nludel w;rs applied to Khutl!~ihs 
L:lke, North Carolina. Rhodhiss Lake ia about 32 kilometers long. huh a maximum depth of I6 molers, I, 

grrierally less than 700 nizters wide, and has a theoretical mean retention timr. c ~ f  2 I ilaqs. Monitoring 
a m  indicate that the reseriloir i~ eutruphic. Data collected during a IS-month pcrlod In 1993-94 \vt'lC 
used 10 calibrate and apply the model. The root mean sqi1~ir.e diffcrc~lcl: between mc3\11rr.cl and siiuulatctl 
water levell; was 0.085 meter. ;ind the mean diffesenot between measurcd and c i  nlulillcd w,~tc.r 
temperatures ~ ~ ~ 1 s  -0.24 degree Celsius. There ulas essentially no rliffc~~r~cc. bctween the rrilque~lc! of 
i>ccur~.ence of measured and simulated dissulved-ox ygen concentrrlt1cln3 Ic5, than 5 rnilligr;~ni~ p c ~  l i  tcr. 
The   nod el was applied to dernonstrate the trn~isport of a neutrally buoy:int, conscrva~ive Iraccr I-clc;~scd 
intc~ the headwaters of the reservoir during both stratified and uns11-~t ified conditions. During s1ralific.d 
cclridi rions, about 40 i l ~ y ~  bere required for the ~maxirnum concentratio11 of Iht. tracc~. ~1 the cl;~m to 
hecome less than one percent of the initial n laxin lu~n concentration. whereas only 17 d ; i > h  were nccded io 

~cach llle same condition during unstrat i f id conditions. 

INTRODUCTION 

Rhodhiss Lake is an impuundment of the Catawba River in North Carol~nil I f ! $ .  1 )  constructed 111 1035 
Inforrrlation on hydraulic circulation and con~tituenl transport in tllc rc.+ervuir is necdcd to more 
t.ffectivt.ly manage the reszrvcir and its watershed, and to predic~ water-quality resprlncc.; trj changes in 
~onstiturrit loadings or hydrologic regime. Such cha~iges could ~ e ~ i i l t  t'rorn reccntly adopted State watcr- 
,\upply watershed regulations, proposed wastewater-treatment plant cupansioi~x in the wa~c.l.shcd, ;111d ;I 

new basinw~de approach used by State I-eguli~tors to permit poli~t-source dischargex. 

EXPLANATION b: - BASIN BOUNDARY 
. 

.-. - SUBBAStN BOUNDARY GENERALIZED PH~SI(JGRAFHIC PROVIZCES 
IN NORTH CAROLINA 

Fipurt: I .  1,ocation of Rhvdhiss lake i n  the upper C~ti lwba Kiver Basin of North Carolina 



The U.S.  Geologjsal Survey (USGS), in cooperation with the Western Piedmont Council of 
Ciovernmentl;, conducted rt 2-year investigation of water-quality conditions in Rhudhiss Lake. The 
~nvestigation included intensive data collection during 15 months in 1W3-94 to ( I I quantify existing 
w;iter-quality conditions and (2) prov~dr data required for calibration and application of a dynamic water- 
quality model of the reservoir. The purpose of this paper is to describe the development and application 
of the dynamic water-quality model used to simulate physical and chemical processes in Rhodhiss Lake. 

-ical and Chemical Characteristics: Rhodhiss Lake is about 22 km (kilometers) long and is less 
than about 700 ni (meters) wide throughout the length of the reservoir. The su~face area of the reservoir 
i b  10.4 km2 (square kilometers); the mean depth is 8.0 rn: and the maximum depth is 16 in. The major 
inflow to the reservoir is the Catawba River, which has a drainage area of 2,650 km2 at the reservoir 

headwater\. The drainage area of the reservoir increases only slightly to 2,830 km2 at Rhodhiss Dam. 
Lake James, ~1 mainste~tl reservoir on the Catawba River having a drainage arcd of 984 km2, is located 
,ihout 20 km upstream from Khodhiss Lake. Stteamflow into Rhodhiss Lake is sornew1i;it regulated hy 
rc1ca~t.c fmtn Liikc Jamrh typically variea between about 10 and I,OUO m3/s [cub~c meter< per 
second) The theoret~ial mean retention rime of the reservoir is 2 1 days. 

Tliret. water-xuppty wlthdruwals are located in the reservo]] 'The total average withdrawal rate for 1903 
was 0.67 ]n2/s. One permilled wahtewatcr-lreatrnent facility discharged ;In average nf 0.21 m'ls directl~, 
to t l i r  rccervoir in 1993. 

IJuring thc data-collection pcriod, median lotat phosphorus conccntralions in the reservoir decreased 
from 0.05;  rngl1, (mill~grams pcr liter) in the headwaters, to 0.044 mg/L ar mid-reservoir and n.034 ing/L 
In the Forehay. Inorganic nutrients-nitrate, ammonia, 211d orthophohphate-were generally depleted 
from the epiltmnian during the summer, probably by algal uptake. Concentrations of ammonia, and to a 
lesscr extent total phosphoru\, increased in the hypolimnion during summer anoxlc condit~ons. However, 
nuisance Icvels ui' phytoplanktan were rarel? observed in the reservoir during the data-collect~on period. 
pocsibly because short r edence  time and mixing patterns suppressed algal growth. Mean chlorophyll 
concentration at the mid-reservoir site during May-September 1993 wils 10 p g L  (m~crograms per liter), 
and the maximum concentration of 52 vglL occurred during a late fall bloorn. 

RHODHISS LAKE MODEL DESCRIPTION 

Study Objectives: Ot~jectives of the reservoir inodeling were to develop the capability lo simulate ( 1 )  
lnovernent and mixing of spills or redeases in the reservo~r and (2) reservoir nutrient. algal, and DO 
(di5qolved-oxygen) concentrations in response to possible changes in external loadings m d  flotvi. 
Bccause reservoir \\rater-quality degradation often is first evident in coves, the capability for sirn~lb~tion 
of hyd~,ildynamics and water-quality processes in coves and embayments, including exchange with the 
mainsiern was needed. Rhodhiss Lake is relatively narrow, and temperature and DO data indicated that a 
laterally averaged forrnularion is appropriate for the reservoir. These functional ~Tequiremetlts werc. 
con5idered when selecritig the model CE-QUAL-W2 for application to Rhodhiss Lake. 

Rlodel Description: The model CE-QUAL-W2 has been under c~ntinuous developmenr since at least 
1975 (Edingzr and Buchak, 1975). Complete details on model theory and structure, and an extensive 
bibliography for theorefical development and application are given in Cole and Buchak ( 1995). 

Fin~te-difference forms of the complete laterdlly averaged equations of conservation r ~ f  Inass, 
conservation o f  momentum, and transport (one equation for each constituent) are solved using an 
efficient and accurate nun~erical scheme. The computational time stcp is variable throughout rhz 
si1nulat1011 to ensure numerical stability, but typically i s  about 5 minutes for the Rhodhiss applicai~on. 
Thc rnodcled system is divided inro a series of longitudinal segments, each of which may have a unique 



length. Each segment is further subdivided into layers. All layers within a segment must have the salnc 
length, but each layer can have a unique width and thickness. 

The Rhodhiss Lake model extends along the mainstem of the reservoir for a distance of 18.5 km. There 
are 37 compiitational segtrirnts along the mainstem. The model domain encompasses five ernbayments, 
and each embayment is represented by three segments. A11 segments are 500 rn long. Each layer i s  1 m 
thick. Distances from the spillway crest to the bottom of the channel ranged from 3 to 16 rn. 

Boundarv Conditions: Upstream boundary conditions included estimated hourly streaniflow, measured 
hourly water temperature, and estimated daily nutrient concentrations. Streamflow was rr~easured from 
70 p e t ~ e r ~ t  of the basin upstream from Rhodhiss Lake, and inflows to the reservoir were estimated from 
these data. Monthly to semi-monthly measurements of nutrient concentrations were used with strcarnflow 
data to determine a relation between streamflow and nutrient levels. Daily streamtlow was then uxed to 
estimate daily nutrient concentrdtions at the headwaters of the reservoir. 

Local intlows frorn the 180 kmz draining directly to the reservoir were estimated using measured 
stteamflow data frotn a nzarhy gage. Recorded hourly releases from Rhodhiss Dam were used a h  ihe 
downstream boundary conditicln. No downstream thermal or chemical boundary conditions were 
required. Other boundary data included measured hourly meteorological conditions (wind speed and 
direction, air temperature, dewpoint temperature, and cloud cover), discharge to the reservoir (including 
temperature and nutrient concentrations), and withdrawals from the reservoir. 

Model Parameters: Parameters are used to describe physical and chernic;il procecse.; t h ~ t  ;ire not 
explicitly modeled and to provide chrmical kir~etic rate information. Many parameters cannot bc 
~neasurcd dircctly and are often adjusted durlng rhe rnodel calibration procecq until simulated results 
agree w~th observations. 

Most of the kry hydrodynamic and thermal processes are modeled in CE-QUAL-W2, so there ;11.1* 

relatively few adjustable hydraulic and thermal model parameters. Sitllulation results were gener;~lIy 
~nsetisitive to changes in the hydraulic and thermal model paramerers, with the exception of the wind- 
5heltering coefficient, pri~narilj! because the detailed computativnal grid resolves small-scale physical 
processes The dimensiun1t.s~ wnd-sheltering coefficient, which I S  temporally variable, reduces the 
effects of wind on the reservoir because o f  topographic or vegetation sheltering of the water surface. 

There are 57 chemical kinetic rate coefficients required for the Rhodhiss Lake npplicariun of CE-QUAL- 
W2 (Giorgino and Bales, 1997). Selection of most of the parameters was based on published iuformarion. 
Ail of the kinetic coefficients are temporally and spatially invariant. 

DYNAMIC MODELING OF PHY SICAI, AND CHEMICAL PROCESSES 

Model cslibration was achieved through adjustment of model parameters and e3tirnated input data for the 
period April 1, 1993, through March 30, 1994. The model also wah applied using boundary data from 
this period. 

Hydrodynamics and Heat Transport: Simulated water levels we]-e quilt: hensit1 t e  to inflow rates. so 
clnly relatively small adjusrments were required in the original estimates of ctreamflow lo itchieve a good 
calibration. The root mean square differrt~ce between measured and simulated water levcls for the 12- 
rnonth calibration period was 11.085 m. Eighty percent of the differences between measured ar~d  
sir~ulated water levels were between 0.02 and 0.12 m. The total range in measured water I t . \  el  during thc 
period was 1.32 m. 



Simulated near-surface water-temperatures were generally within 1 "C (degrees Celsius) of rncaxured 
values (fig. 2) Near-hottom water temperatures were underpredicted from mid-May thl-ough August, and 
larger dlffertnces between measured and simulated values occurred in the drcpcr waters. A11 uf the w;der. 

temperatul.e dalii ( 177 observations) from the mid-reservoir site during the calib~itlun pel lod were 

co~npared with cotrespunding simulated values. The mean difference bet ween the sirnu lated and 
measured values was --0.24 "C, and 80 percent of the differences were between 1 26 <ind - - I  .80 "C. 
Sim~ilareci M ;itet Izn1ptr;lturer were generally high relative to measured values when mea3ured wiiter 
tempct.nrurc exceeded 20 "C. Most of the simulated temperatures underpredicted measured values when 
thc measured water tempzratures were less than 8 "C. Simulated uatcr tenlprraturzs were equally 
overpredicted as underpredicted at a particular measurement depth. although s~mulation errors were 
smallest near the water surface, and greatest at about 3 m above the reservoir bottom. 
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Figure 2. Measured s td  simulated water ternperaturcs, 
May 1, 1993, through March 25, 1994, at mid-reservoir 
and forebay locations. 

Ke~ults from the water temperature simulations provide information on physical chnracteristics and 
prncesscc in the reservoirinformation that might not be obtained fmm periodic mcasuremetlts. For 
txamplc, water temperature data from September to November suggest that [he I-eservr~ir was therm;~lly 
\tra~ified during the period (fig. 2). The simulations, however, indicate that the reservoir was conlinually 
l n i x ~ ~ ~ g  atld stratifying during the period, probably as a result of changes i n  inf low conditions. Simulation 
re5ults suggest that near-bottom water temperatures in the deeper part of the reservoir vary more 



gr;~dually ~ h d n  those in the shallower regions. Finally, the reservoir appears to rhernially stratify ; ~ n d  
Je+tratifq ]-;ither quickly and often in the upqtrsam reaches of the reservoir Likewise, str;itilication and 
de~~lati t~cation appear to occur fairly often in the dr~wnstream r ~ a c h c s  of the rcservoil-,in t he  fall and late 
winter. 

Conservative Material Transport: The calibrated Rhodhiss Lake modtl  was used trj simulate the 
mt\vetnent of a neutrally buoyant nortreacti\e inaterial (or tracer) through the reservoir. Tratlsport of 
irlatci )ill ieleased fron~ the upstream end of the reservoir at two different times (.;ui~lmer and wln~er) wil5 

~imiilatcd The teinporal distribution of thc release was triangular in shape. with a ti~nc bine of 2 d i ~ b c ,  
and a maxlmurn concentrat~on of 1,000 ppt (parts per thousand). The i n f l o ~  rate of the tracer was qua1 
tn rhc inflow rdte of the water, which was between 16 and 27 m'ls during the winter period and between 
12 and 40 m'ls during the summer period, reculting in a slightly greater mass of tr,lcer relcnaed in the 
hllI?lI l lCl.  

T3111.ing the sumrtlzr release, the influent Catawba River water temperature i t a s  colder [hail the ncrlr- 
surface water i n  the reservoir. Consequently, the [racer sank fljirly rapidly as the material moved into the 
reservoir. The concentration of the tracer near the water surface 5 km downstream from the relei~se was 
less than 5 psrcent of the initial peak concentt'ation. Most of the sinking occurred between 2 and 5 kill 
clownstrearn from the release (fig. 3). The highest concentration at the dam was about 14 percent of thc 
irlitinl ~iiaximurn concentration, occurred near mid-depth, and a1.1-ived at the dam 13 days afier the release. 
The m~d-depth peak likely reflects both an interflow phenomei~on and, to a lesser degree, the effect< of 
ihe mid-dcpth reservoir withdrawal on flow patterns. The effects of the interflow phenomenon are 
evident in the distribution of measured temjxrature and, to a lesser cxcent, DO dala during selectcd 
pet~ods in the summer of 1993 (Giorgino and Bales, 1997). The inid-depth 11-xrr concenrr;ttion at thc 
dam I-cm;lincd greater than 1 percent of the initial conccntraticm for about 40 days. 
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Figill-e 1. Simulated tracer concentrations at Rhcdhis~ Lake mid-reservoir and forebay Iocatii~ns for 
hummer and winter. 



Between 0 and 5 k m  downstream from the release, there was less attenuation of the peak concentration 
following the winter release than following the summer release (fig. 3). However, at Rllodhiss Dam. !he 
peak concent riit ion following the winter release was about half of the highest concentration after the 
summer release. The difference is the result of greater vertical mixing during the winter and, hence. 
greater dilution in the winter when the reservoir was less thermally stratified. Otlly about 17 days were 
re,quired in the winter for the concentration at the dam to fall below 1 percent of the initial concentration. 

These examples of simulation of the transport of a cor~servative material demonstrate ( 1 )  the use of the 
Rhodhiss Lake model in evaluating the movement of a brief or extended release of material into the 
reservoir; (2) the manner in which nonconservative materiais move through the reservoir, without the 
confounding effects of chen~ical transformations, regeneration. and settling; (3 i  the difficuity in 
tdentifying a single residence time for thz reservoir-residence times vary seasonally, as well as with 
depth: and (4) the effects of density stratification and vertical mixing on transport processes. 

Chemical Transport: Eleven water-chemistry constituenrs were simulated in the Rhodhiss L;ke model. 
These constituents included labile and refractory dissolved organic matter, volatile solids, organic bottom 
sedimenrs, carbonaceous biological oxygen demand, DO, PO, (orthophosphate), animunium, tiitrate, 
iron. and algae. 

The calihmted rr~ndel prowded a reasonable simulation of DO concentrations in Rhodhiss Luke. Near- 
surface and near-bottom DO appears to be predicted better than DO concentrations at mid-depth, where 
DO was typically overpredicted. The frequency of occurrence of DO concer~trations less than 5 mg/L, the 
cot~centrations of most interest to regulators, was almost the same for measured and simulated DO. 
Simulation of the exact timing of low DO event5 was within about 5 days of the actual occurrence. 
Sirnular~on resultc iridicated that near-bottom DO concentrations were less than 4 mg/L only 2 percent of 
thr time during April 1993 through March 1994 at the headwaters of the reservoir, coinpared to ahput 40 
percent of the t ~ m e  at the furebay. Simulated near-bottom DO was less than 1 mg/L about 6 percent of 
the time at m~d-rcservo~r, but near-bottom DO concentrations of 1 mg/L or less occurred about 30 
percrnt of the time: at the fo~ebay  

Simulated algal concentratioris generally agreed with measured values at the mid-reservoir site. with a 
few exceptions (fig. 4). Algal concentrations were overpredicted on July 14 and September IS, when PO, 
conceritrations lilso were over-predicted. On November 17, 1993, when USGS data indicated a mid- 
rrszrvoir algal concentration of 3.48 rng/L, data collected by the North Carolina Division of 
Environmental Managemetir at the same location showed an algal concentration of 0.87 mgL, which 
closely agrees with the simulated value. Accurate simulation of algal concentrations is very difficult for 
several reasons. First, dlgae arc not uniformly distributed in the reservoir hut often occur in patches. 
Can5equently. obtaining a representative sarr~ple can be difficult, as suggested by the November 17 data. 
Second, phytoplankton is sitnulated by the Rhodhiss model as a single assemblage, so distinctions among 
algal type? which bloom under different ambient conditio~is are not possible. Third, simulated algal 
concetitration~ represent the accumulated results of simulated solids concentrations, light penetration, 
ivAter temperature, nutrient concentrations, and transport. Errors in simulations of each of these 
parameters are reflected in simulated algal concentrations. Finally, algal concentrations (biomass) ;Ire 
sitnulatcd, but chlurophyll (1 il; measured as an indicator of biomass. For this application, biomass in  
~nilligrams per Iiter. was obrained by multiplying chlorophyll a in tt~icrograms per liter by 0.067 
(American Public Health Association and others, 1992). This factor may not be appropriate for Rhodhiss 
Lake under all conditiotl5. 
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Figurr: 4. Mcasured and si~nulatzd algal concentrations at mid-reservoir location. May 1 ,  1993 through 
March 25, 1994. 

SUMMARY 

A sl~itiallg detailed hydrodynamic and chcmical transport model was developed for Khodhiss Lake, 
North Carolina. A Irllen~lly averaged formulation was uced for thc modcl, which corisis~ed of 16 I-meter 
l q c r s  and 37 500-rrwter segments along the mainstem uf the reservoir. The availability of comprehensive 
data for rnodel calibration and testing was instrumental in obtaining good agreement between measured 
and simulated physical and chemical conditions. Predictions of physical conditions (water level and 
ternperaturej were better than predictions of chemical processes in the reservoir. The root mean square 
difference between measured and simulated water levels was 0.085 meter, and rhe mzan difference 
hetwecn measured and simulated water temperatures was -0.24 degree Celsius. There was essentially no 
difference bctwccn the frequency of uccurrencr uf rneasurzd and simulated W concentrations less than 
5 mill~gram< per liter. However, simulation of the exact timing of low DO events was only within about 
5 days of the actual occurrence rjf such events. Reasonable simulations of algal concentrations were 
obtained. However, i n  gencral. highly accilrate simuIations of algae are difficult because of problzmh 
assoc~ated W I I ~  obtaining rcpre~entative samples, the aicurnulation of errors in the simulation of 
contributing physical and chemical processes, md simplifications made in the formulatian of the idgal 
simulation algorithms. 
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LARGE-SCALE RESERVOIR SYSTEM MODELING 

Richard J.  Hayes, P.E., Senior Hydraulic Engineer, and 
Vernon R. Bonner, P.E., Chief, Training Division 

Fiydrologic Engineering Center, US Army Corps of Engineers 
609 Second Street, Davis, CA, 95616 

INTRODUCTION 

In 1990, the US Congress authorized the Corps of Engineers to conduct a comprehensive study to 
evaluate the reservoir systems within two major river basins in Alabama, Georgia (2nd Florida. The 
basins are: the Appalachicola-Chattahoochee-Flint (ACF) and the Alabama-Coosa-Tallapoosa 
(ACT). A schematic of the study region is shown i n  Figure 1. The development of comprehcnhive 
reservoir system models requires the development of two types of model data: the reservoir system 
model and the flow data to be applied to the system. The ACFlACT basins are "blessed" with many 
stream gages, with long records of flow data. For this study, flow-data at m u r ~  than 50 locations 
were developed for the period 1939 to 1993. Missing rccorlls were "filled in*' based on flow 
correlation with observed data. or by t~+ansposing gaged data with drainage area adjustments and 
routing. Reservoir releases were computed baxd  on ratings for the outlet works and ~.eszrvoir 
inflows were computed based on pool levels and reservoir releases. Flow adjustments were mdde 
for data errors, initial reservoir filling, net diversions, I-eqervoir evay oration losses and precipitation 
gains to estimate average daily. unimpaired flow. The flow data was processed using the Hydrologic 
Engineering Center's Data Storage System package of progrinw, HEC-DSS (HEC, 1995). The 
application of HEC-DSS to manage and process the flow data made processing aln~ost 20,000 data 
vaIues at each location manageable and provided a step-by-step record of the process, usins macros 
wjth the DSSMATH program. Graphical presentations using HEC-DSPLAY facilitated review of 
the computed 1.esu1ts and resolution of model problems. The flow data processing was a major stctdy 
effort, which was documented in a separate study report, "Unimpaired Flow," (US ACE, 1997). 

The second study component is the data model representing the physical systcrn and the operation 
policy. HEC-5, Sirnulntjon of Flood Control and Conservation Systems, (HEC, 1997) was selected 
at the silnulaiian program for use in this study. The (ACF) and the (ACT) Rivers systems were 
developed as seyruate models. Several versions of these sy .;terns were developed to model aspects 
of the existing system with current and future demand scenarios. Thc two model\ simulate a total 
of 25 reservoirs operating primarily for hydropower. water supply, low-flow augmentation and 
navigation. Model data develclpn~ent was performed by Mubile District staff. in consulration with 
IIEC. HEC staff also made several program modifications to better simulate operations of these 
complex systems. The general capability of the HEC-5 cornputer progrrun and its application to the 
ACFlACT River systems ar t  described. 
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HECd COMPUTER PROGRAM 

The HEC-5 program is designed to simulate sequential reservoir operation based on specified project 
demands and constraints. Demands can be minimum channel flaws, diversion requirements, and 
energy requirements. Operational constraints consist primarily of limiting channel capacities for 
flood control operation. Physical reservoir constraints define the available storage for flood control 
and conservation purposes, maximum outlet capabilj ty and rate-of-change limits to reservoir 
releases. Demands can be specified at the reservoir and at downstream locations (called Control 
Points). The simulation is performed with specified flow data in the time interval for simulation 
The simulation process determines the reservoir release at each time step and the resulting 
downstream flows. Detailed output is available to evaluate the reservoir performance and resulting 
regulated flow. 

Any dendri tic reservoir sys tern configuration may 
be used as long as dimension limits are not. 
exceeded for number of reservoirs, control points, 
diversions, etc. Dimension limits for the PC-DOS 
version of HEC-5 are shown in Table 1 .  

Model data are defined starting at the upstream 
boundaries of the system, and data for each location 
are entered sequentially downstream. Each branch 
starts with a reservoir. For a reservoir, the primary 
physical data are the cumulative storage for each 
operational zone and the maximum outflow 
capability, given as a function of storage. 
Additional reservoir data includes: reservoir areas, Table 1. ~ ~ c - 5  Dimension Limits 
elevations, and diversions as a function of resemoir 
storage. Area data are required to compute reservoir 
evaporation and elevation data are required for hydropower computations, otherwise, they are 

informational only. 

40 Reservoirs 

80 Control Points 

40 Reservoir levels 

60 Reservoir Storage - Outflow values 

40 Diversions 

35 Power Plants 

18 Channel Storage - Outflow values 

Levels - 

5 l - + _ _ - - - _ - - - + - -  

Surcharge 
4 

Flood 
3 

Conservation 

2 . . . . . . . . , , . . . . . . . , , . . . . . . . . . . . . . . . . . . . . .-----. . . . . 

f 

An index level is associated with 
the primary reservoir storage 
zones: Inactive, Conservation, 
ruld Flood Control, see Figure I .  
Up  to 40 levels can be used. 

The Inactive Pool is Level 1 .  No 
reservoir releases are made below 
this level. The storage at this 
level may be zero, or sorne 
minimum pool. 

Figure 2. Reservoir Levels 
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The Conservation Pool is next above Level 1. Level 2 could be the fop of the pool, or the pool can 
be subdivided into multiple levels. A special subdivision of the Conservation Pool is ihc Buffer 
m, which could be Level 2. When the pool level drops into a Buffer Zone, a drought condition 
is indicated and only essential demands wiII be met (Required Flow). Above the Buffer Level, a1 1 
conservation demands are met (Desired Flow). Additional levels can be used in the conservation 
pool to establish priorities among reservoirs in the system. 

The Top of Flood Pool is the third operation zone; however it could be any Index Level. TypicaIly, 
the zone between top of conservation and flood control is the active flood storage zone. Water is 
stored in this zone when it cannot be safely passed through the downstream channel system. If a 
reservoir in the system does not have flood control storage, the cumulative storage at the top of flood 
control would equal the storage at the top of conservation. 

Typicdly, a reservoir has Surcharge Storage to accommodate water above the emergency spillway. 
In the surcharge zone, the outflow is determined by the spillway capacity; the reservoir no longer 
makes release decisions. The program can also perform gate regulation simulation to model induced 
surcharge routing with gated spillways, in  accordance with Corps criteria. (US ACE, 1987) 

Every location j II the reservoir system model has control point data. Minimum data requirements 
include an identifier number, channel capacity. a location name, and the connection to the next 
downstream location (routing information). Minimum flow requirenlents and diversion schedules 
are also defined at control points. The systetn configuration is defined by the routing reaches 
connecting a current 10,cation to a downstream control point. Hydrologic routing options provide11 
are: Straddle-Stagger, Tatum, Muskingum, Modified Puls, Modified PuIs as a function of inflow, 
Working R&D, SSARR Time-of-storage, and direct input of routing coefficients. The entire 
reservoir system model (reservoir and control point data) is defined in an ASCII (text) data file. 
Then, following the model data, the flow data for simulation are provided. 

The program uses incremental local flows (flows between adjacent control points) in  the system 
routings. The flow data set must be in the same regular time jnterval used in the simulation. The 
tjn~e interval can be in mirlutes, or hours up to one month. Incremental local flows car1 he computed 
from observed discharges and reservoir releases, or from natural flows. Flow data can be input as 
part of the model data, or read from an HEC-DSS file. Using DSS requires jdenti fication of the file 
and the data records to be associated with lociition flow. The HEC-5 program extracts the flow 
information from the DSS file and processes it at the start of model execution. 

Reservoir routing is performed sequentially, in the order the reservoir data are given. The primary 
decision variable is the reservoir release for each time interval. The program considers 17 
operational goals, demands and constraints in its release decision logic. Once the releasc is 
determined, the reservoir end-of-period storage is computed using storage accounting. However, 
when the proposed release exceeds the outlet capability of the reservoir, surcharge routing is uscd. 
When the flood control storage is going to fill to capacity, E~rlergency Release determination ciln be 
invoked. 



Reservoir operation simulation primarily depends on the state of the reservoir at each time interval. 
The general goal is to keep the reservoir at the top of the conservation pool. As the pool Ievel moves 
into flood control, conservation, and inactive storage zones, the operation goals change. If there is 
flood control storage and the pool level is in that zone, the reservoir will operate for flood control 
goals, maintaining the downstream flow within channel capacity to the extent possible. Once water 
is  stored in the flood zone, the program will try to evacuate the excess water as quickly as possible. 
If the pooI level is in the conservation storage zone, the program will only release water when it is 
necessary to meet specj fjed conservation demands (e.g., minimum flow, diversions, or energy 
requirements) at the dam and designated downstream locations. If the reservoir is drawn down to 
the top of the inactive storage, no reservoir releases will be made. Only evaporation draws a 
reservoir below Level 1. 

In addition to making the reservoir release decision for each time interval, the program provides 
output for a CASE variable to indicate the basis for the reservoir release. In some instances, there 
may be more than one reason; however, only one value can be shown. The basis for the release 
determination can be as important information as the actud release and resulting downstream flows. 

Program output includes selectable standard tables and user-designed tables. Most of the output is 
time-series data which can also be written to an HEC-DSS file. The HEC-DSPLAY graphics 
program can be used to develop graphical and tabular displays of model output written to a DSS file. 

ACF BASIN MODEL 

The ACF basin model starts with Buford Dam on the Chattahoochee and the gage at Griffin on the 
Flint, and proceeds down both rivers to the junction near Jim Woodruff Dam, then down the 
Apalachicola to the gage at Sumatra, Florida. The Federal projects are: Buford, West Point, Walter 
F. George, and Jim Woodruff. Project operations are primarily for hydropower demands during the 
summer months and navigation du~-ing the fall. A uniyut: operations feature is the simulation of 
navigation windows, which are two-week periods of guaranteed navigation depths on the lower 
Apalachicol a River. Flood operations override all project purposes during high flows, and water 
supply and water quality are major concerns during drought. 

H~dropower. There are three styles of at-site hydropower simulation in HEC-5: specified energy 
requircmenrs, p w e r  guide curve, and run-of-river operation. Specified energy is an input 
requirement for energy in kwh or Plant Factor. Monthly energy requirements are distributed over 
a ~ e r k l y  schedule. The release far hydropower demand is met as long as there is sufficient water 
in storage. If downstream minimum flow and diversion requirements exceed the power release, 
additional tlow will be released to meet those demands and to generate energy up to the plant 
capacity Power guide curve defines the energy requirement dependent on the pwl level. When the 
pool is high, a higher demand is applied; and, when it is low, the demand is reduced. Seasonal 
factors and daiIy distributions can be applied to the requirements to reflect the seasonal and weekly 
cycle of energy requirements. Run-&river has no power demand. Energy is generated with the 
flows that pass through the reservoir, up to the maximum power capacity. 



There are four Federal and five Georgia Power hydropower reservoirs in the basin model. Three of 
the Federal reservoirs operate with a pwer guide curve, and the fuurlh operates as run-of-river 
except that a small energy demand was defined to ensure energy generation during law flow periods. 
The Georgia Power projects have small storage pools and were modeled as run-of-river faciIities. 

Water Supply. Minimum flow targets and diversions are defined at cco~m-01 points. If rcleases for 
other purposes or locations are not sufficient to meet the target at a specified control point, additional 
water t i l l  be released from conservation storage. Low-flow demands were defined at A tlantn and 
Columbus, GA. Buford and Morgan Fails, a small Georgia Power impoundment, operate in tandem 
to meet Atlanta's minimum flow requirements. Index levels are used in the two reservoirs to define 
storage zones and to facilitate balancing. That is, both are considered balanced when at the same 
index level. Morgan Falls makes the releases to meet Atlanta requircmnent, and Buford makes 
hydropower releases and additional releases, if required to balance with Morgan Falls. Buford 
operates as a peaking hydropower facility Monday through Friday and during the weekend it makes 
a fixed release to provide project energy with the dam's small service unit. Buford's service unit 
discharge is modeled as leakage, which implies that the flow bypasses the rrlairi generation facility. 
This is appropriate in this instance since the energy generated is not furnished to the regional power 
grid. During the weekend, Morgan Falls releases from its limited storage to meet A~lat~ta demands. 
On Monday the two prqjects are out of balance, which means Buford needs to make added flow 
releases to refill Morgan Falls, Rather than baIancing in one day, the program lvoks to the wcckly 
energy schedule and distributes the balancing flow requirement over the power demand days. The 
goal is to refill the lower reservoir by Friday. 

Navigation. The Apalach icola River requires flow to maintajn navigation depth. Navigation can 
be treated as a minimum flow requirement. This works well when there is sufficient water. 
However, for low-flow periods, the concept of "navigation windows" has been adopted tu maintairi 
navigation depths for ten-day periods. Windows are scheduled every 30 days; however, they are also 
scheduled to avoid holidays when lake recreation would be hurt by falling lake levels. 

Navigation windows are not a standard option in HEC -5. They are simulated by settjng a scasonal 
minimum flow target that is dependent on the lake level. The seasons are defined to provide a 
navigation window the first 15 days of the summer and fall months, and to recover water in storage 
the second half of the month. West Point, Walter F. George and Jim Woodruff all support 
navigation windows until they reach a specified minimum elevation. 

Flood ControI. While flood reduction is an operation goal, the study focus and r he 24 hour 
simulation interval dn not support detailed flood operation simulation. The primary considerations 
are downstream channel capacity and reservoir outlet capability. When average daily flow 
approaches channel capacity, the program will limit releases to avoid contributing flow in exce,ss of 
channel capacity. The outlet capability at Buford Dam was set to a lower value consisknt with the 
avcrage-daily flow during flood operation. The limited outflow capability replicated historic pool 
levels during high-flow periods. 



ACT BASIN MODEL 

The Alabama-Coosa-TaIlapoosa (ACT) Basjn contains challenging operation goals for the system 
analysis. There are five Corps multiple purpose projects and eleven AIabama Power Company 
(APC) projects. The projects operate for hydropower, flood control. low-flow augmentation, 
navigation, and recreation. The system can be subdivided into three logical subsystems; however, 
the HEC-5 model includes the entire basin. 

Upper-Basin Proiects. The upper basin cuts diagonalty through north-western Georgia, with the 
Corps' Allatoona and Carters projects providing peakir~g hydl+opower generation and flood conlrol . 
The Allatoona project on the Etowah River operates in a peaking mode Monday through Friday 
under a seasonal power guide curve that provides increased energy under full-pool conditions. 
Carters on the Coosawattee River operates as a peaking project, wit11 a pump-back from a re- 
regulation reservoir that helps maintain Carters power pool, and operates to meet a downstream 
minimum flow goal. The Carters Re-reg. reservoir maintains sufficient storage i n  the buffer pool 
to meet the minimum flow target during the weekend. The two storage reservoirs also operate to 
reduce flood damage at Rome, GA. 

Mid-Basin Proiects. For the eleven APC peaking hydropower projects of the m~d-basin, three 
subsys terns of minimum-flow operation are modeled: the Coosa, Tall apoosa. and the combined 
system. The seven tandem APC projects on the Coosa River between Rome, CiA rmd hfontgol-ncry, 
AL are required to meet a seasonally variable flow goal of 2,000 - 5,000 cfs at Jordan Dam, the 
lowest project on the Coosa. The upper two reservoirs operate with seasonal rule curves and :I 
balancing strategy that moves water to Logan Martin, the primay storage facility in the system. The 
operation of the Coosa River projects for the Jordan Dam flow goal is complicated by Jordans 
interconnection with the Bouldin project, an off-stream impoundment. Coosa River flows greater 
than the Jordan flow target are released through the more modern generition facilities at Rouf din; 
however, flood flows in excess of Bouldins penstock capacity are released at Jordan. There are four 
APC projects on the Tallapoosa River. Harrls Dam, the upper project, operates for iI minimuin ilow 
target at the Wadley gage, and operates in tandem to balance with the largest APC project. Martjn 
Dam. Martin operates to provide a minimum flow of 1,200 cfs at Thurlow Dam. The Coosa and 
Tallapoosa combine to form the Alabama River near Montgomery, AL. The combined system of 
Jordan, Bouldin and Thurlow Dams operate to provide a total minimum releuse of 4,640 cCb into the 
Alabama River. The simulation of the combined system was cornpIicated by the Fact that primary 
storage reservoirs, Logan Martin on the Coosa and Martin 01.1 the Tallapoosa. are situated in the 
middle of their respective stream reaches and must make release dccisions with consideration for 
diversions and evaporative losses at downstream reservoirs while maintaining a balance with one 
another. SeveraI new program features were developed to simulate the operation of these APC 
projects. 

Lower-Basin Proiects. The Co~p's  R. F. Henry and Mil lcrs Ferry Dams on  he Alabama Kiver are 
modeled as tandem reservoirs. Their operation re-regulates the I-elcases from the APC projects to 
provide a minimum discharge from Millers Ferry of 6,600 cfs. The model represents the basic 
agreement between the Federal agcncies and the Alabama Power Con~pany to maintain a 7-day total 
release into the Alabama River of at least 32,480 dsf for n:ivigation. 



STUDY STATUS 

The ACFJACT reservoir system models, flow data and prolected demand data have been completed 
and provided to the states. The Hydrologic Engineering Center has provided HEC-5 sofiware and 
training to facilitate the development of water allocatjon formulas. by the states, whch  are to become 
the basis for an interstate compac~. The Mubilc District has begun an environnlen tal assessment of 
anticipated operational changes at the Corps reservoirs using both HEC-5 and HEC-5Q, the water 
quality version nf HEC-5. Computer program HEC-5, associated utility programs and 
documentation will be available at HEC' s web site (www .wrc-hec.usace,army . mil). 

The summary of basin model data and options is abstracted from the draft model report developed 
by the staff of Mobile District, US ACE. 
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ADDITIONAL STORAGE STUDY OF HANSON XIESERVOIR, GREEN RIVER, WA 

Loren Jangaard, Hydraulic Engineer, U.S. Army Corps of Engineers, 
Seattle District, Washington 

Abstract: This paper describes how agencies with different responsibilities and priorities worked 
together with the hydrologic specialist and models to reach a consensus on the best operation 
plan for expanded utilization of the Corps reservoir storage space at Howard A. Hanson Dam 
near SeattIe, Washington. The expanded utilization was formulated to include municipal and 
industrial water supply as a new project purpose. The existing reservoir project has been in place 
for 35 years and was designed as a flood control reservoir with about a quarter of the reservoir 
space used for summer fishery flow enhancement. Increased environmental awareness related to 
fishery needs opened up a relatively simple water management analysis to significant operational 
complications and constraints. Water supply utilization decisions were necessary among interests 
that competed for the natural resource limited by a finite reservoir storage. The willingness of the 
Corps and participants including the City of Tacoma, Muckleshoot Tribe, and Washington State 
Department of Fisheries to engage in adaptive and creative management techniques helped to 
make this project possible. The resolution strategy involved workshops to understand and respect 
the importance of each participant's needs and objectives; and an education process on 
hydrology, institutional priorities, and fishery life cycles. A key activity was the definition of 
optimum river flow for the fishery resource objective that was directly linked to the performance 
of an agreeable hydrologic flow scenario. Resolution of water releases became a negotiated 
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trade-off between performance levels of the various plans and operational co~~straints as 
demonstrated by the hydrologic model. 

Purvose: This was a study conducted by Hydrology and Hydraulics Branch for Planning Branch 
of Engineering Division, Seattle District Carps of Engineers. The local sponsor was the City of 
Tacoma Public Utilities (Tacoma). Hydrologists were interested in developing the capabiIity to 
quantify storage amounts at the existing damsite required to meet a variety of downstream 
demands defined by fish biologists. Planners needed to investigate the environmental and 
economic impact of the formulated water supply development. The purpose of hydrologic 
computations was to determine how much additional storage was required for each of a variety of 
off-stream and instream demmds beyond that needed to meet the current obligation to provide 
1 1 0 cubic-feet-per-second (cfs) with 98% reliability. 

: The Green . - -- . --.- .. . 
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occur between July and November due , : ? 1 4 9 f  - - 6 : "  
ro 7 _ a n d % 6 , ; l  to dry weather conditior~s. Figure 2 ' rd N .3 

Calendar Year 2 987 
shows runoff for an annual season and ! Figure 2 ' . -  . 1 
illustrates the unusually Iong low-flow period experienced in year 1987 due to a low snowpack. 
The average annual flow recorded at Auburn is 1,300 cfs. 

RIVER FEATURES UNDER SYUDY 

Existinp Dam: Howard A. Hanson (Hanson) Dam tvas authorized in 1950 with project costs 
allocated to flood control and fisheries enhancement. Constr~~ction of the dsln was conlpleted to 
elevation 1228 feet in December 1961. The summer conservation pool was established at 
elevation 1 14 1 feet (ft) with 25,400 acre-feet (ac.ft.) of storage. The flood control capacity was 
planned with 106,000 ac.ft. of storage at elevation 1206 feet. The purpose of the conservation 
pool is to provide for dam rcleases sufficient to assure with 98% reliability, the availability of  at 
least 11 0 cfs in the r i~e r  below Tacoma's diversion dam for fishery enhancement. Conservation 
storage is attained by June during the recession of the snowmelt mr.off. Refill may begin as early 



as March when low runoff is forecasted. The actual timing of storage accumulation depends on 
98% assurance of refill, water quality, downstream fish passage, and fish residence below the 
dam. Reservoir drawdown is completed in the fall with the arrival of increased runoff from 
winter rains. Though the dam is a Federal project, and is exempt from State control, the storage 
of water is subject to the State's authority in issuing water rights. 

Existing Water S u ~ ~ l v  Diversion: The City of Tacoma constructed a diversion dam and water 
delivery pipeline in 1 91 3 to divert approximately I 1 2 cfs for Municipal and Zndus trial (M&I) 
water supply. There is no active storage behind Tacoma's diversion dam due to its small size. 
The structure's main purpose is to provide a hydraulic head on the withdrawal pipeline. Tacoma 
is permitted to divert a maximum of 113 cfs or the sum of inflow to Hanson Dam 2nd the local 
inflow between the two dams, whichever is least. The diversion site also receives water piped 
from a well field approximately 6% miles away on the North Fork of the Green River. Six wells 
were placed into operation at the well field in late 1977 to use when the river flow is turbid. 

Proposed Water SuppIy Diversion: Tacoma proposes to divert an additional 100 cfs from the 
Green River through a new gravity pipeline, The new pipeline would originate from the same 
location as the first pipeline and extend 33 miles along a northerly xoutc that can provide water to 
new service areas. The new pipeline will be subject to flow restrictions in Washington State's 
instream resources protection program (1 380). There is also an agreement between Tacoma and 
the Muckleshoot Indian Tribe that calls for diverted water to be returned to the river during 
certain periods of the year (1995). The additional storage project allows the use of water storage 
space in Hanson reservoir to store diverted water from the Green River for later withdrawal and 
diversion use by Tacoma later in summer. 
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flow is the discharge ! Taraet lnstream Flows I 
" 

remaining in the river after , . . - - -. - - - 
i Fall Augment (400) 

i 
off-stream water diversions. 
Instream flow criteria means ! , 1 

that water right holders will 
not be allowed to continue 
diverting when streamflows i 

- - - - - - . - - - . 

fall below the dated flow - - - - - - - - i 
quantities established by 
chapter 173-509 of the i ; I 
Washington Administrative I 

Code. Previously stored 1 
water cannot be used to meet C ~ ' b h : = g e 3 $ t  m 7 I 

the instream flow quantity ! a { $ $ : ; & ; :  ~n Y Z , - - - . -  7 - - 2 z z z  r 

unless the water was I Semi-Month Dates for a Typical Year 
previously stored for that 1 

I 
Figure 3 11 

Target instream m -- - - - - - - - 

flows for this study are 200 cfs with an increase to 300 cfs during the snowrnelt runoff and an 
increase to 400 cfs in fill just prior to the rainy season (Figure 3). 



DATA AND MODELING 

Database of Streamflows: Streamflow data for the additional storage study was determined in 
a11 earlier phase of the study in 1985. This work resulted in a 70-ycar time scqucnce of semi- 
monthly inflows to the reservoir, 191 4-1 985.  During participation in a National Drought Study 
dx ing  1990-1992, the data was updated through 1992 and converted to a weekly time step. The 
semi-rno~th data was used during plan formulation of additional storage. The weekly dara was 
used to iIIustrate the use of the storage and application of water deliveries downstream of the 
darn. During an environmental impact study, 32 years (1964-1 995) of obscrved daily flows were 
used to better evaluate the change in outflows due to changing weather conditions from day-to- 
day. 

River and Reservoir Modeling: The reservoir and river is a classical text book configuration 
with 3 control points. The reservoir is the primary control point with the source of data and water 
storage space. Tne other 2 contiol points are for the ofi-stream diversion flows and instream 
fishery flows. During the course of the study, Tacoma entered into an agreement with the 
Muckleshoot Indian Tribe to place further limitations on the operation of the 2nd diversion 
pipeline. An additional control point is added to bring in additional rules for controlli~lg the river. 
A schematit view of the reservoir and control points is shown below. The groundwater and 
Tacoma well system did not need to be included in the modeling of Green ~iversurface  waters. 

Schematic of River & Reservoir Model 
Schematic of Model Pumose o m  

I Inflow Data '1 Observed & computed semi-month flows, also observed daily. 

106,000 acre-feet reserved for winter flood control at Hanson Dam. 
25,400 acre-fee[ reserved for summer low-flow augmentation 

1 Existing storage J 3 7,000 acre-fee~ of expanded summer storage far water supply ---- 

m e ~ & T - 1  HEC-5, then Spreadsheet. 

1 1 3 cfs or natural flow when less (existing) at Tacoma's structure. 
100 cfs from additional storage (proposed). 

1 1 0 cfs from existing storage (existing) at Palmer. 
Point State instream flows to control Znd diversion. 

HEC-5 Computer Model: The gerleralized computer program HEC-5, "Simulation of Flood 
Control and Conservation Systems," was used to simulate the reservoir and river opez+ations. Thc 
use of flood control space and reservoir refill was controlled by the application of rule curves that 
varied by calendar date. Early rules were applied with a priority over later rules. l'he Hydrologic 
Engineering Center (HEC) helped to alter the use of WEC-5 for the Green River. 

Additional Instream 
Control Point 

More Instream rules for additional storage and diversions # I & #2 *- from the Tacoma-Muckleshoot Agreement (at Auburn). 



Water Demands and Priorities: The priorities built-in to HEC-5 were difficult to modify for 
the sinlulation of the Green River. Instead of using a separate reservoir level to determine if the 
reservoir inflow was less than 11 3 cfs, the data base was examined with a separate data storage 
utility program to  find the few occasions when streamflow was less than 1 I3 cfs. A unique 
demand data set was then created as a time series of data to force the reservoir to release less than 
11 3 cfs on appropriate dates. This meant that a reservoir curve did not need to be created for the 
113 cfs decision. HEC-5's decision to release water for a diversion demand always had a higher 
priority over maintaining an instream flow amount. However for the Green River, instream flow 
has greater priority. A lower priority was applied in the model by using a lower diversion 
quantity than actuafly needed at a separate control point. Reservoir control by categorized 
weather seasons was not actually simulated within the model. The data set was preprocessed and 
segregated into low, average, and high runoff years. Appropriate demands couldthin be matched 
with the segregated years. Similar liberties were taken with other rules by processing data outside 
of the model and creating a separate time-series data set of demands to control the output of the 
reservoir. The hydrolo- -up.--. I 

gist worked with 
minimal coordination 
with biologists. The 
hydrologist selected the 
300 cfs spring target 
and the 300 cfs summer 
target. The biologist 
selected the fall 
augmentation of 400 
cfs and it was up to the 
hydrologist to make it 
reliable. As additional 
time-series data-set 
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MODEL OUTPUT 

lnstream Flows: The final test of the appropriateness of resenloir decisions made by the model 
was to tabulate the resulting flows and determine how often the demands were met or failed. The 
reliability of maintaining a discharge was tabulated in terms of the percentage of years that all 
tnrgei flaws were met or exceeded. Figure 4 shows the targeted discharge on the left scale and 
the modeled reliability on the bottom scale. The top curve is the reliability of providing 400 cfs 
for 6 weeks in the fall. There are a few years when the delivered flow is not quite 400 cfs, but is 
greater than 200 cfs. The second curve down shows the reliability of 200 cfs in the summer. 



There are some failure periods of 200 cfs in the middle of the summer. The reliability of  the 200 
cfs flow comes back up in the fall as illustrated by the extension of the top curve at the discharge 
level of 200 cfs. Both instream flow curves converge at 11 0 cfs which is the base flow supplied 
by the existing storage. The bottom curve shows the reliability of the water supply diversion of 
80 cfs. Fishery biologists accepted the modeled flows and returned to their own offices to do 
their own analysis of impacts. 

\I7ater Supply Diversion Flows: The water supply diversion of 80 cfs was reliable for over 
90% of the years as shown figure 4. This slightly exceeded the: targeted reliability of 90%. Water 
supply shortages were modest as the pipeline was never less than at least half full. The water 
supply sponsor attended most of the coordination meetings to keep the priority of this purpose 
high. 

Allocated Storape Amounts: The modeling summary output showed how the overall storage 
performed in terms of discharge with the given demands. The planners and economists needed to 
know precisely how much storage was used by each of the purposes. This question did not have 
an obvious answer because storage uses overlapped at some time periods and the variety of 
weather and snowmell patterns caused different amounts of natural streamflows in the river for 
each of the year-. The - -- ... .- - . - 
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range between 75% and 
90% reliable operations. The computation was done using a spreadsheet outside of the I-IEC-5 
model. Figure 5 shows that 22,400 ac.ft. was allocated to the water supply purpose and 14,600 
ac.ft. was allocated to the instream flow purpose. The existing storage ailocation of 25,400 ac.ft. 
for I 10 cfs did not change. 

Other Effects on Storage: Small amounts of storage were used by operating conditions caused - 
by other than the modeled purposes. A sedimentation survey had been performed during the 
study process during routine reservoir maintenance. This was compared with the initial survey 



just after construction of the dam. The observed loss of storage caused by sedimentation was 
projected into the future 50-year economic Iife of the proposed project. The sedimentation 
projection was prorated among the 3 purposes so the existing storage would not suffer the entire 
loss of storage just because it was positioned in the lower zone where the actual sedimentation 
would likely reside. The error in accurately knowing the downstream gage discharges in real- 
time was indirectIy included in modeling. During nearly all of the years, there was stored water 
remaining after all of the demands were met. During the more critical years when demands could 
not be met in all of the time periods , the outflows were carefully reduced along with the 
reservoir drawdown so the reservoir never completely emptied. The few thousand acre-feet that 
remained was allocated to gage error. In other words, the surplus storage could be converted to a 
few cfs of discharge over the critical drawdown period to give the reservoir operator some 
flexibility in preciseIy meeting downstream flows. This exercise usually needs to be done by the 
modeler to overcome the preciseness that is maintained by the math in the model which would 
bring critical year storage down to exactly zero. 

MODEL REFINEMENTS 

Adaptive Water Management: Once it was demonstrated that the proposal for the use of 
additional storage at Hanson Dam had some feasible merit, the examination of modeled output 
became much more intense. Modeling was done initially with a semi-month time step and later 
with a weekly time step. Technical reviewers wanted to see the fluctuations within the week such 
as between the weekend and mid-week periods. Daily flows were needed for detailed studies of 
fish habitat and populations, Reservoir operations during multiple critical years had been studied 
in detail. However, operations during average and high runoff years were provided only in the 
form of a single sample year. Biologists who wanted to know how the project was going to 
operate in the future were not satisfied to hear that a detailed reservoir regulation manual would 
be prepared later during design studies. They also did not like the presumption that the proposed 
operation rvould become scheduled and fixed for all years. Environmental planners were willing 
to do Inore detailed studies earlier in the planning phase. If the modeled outcome looked sIightly 
undesirable, simulation rules could be changed, and a new outcome could be examined. A 
desired outcome was therefore adaptively managed with a succession of rules that would be 
flexible with the conditions of runoff and fish habitat that was present in the river. Hydrologists 
and reservoir regulators worked on the development of flow augmentation rules side-by-side 
with fish biologists in a series of weekly meetings over a 2-month period. 

Remodeling by Spreadsheet: The formulation process was nearly completely redone with a 
large spreadsheet computation. Tacoma's Engineering consultant, CH2M Hill (1 997), had 
previously modeled the Green River storage and river system with a spreadsheet model. This 
model was used again for the adaptive water management study. Water deIivery instructions 
were derived in terms of specific flow amounts for specific times periods when certain fishery 
activities were predominant. Detailed water instructions were derived to fill the storage accounts 
during the spring runoff and draw out the water in the summer. HEC-5 was not used because it 
was not understandable by non water-resource engineers and was not very flexible to change. 
The spreadsheet process allowed rules to be examined as they were formulated. The plotted 
output revealed temporary storage zones where rules could be augmented. The modeling criteria 



became a sun-ogate for applying fish life cycle and behavior information into the simulation. For 
instance, artificial freshets were delivered at 2-week intenvals to accelerate the movement of 
dowllstream migrating fish. Figure 6 shows water demands plotted for a typical year spring refill 
period. The most important finding was the impact that reservoir refill has on fish silrvival in the 
river. Reservoir operations were altered to mimic the natural runoff pattern of the river. The 
effect s t i l l  had enough of an impact to intempt the plan formularion and create a two-phased 
implernsntation process. 
Environ~~~ental  impacts 
would be carefully moni- 
tored and examined after a 
partial implementation 
(phase 1) prior to the 
development of the 2"' and 
final phase. Phase 1 
includes the development 
of 34% of the instream 
flow storage and 89% of 
the water supply diversion 
storage. Details of Phase 1 
are still being decided 
among the planners, 
biologists and hydrolo- 

--p+,"-.pL.- - - - pp - - 

Reservoir Augmentation Flows 
- - 

-Wet Year 

-Avg. Year 

-Dry Year 

ate 

. 

gists during the Freyar- , Date in Typical Year 

ation of this paper. i Figure 6 
-. . - -  - - -  -- - .- 

REFERENCES 

CH2M Hill, 1997, Howard Hanson Dam Additional Water Storage Project: Modeling Results for 
Baseline, Phase 1, and Phase 2 Reservoir Operations, Bellevue Washington. 

Tacoma Public Utilities, 1995, Agreement Between the bluckleshoot Indian Tribe and the City 
of Tacoma. Tacoma Washington. 

U.S. Army Corps of Engineers, 1997, Howard Hanson Dam Additional Water Storage Project 
Draft Feasibility ReportiEIS, Appendix D, Hydrology and Hydraulics, Seattle Washington. 

Water Resources Policy Development Section, Washington State Department of Ecology, 1980. 
Green-Duwamish River Basin Instream Resources Protection Program. W.W.I.R.P. Series 
No.4, Chapter 173-509 WAC. 

Loren Jan~ard-Dep-pt of the Arm& Seutile Disit.irr, PO Box 3755 Sear~lr H.14 98124-3755, 
p h o ~ ~ e  206- i64-3591, fax 206- 764-66 78. www.nivs. usuce.army.mil 
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INTRODUCTION 

Because at increased, competing demands for reservoir benefits, decision makers art finding it incrcaslngly more 
difficult tn operate multipurpose reservoirs. Multipurpose reservoir operations call for strategic decisions h a t  
balance potendally competing goals and operational risks throughout the year. A risk-based. multiahjective decision 
framework that helps evaluate strategic tradenffs for reservoir operations over both the long- and short-term 
operational horizon is the focus of this paper. 

This paper highlights recent developments related ID probabilistic forecasts in multiobject~ve reservoir analysis; a 
case study demonstrates the use of these forecasts at Dillon Reservoir. The paper first will present background 
information vn Dillon Reservoir, including reservoir characterist ~ c s  and operation objectives. Next, the paper will 
describe forecast information as related to reservoir operations and ar model input for a stochastic linear reservoir 
opti~nization model. Finally, the paper will present a stochastic linear reservoir optimization model. along with the 
Stochast~c Linear Binding Method (SLBM), as an effective reservoir management tool. 

DILLON RESERVOJR BACKGROUND 

The Denver Waler Department is responsible for providing water for the City and County of Denver as well as 40 
percent of (he surrounding suburbs. To do th~s ,  Denvtr Water owns and manages 1 1  reservoirs on both the Eastern 
and Western slopes of the Continental Divide. Representing neuly half of Denver's raw water supply. Dillon 
Reservoir (Figure I) is considered one of Denver Water's most important water supply facilities. 

Figure I. DiHon Reservoir 



Located on the Western Slope's Blue River (Upper Colorado), with a live storage of  254,036 acre feet, Dillon 
reservoir is one of the largest lakes in Colorado. Water is diverted from Dillon Reservoir to Denver Water's 
treatment facilities via the 23.3 mile-long Roberts Tunnel under the Continental Divide. The water then florvs into 
the N o ~ t h  Fork of the South Platte R~ver.  

Although built and operated fundamenrally for water supply, Dillon Reservoir offers many secondary benefits, 
including ( I  ) downstream tlood reduction for the town of Silverlhorne, (2) in-lake recreation (boating, fishing, and 
camping), (3) downstream fisheries habitat augmentation, (4) downstream recreation (fly fishing and white water 
rafiing), and (5) hydropower generation. A more detailed description of the downstream flood reduction and in-lake 
recreation benefits will appear later in this paper. 

FORECAST INFORMATION FOR RESERVOIR OPERATIONS 

Reservoir operators rely on a variety of forecast information as input Into the decision-making progress. Short-term 
forecasts (typically 3 to 5 days) _rive reservoir operators important information about reservoir inflows for real-timr 
operations and short-term planning. Typically, short-tern] forecasts are deterministic in nature nnd represent the 
iorzcaster's best estimate of future reservoir inflow over several d ~ y s .  Extended probabilistic forecasts ( I -  to 3- 
month ourlooks) give operators important information about the uncertainty and range of forecasts over an extended 
time harizon. The extended prnbabilistic forecasts give decision awkers invaluable information about thr. 
distribution of  possible reservoir inflows (i.e., timing and magnitude of peak inflow), as well as short-term and 
seasonal reservoir inflow volumes. 

In the United States, the National Weather Service (NWSI issues short-term deterministic forecasts h ~ r  over 3,00(l 
forecast points daily. For many reservoir decision nxikers, these forecasts provide essential iaformation used in 
immediate real-drne operational decisions. In addition to short-term determinisc~c forecasts, rhe NWS also provides 
a number of longer-range forecast products for reservoir planning. Seasonal forecasts of water supply used in  the 
western United States are prepared by the NiVS and the Natural Resources Conservation Service (NRCS). These 
forecasts provide a most probable volumetric outlook along with reasonable minimum and maximum volumes. The 
reasonable rnininlum and maximum volumes represent inflow volumes that are expected to be exceeded 90 percent 
and 10 percent of the time, respectively. 

An important forecast product used in  reservoir operations and developed by the NWS is the Extended Strearntlow 
Prediction (ESP) forecast. ESP forecasts are long-term stochastic forecasts, generated using conceptual hydrologic 
models and historical meteorological data. The ESP technique assumes that individual years of historical 
meteorological data define the potential distribution of possible future meteorology. The distribution of potential 
streamtluw realizations is generated by inputting individual historical years of rneteorolclgical data to a conceptual 
hydrologic model. The model uses the current hydrologic states (~ . e . ,  soil moisture, snowpack, erc. ) along with 
I~istorical rreteorolugical data (precipitation, temperature) and generates one potential streamflow realization for 
eact ; -7: historical meteorological data available. Each set of streamflow realirations provides information on 
the prob. . iul: ues of futute reservoir inflow volumes and peaks (Figure 2). 

These probnb~listic inflows are conditional and reflect the future variability of inflow based on current hydrological 
conditions. Once streamflow realizations have been generated, a forecaster can use the ESP Analysis and Display 
Program (ESPADP) to generate other helpful products. One such product is the Excecdance Probability Interval 
Plot displayed in Figure 3. This plot illusmtcs the weekly streamflow volurries that are expected to be exceeded, for 
several probability levels, for 8 weeks jato the future. 

Following is an example of a reservoir optimization model dint uses ESP realizations of reservoir inflow ro optimize 
operations at the multipurpose Dillon Reservoir. 





RESERVOIR OPTlMIZATlON MODEL 

A wide vfiriety of reservoir optimization models exists to help decision makers formulare reservoir release strategies. 
Enuh of these models provides different levels of information and utility, depending on reservoir system 
chxacteristics and operating goals. The SLBM and the associated stochastic linear reservoir optimization model 
discussed i n  this paper were developed to aid the operators of  the  multipurpose Dillon reservoir. 

Currently, the N W S  Colorado Basin River Forecast C.enter (CBRFC) provides Denver Water with ESP inflow 
forecasts for Dillon Reservoir during the spring and early summer runoff months. These forecasts include 40 daily 
streamflow realizations, and are typically downloaded two or three times per week by Dillon Reservoir operators as 
inputs into their models. 

The stochastic linear reservoir op~imization model was created to aid decision makers with both short-term ( I  week) 
and long-term (seasonal) reservoir regulation decisions. The model helps reservoir decision makers explicitly 
quantify the benefits and risks associated with different operating policies by identifying tradeoffs of operating 
benefits. With 40 years of stochastic ESP inflows available for input, the reservoir optimization model was 
formulated as a rnultiobjective stochastic linear programming model, running on a daily time step. The foilowing 
sections prese.nt an over-view of the model through a discussion of model objectives and constraints. 

Model Objectives: Although Dillon Reservoir is operated first and foremost for water supply, whenever early 
spring snowpack measurements indicate an above-average runoff year, reservoir operators make operational 
decisions to maximize secondary benefits. Flood reduction and in-lake recreation were chosen as principal 
objectives in this risk-based, multi-objective approach. 

Because Dillon Reservoir is located immediately upstream of the city of Silverrhorne, flooding and various property 
damage occur when releases from Dillon Reservoir exceed 1,800 cubic feet per second (cfs). Therefore, Denver 
Water attenuates the high inflows to Dillon Reservoir (whenever possible) to protect Silverthorne. In order to 
pruvide this benefit, a flood storage pool is maintained when inflow forecasts show a high probability of large runoff 
into Dilion Reservoir. 

In-lake recreation is another important objective at Dillon Reservoir. Each summer, recreational pursuits (such as 
boating) generate hundreds of thousands of dollars in revenue for Summit County. A large part of this revenue can 
be attributed to Dillon Reservoir recreation. Decision makers seek to operate the reservoir so that the marinas in the 
cilies of  Dillon and Frisco can attain sufficiently deep water as early as possible during the summer recreation 
season. 

F l n ~ d  control and in-lake recrearion are competing objectives. A flood pool must be reserved to store and attenuate 
high reservoir inflows to provide flood reduction for Silverthorne. During years of forecasted high runoff, however, 
tnaintalning a large flood pool delays filling the reservoir. which negatively impacts in-lake recreation in  the early 
summer. 

In  the model's nbjectivc function, releases above a given flood threshold are subject to a release penalty that 
accouli ts for both magrlitude and duration of releases over the specif ed threshold. Likewise, reservoir pool 
elevarrons below Ihe minimum needed to float boats are subject to a recreation penalty. 

Constraints: Sevcral reservoir systent cor~straints are included within the model and are described below. A 
continuity corlstraint ensures a mass balance for Dillon Reservo~r. A flood penalty constraint assigns a release 
pena![y decision variable when reservoir releases exceed the 1,800 cfs flood threshold. Maximum increase nnd 
riccrease cc~nstrajtlts limit the rnaximum daily change in release from the reservoir. A spillway constraint rnodets 
Dillon'h Morning Glrjry spillway by relating release to reservoir storage whenever Dillon's pool elevation exceeds 
the spillway elevation; ~t IS represenled by a pis-ew~se linear approximation. The stochastic Iinear binding constraint 
allows the generiltion of one c,ptirnal release value for the first week of [he run period. This particular constraint will 
be illustrated further in  the Tradeoff Curves section below. 









systems, each with varying importance according to the hydrological state. probabilistic inflaw forecasts, and 
reservoir operator preference. 
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EFFECTS OF MODEL OUTPUT TIME-AVERAGING ON THE DETERMIKATION OF TIIF, 
ASSIMILATIVE CAPACITY OF THE WACCAMAW RIVER AND .4TLANTIC 

INTRACOAS'TAL WATERWAY NEAR MYRTLE BEACH, SDUTFI CAROLiNA 

Paul A. Conrads, Hydrologist, U.S. Geological Survey-Water Resources Division, 
Columbia, South Carolina 

Abstract: A Branched Lagrangian 1"ransport Model, was calibrated and validated for the  tidnll> influenccd 
portions of the Waccamaw and Pzz Dee Rivers, Bull Creek. and the Atlantic Intracoasral Waterway near 
Myrtle Beach, Sol1111 Carolina. In determining the assiniilativc capacity ai' thc :\tlantic Intmcoastal 
Waterway, I-hour, 24-hour. l bday ,  and 30-day averaging intervals were used. For aacll avcragi~lg 
interval, point-source loadings in the model were increased until the Slate dissulved-uxygen s l ~ n d a r d  was 
violated. Results of the averaging intervals and point-source loadings for two locations were evalui~tcd hg 
comparing time series of dissolved-oxygen concentration at critical loz:~tians and longitudinal profiles of 
average dissolved-oxygen conce~~tration for particular reaches of the systenl. The conccntratior~j o f  (he 
oxygen-consuming constituents that can be assimilated var!, by I80 percent, d e p t n d i n ~  upon Ihc avcmging 
interval used for interpreting tile simulation model output. 

INTRODUCTION 

The Grand Strand is a rapidly growing resort area on the northeastern coast o i  South Carolina (fig. 1 ). The 
municipalities of hlyrtle Beach and North Myrtle Beach have cxpcricr~ced tremendous growth in [ t ic  

1090's and have become one of the leaditlg tourist destiilations in the country. As the Gr;lnd Smmd 
conlinues to grow, there are increasing demands on the water rcsoutrrs in the area. !he ~Itliuliic 
Intracoastal Waterway (AIW) and Bull Creek provide municipal source \yarer and the AlU' and 
Waccnmaw River receive municipal wastewater-treatment effluent. 

In order to p r~ tec t  the aquatic life in these receivit~g streams, the capacitl to assinlilatc lroaicd was rw  atcr 
must be determ ~ned. For many reasons, the procedure for determining assimilative capacitg for coasta! 
waters is not well as established as compered to upland, rivcrine systems. The dynamic, oscillatory nature 
of  flows in estuarine waterbodies makes statistically determined low-flow values very difiicult 10 compute. 
Critical dissolved-ox>gen concentrations may not occur during low-flow periods when cstuar ine 
ivaterbodies are influenced by ocean water whicll usually has dissolved-oxygen concentratlonr I~ighcr than 
those in the freshwatcr. Most water-quality standards in South Carolina wtre written for upland slrentns 
and not for coastal waters. where, in the case of South Carolina, the watcts ma! not meet the disso1v~-d- 
oxygen concentration standard due to natural condit iuns. For these waters in Soulh Carollna, e f l u u n ~  
releases are permitted only i l the instream dissolved-oxysen concentration i s  tninirnally afl'ected, which 15 

quantified as less than a tenth of a milligram per liter decrease from the naturdl cotidition--also kr~our! ;I> 

the point-one rule (South Carolina Department of Health and Euvironment Control, 1993) 

For water-resource rnanagemenr, assimilative capacity is expressed as pounds per day (Ib5,dj of ultinii~~e 
oxygen demand {UOD) that can be assimilated without causing a violation of the S:atc: water-quality 
standard for dissolved oxygen. In municipal \$ astewater effluent. the principal ox! get]-consum i13g 
constituents are ammilnu and biodegradable organic substances. The UOD is the tc~tal, theoretical donand 
for oxygen from carbot~acrous and nitrogenous sources. The South Carolii!a Depai-tmcnt of Ilealth ; ~ n d  
Enviruninental Control (SCDHEC) defines UOD by the equation (Sourh Carolina Department of t4taIl11 
and Environment Control, 199 1): 



Figure 1. Location of study area and model boundaries. 



UOD = (ROD, x F ,,,,, + NH,-N x 4.57) x Flow x 8.34, < 1) 
where 

UOD is the ultimate oxygen demand, in pounds per day; 
BOD, i s  the five-day carbonaceous biochemical oxygen demand, in milligram per liter; 
F,,,, is the conversion factor from BOD, to ultimate carbonaceous biochemical oxygen 

demand; 
NH,-N is the ammonia concentration, in milligrams nitrogen per liter; 
4.57 is the stoichiometric ratio of the niilligrams of oxygen consumed per milligram of 

ammonia-nitrogen oxidized; 
Flow is wastewater flow, in million gallons per day; and 
8.34 is the conversion factor to pounds per day. 

The U.S. Geological Survey (USGS), in cooperation with the Waccamaw Regional Planning and 
Development Council, applied the one-dimensional dynamic flow model BRANCH (Schaffranek and 
others, 1981) and the dynamic mass transport and water-quality model Branched Lagrangian Transport 
Model (BLTM) (Jabson and Schoelhamer, 1987, Jobson 1997) to the Waccamaw River, Pee Dee Kiver, 
Bull Creek. and Atlantic Intracoastal Waterway. Results from the model were used to determine t he  
assimilative capacity for a range of streamflows of four reaches within the Grand Strand (Drewes and 
Conrads, 1995). Resulrs from these models indicated that the assimilative capacity is dependent upon the 
flow conditions selected, the allowable dissolved-oxygen concentration decrease, and the averaging 
interval used in assessing the point-one rule. 

The coastal waters of the Grand S t r a ~ d  experience forcing functions of various tidal kequencies: tidal days 
of 24.42 hours, springlneap cycles of 14 days, and lunar cycles of 28 days. The state water-quality 
starldard does not specify the  appropriate averaging interval to use for interpretation o f  simulation model 
output. The U.S. Environmental Protection Agency has used 1-day, 7-day, and 30-day averaging intervals 
in developing national water-quality criteria (U.S. Erivironmental Protection Agency, 1986). There has 
been interest from various panies involved in the permitting process of these coastal waters that an 
averaging interval longer than 24-hours be used in determining the assimilative capacity for a tidal system 
due to thc longer frequencies of the dominant driving forces of tidal waters. The purpose of this paper is to 
document the effects of averaging interval of modeling resu hs on the determination of assimilative 
capacity in the A1 W and Waccamaw River. 

DESCRIPTION OF STUDY AREA 

The Pee Dee River Basin, approximately 13,000 square miles (mi'), and the Waccamaw River 
Basin, approximately 1.300 mi', supply freshwater inflow to the Grand Strand. The Pee Dee Kiver 
branches into three smaller creeks as i t  flows towards Winyah Bay. The first branch (south of the U.S. 
Highway 70 1 bridge) forms Bull Creek, the second branch forms Thoroughfare Creek, and the third branch 
forms Schooner Creek. The rhree creeks eventually flow into the Waccamaw River, and the net flow from 
these creeks is to the south through Winyah Bay. The Waccamaw River originates in North Carolinn and 
enters rhe AIW about 10 miles north of the mouth of Bull Creek. Prior to the 19301s, the Waccamaw River 
flowed to the south towards Winyah Bay. In the 1930's the U.S. Army Corps of Engineers constructed a 
canal to form the AIW from Enterprise Landing to the Linle River Inlet. After the construction of the  
canal, the flow of the Waccamaw River to the confluence with the AIW is north towards Little River Inlet. 

The majority of the freshwater flow to the segment of Waccamaw River south of its junction with the 
A I W  is from the Pee Dee River Basin and is carried by Bull Creek. The annual average streamflow from 
the Pee Dee Basin is about i4,100 ft'ls (cubic feet per second), which is the combined streamflow of the 
three major rivers (Pee Dee, Little Pee Dee, and Lynches Rivers) (Carswell and others, 1988j. The Pee 
Dee River (below the confluence with the Little fee nee River), Bull Creek, and Thoroughfare Creek are 
tidally affected during low and medium streamflows. The annual average streamflow of the Waccamaw 
River at Longs, S.C., is 1,220 ft3/s, net flow of the AIW at the confluence with the Waccamaw River is 
north towards Little River lnlet from the Waccamaw River (Carswell and others, 1988). 



Saltwarer ctitzrs the syslem through Winyah Bay to the south and Little River Inlet to the north. 'rile A1 W 
1s afkcted by semidiurnal tides ihruughout the entire reach with a mean tide-range of 4.0 Ft (feet) at Nixons 
Crossroads and 3.5 ft at Hagley Landing (National Oceanic and Atmospheric Administration. 1 995). Thc 
I'ee Dee and Waccamaw Rivers are tidally affected during low and medium streamflows downstream uf 
the U.S. Highway 701 bridge md U.S. Highway 501 bridge, respectively. 'I'he simulated strearnflow tbr 
the Waccamaw River near U'achesaw Landing for July 1990 (fig. 2a) shows peak ebb flows are be~lccen 
1 1 ?000 and 1 5,000 ft3/s, whereas peak flood flows are more variable artd are between 5,000 and 15,000 
ft3/s. ?'he simulated streamflow fur the AIW near S.C. Highway 544 for July 1990 (fig. 2bl shows peak 
ebb flows are behvceti 1,800 and 2,800 ft3/s, whereas peak flood flows are more variable and arc between 
1 ,UOD and 2,500 F/s .  

METHODS 

The BRANCH and BLTM models were used to simulate the strearnflow and water-quality for the low-flow 
period uf July 1990. For the purposes of this analysis, only two point-source discharges were includtd in 
the model; one on the Waccamaw River near Wachesaw Landing and the other on the Atlantic Intracoastal 
Waterway near S.C. Highway 544. The hydraulic data for the BLTM were simulated with thc RRANC1.i 
rnodel by using measured water-levels at the model boundaries. Steady-state water-quality boundary 
conditions for the BLTM were determined by SCDHEC as part of the wasteload allocation process. 
Boundary conditions fur ammonia-nitrogen, nitrate-nitrogen, and ultimate carbonaceous biocheili ical 
oxygen dernand represented the 95" percentile of the monthly monitoring data for SCDHEC statio~is near 
the model boundaries for the period 1980-1993. Boundary conditions for ternperahlrc and dissolved- 

(A) Waccamaw River near Wachesaw Landing 
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Figure 2. Simulated streamflow hydmgraphs for two localions on the Grand Strimd, S.C.. l u l  y 1990. 



oxygen concentration represent the 951h and 5Ih percentiles, respectively, of the daily mean values from the 
USGS continuous monitors at the boundaries for the period 1990- 1994. 

Various point-source loading conditions are compared with a condition where there is n u  point-source 
discharge into the system, described to be a "no load" condition. The effccts of the point-source loading 
conditions can be evaluated by comparing the differences in the dissolved-oxygen concentra~ion for 
simulatjon. The model is used to compare relative differences between various point-sourcc loading 
conditions rather than to predict the absolute dissolved-oxygen concentration o f  the system under a 
particular point-source loading condition. The modeled absolute value could be in error. but relative 
differences in the simulated results are more likely to be accurate. 

X "no load" condition was simulated by omitting the point-source loadings. Simulations were made for the 
" load  conditiot~. Point-source loadings (1 5 milligrams per liter [mg,L] ultimate carbonaceous oxygen 
demand, 1 mg/L ammonia-nitrogen, and 6 mg/L dissolved oxygen) were input to the systcm at the two 
discharge locations. The dissolved-oxygen concentration minimum (dissolved-oxygen sag) was located 
dowr~stream of the discharge location. Model simulations were cornpared with the no-load simulation, For 
each averaging interval, point-source discharges were increased until the State dissolved-oxygen standard 
was violated. The UOD was determined for each averaging interval and loading condition (equation 1). 

RESULTS 

The simulated dissolved-oxygen concentrations for each averaging interval were evaluated to deterrninr 
the extent of excursions from the no-load condition. For the Waccamaw River near Wachcsaw Landing. 
rhr maximum hourly excursions from the no-load condition was 0.20 mg/L and the majority of the 
excursions were less than 0.1 mg/L for all the loading conditions. For the A1 W at S.C. Highway 544. the 
rnaxini~irn evcursion from the no-load condition was 0.28 mglL and majority of hourly excursio~ls were 
less rhan 0.1 tng/L for all the loading conditions (table I). 

Table 1 Percent of hourly differences from no-load conditions for two locations 
on the Grand Strand. 

[Mgalid. million gallons per day; Ibs/d, pounds per day; mg/L, milligrams per liter] 

Averaging Effluent Ultimate Maximum Percentage Percentage Percentage 
Interval discharge1 Oxygen difference from less than or herween 0.1 between 0.2 

(Mgal/d) Demand no-load equal ~ n d  0.2 mg/L and 0.3 
(Ibdd) condition 0.1 mglL mgIL 

l-hr 
24-hour 
7-dav 

5,030 0.12 99.0 1 .O 
6,540 0.15 84.6 15.4 
7.050 0.16 76.4 23.6 
9,060 0.20 56.0 44.0 

Atlantic lntracoastal Waterway near S.C. Highway 544 
102 0.10 100 0 
122 0.13 97.4 2 .6  
204 0.20 79.0 21.0 

I El'ff ucnt discharge at which the state dissolved-oxygen water quality startdard was violated. 
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Figure 3. (A) Simulated dissolved-oxygen concentra~ion for six loading conditions for the Waccarnaw 
River south of Wachesaw Landing, July 24-30, 1990. (B) Longitudinal 7-day mean dissolved-oxygen 
concentration profile for the reach of the Waccamaw River and Bull Creek near Wachesaw Landing. 
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Figure 4. (A) Sin~ulated dissolved-oxygen concentration for six loading conditions for the Atlantic Intra- 
coastal Waterway north of S.C. Highway 544, July 24-30, 1990. (B) Longitudinal 7-day mean dissolved 
oxygen concentration profile for the reach of the Atlantic Intracoastal Waterway near S.C. Highway 544. 



A time series of 7 days of the July 1990 simulation at the location of the sag downstream from Wachesaw 
Landing on thc Waccamaw River (fig. 3a) shows that the loading to the system decreased the dissolved- 
oxygen concentration over the duration of the simulation, with the greatest excursion occurring on July 28 
and 29. Loadings affect the dissolved-oxygen profile for approximately 18 miles for the Waccarnaw River 
and Bull Creek reach (fig, 3b). A maximum 7-day mean difference of 0.1 1 mg/L from the no-load 
condition which occurred 4.9 miles upstream of the confluence of the Waccamaw River and the Pee Dee 
River. 

The rime series of dissolved-oxygen concentration for the AIW site north of S.C. Highway 544 (fig. 4a) 
show that the increased loading to the waterway had noticeably different effects there than at the site on the 
Waccamaw River. Rather than decreasing the dissolved-oxygen concentration for the entire simulation, 
significant differences occur at the peaks and troughs of the dissolved-oxygen concentration oscillations. 
Smaller differences occur on the rising and falling portions of the oscillation. The increased loading had an 
affect on the dissolved-oxygen profile for approximately 20 miles (fig Jb), with a maximum 7-day mean 
difference of 0.07 mg/L occurring 13.4 miles south of the S.C. Highway 544 bridge. 

For the Waccamaw River near Wacbesaw Landing, point-source loadings can increase by 125 percent with 
a maximum difkrence in dissolved-oxygen concentration from the no-load condition of 0.20 mg/L, or 5.9 
percent of a 7-day mean dissolved-oxygen concentration of 3.4 mg/L (tahle 1, fig. 3b). For the AIW near 
S.C. Highway 544, point-source loadings can increase by 1 80 percent with a maximum difference in the 
dissolved-oxygen concentrafion of 0.28 mg/L, or 7.0 percent of a 7-day mean dissolvcd-oxygetr 
concentration of 4.0 mg/L (table 1,  fig. 3b). 

DISCUSSION AND CONCLUSION 

Thc ultimate goal of determining the assimilative capacity for wrtsteload allocations for a receiving stream 
is to protect ?be designated uses of the system. Water-resource managers must decide the allowable 
expostwe from impacted waters that the aquatic community can accommodate and still be healthy. For two 
locations on the Grand Strand, the use of different averaging intervals resulted in increased loading by 125 
percent for the Waccarnaw River near Wachesaw Landing while having a maximum impact on the 
dissolved-oxygen concenlration o f  5.9 percent from the "natural" or no-toad condition for the July 1990 
simulation. For the A[W near S.C. Highway 544, the loading can increase by 180 percent, with a 
maximum impact of 7.0 percent on the no-load dissolved-oxygen concentrations by use of different 
averaging intervals. Water-resource managers must decide the excursion from a natural condition that is 
acceptable while balancing the environmental and economic consequences of the permitting point-source 
discharges. As the demographic and economic pressures on coastal areas continues to grow, there i s  a need 
to develop a more comprehensive procedure for determining wasteload allocations and total maximum 
daily loads for tidal waters to ensure integrity of the aquatic community. 
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ENVIRONMENTAL ASSESSMENT OF THE BARIGUI RIVER WATERSHED 

By M. Dziedzic, Environmental Engineer; C. Fernandes, Professor; A. Fill, Director; M. 
Tozzi, Adjunct Director, CEHPAR (UFPWCOPEL), Curitiba, Parani, Brazil 

Abstract: The environmental assessment of the Barigiii river watershed, with preliminary results 
reported herein, represents a piolleering effort in Braz tlian engineering teaching and research 
which aims to define tools for quantifying water pollution. 

INTRODUCTION 

Curitiba, capital of the Brazilian southern state of Parani, has been touted wo1,ldwide as an 
"ecolugicrll" city, as well as one of the few large cities in Brazil it1 which i t  is relatively safe to 
live. All this publicity has caused the urban area to experience extraordinarv growth in the past 
few years, a phenomenon which was clearly unplanned, and which has taken a noticeable toll on 
the quality of superficial waters. 

The "Universidade Federal do Parani", in the scope of a federal program for the improvement of 
engineering teaching, has undertaken the task of conducting the environmental assessment of the 
Barigiii river, one of the main rivers in the metropolitan region of Curitiba. 

The initial stages of the work described herein involved the identification of the main sources of 
pollution, the selection of sites for the aut onlated monitoring of hydrological and water quality 
data, viz, water level, air and water temperature, precipitation, concentration of dissolved oxygen, 
and conductivity. Periodical field activities were carried out for the measurement of flow rate 
and collection of water samples for in situ (DO, pH, and temperature) and laboratory analyses 
(BOD5, total nitrogen, ~otal phosphorus, suspended solids. coliforms). Field data were employed 
to calibrate EPA's QUALZE computer mudel, which was used to help identify problems and 
simulate possi hle solutions. 

h the beginning, when little field data were available, QLTAL2E's simulation results were already 
important in the sense that they allowed the qualitative determination of the most important 
sources uf pollution in the watershed, viz. raw domestic sewage, thereby pointing to the initial 
steps that have to be taken to improve the quality of water in the Barigiii river. The main 
outcome of the present study, regarding water quality in the river, shall be a recornmendation of 
possible environmental recovery actions with their respective technical and financial feasibility 
analyses. and a defini tjon of mechanisms for the management of the water resources. 

A hydrological study of the watershed is also being carried our jn order tn detennine the unit 
hy drograph, the precipitation- flow rate relationship, and to produce a flood prediction rnodel 
which generates flood maps and can be used for planning flood prevention and site evacuation. 
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Figure 1 - The Barigiii river watershed. 



RESIDENTIAL AND INDUSTRIAL ORGANIC SOURCES 

The Barigiii river, as indicated in figure 1 ,  flows south, discharging into the Igua~u river 
(not shown). Its watershed encompasses 280 km2, and is divided into three components, viz.. 
mrd, urban, and industrial, with the main canal being 66 km long. Data supplied by SANEPAR 
(ParanA's water utility company) show that, in 1991, 39% of the watershed population had its 
wastewater collected and partially treated by 35 FB AR (Fluidized Bed Anaerobic Reactor) units. 
Table 1 shows the predicted population growth, which underlines the need for planning in order 
to ensure the recovey and maintenance of water resources. Regarding land use, approximately 
50% corresponds to urban areas, 16% to agricultural areas, there being about 193 industrial and 
conunercial establishments in the watershed. 

Table 1 - Estimated population growth and wastewater coIlection~treatment in the watershed. 

The first modelling task consisted of simulating dissolved oxygen (DO) and biochemical oxygen 
demand (BOD) concentrations along the Barigiii river with the aid of EPA's QUAL2E computer 
program, To that end, residential and industrial point sources were catalogued and the associated 
loads estimated. Lack of field data for the residential organic loads led to the adoption of average 
values per capita, viz., 54 g BODlpersodday, 9.8 g total aitrogen/person/day, 4x10'' 
coliforms/person/day, 2.7 g total phosporuslpersonlday , and 54 g suspended solids/person/day . 
Thus, the population distribution in the watershed was determined and the associated loads 
estimated together with their discharge points in the riparian system. 

Induslrial activities in the Barigui river watershed are fairly diversified, since it includes 
Curitiba' s Industrid District, where a large number of galvanization and metal treatment 
industries are located. The main sources of pollution, however, are two paper mills, which 
account for almost 80 % of the total organic load in the watershed. Previous studies indicate that 
23 industries in the watershed produce organic residues, with the associated load being in excess 
of 5300 kg BODS/day, while 22 industries dispose of heavy metals in the river (Fernandes et al., 
1997). 



Regarding agricultural-related pollution, a simplified analysis indicates that, while significant 
concentrations of pesticides are not suggested, it is certainly necessary to define eventually a 
monitoring policy. 

RESULTS 

The DO and BOD concentrations obtained are based on flow rates associated with a 30-day 
drought having a 5-year return period, Q5,30 (Kriiger, 1993), and the population of the year 1 995. 
Since the industrial organic pollution data are far from complete, three types of simulation were 
carried out, considering, respectively, existing data, an increment of 50 % over the existing data, 
and an increment of 100 % over the existing data. During the initial stages of the project 
resources were very scarce, and field data difficult to obtain. Therefore. it is important to stress 
the qualitative nature of the results reported herein, which, nevertheless, are srill important 
because they identify the main sources of pollution in the watershed. 

Simulation results, considering only industrial sources. are presented in figures 2 and 3 ,  for 
concentrations of DO and BOD, respectively, while figures 4 and 5 show a comparison of the 
effects of residential and industrial pollution. The horizontal lines depicted in these figures 
correspond to classes defined in Brazilian legislation (the lower the class number, the better the 
quality of the water). The classification is based upon the concentration of substances found in 
fresh waters and is used to indicate their possible use and necessary treatment. 
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Figure 2 - DO concentration considering only industrial pollution. 
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Figure 3 - BOD concentration considering only industrial pollution. 
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Figure 4 - Comparison of DO concentrations for industrial and residential pollution, 

From figures 2 and 3, it is possible to conclude that the main impact of industrial pollution 
occurs between kilometers 40 and 60, being critical xound kilometer 50. This corresponds to the 
location of Curitiba' s industrial district and confirms the need for increased monitoring of 
effluents and improved treatment by the industries. On the other hand, figures 4 and 5 show that 
residential wastewater has a much bigger impact on water quality than the industries, and, 
therefore, increased wastewater collection and treatment should be a priority in the watershed. 
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Figure 5 - Comparison of BOD concentrations for industrial and residential pollution. 

FUTURE WORK 

Despite lacking accuracy due to the scarcity of data, the results obtained are important to identify 
the main sources of pollution in the Barigiii watershed, Based on the information uncovered in 
the early stages of the project, an additional grant was approved which will warrant the contjnuity 
of the work, allowing to gain further much needed field data, and to purchase crucial equipment, 
such as automatic hydrologic and water quality monitoring stations. 
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WATER QUALITY SI1L3nZATION IN THE CAZONES RIWR, MEXICO 

By J .  Izurieta D., A. Ruiz L., Ma. A. G6rnez B.. P. Saldafia F., L Mhrquez B. A. Lerdo de T. and R. Mpez. 
Institute Mexicano de Tecnologia del Agua.- Jiutepec Morelos, M4dco. 

Abstract : The Mexican Institute of Water Technology (IMTA) carried out an assessment of industrial and 
tnurucipal discharges to the Cazones River. in 1996. The main objective of this study was to quantify the reduction of 
pollutar~ts in discharges to meet the new water standard, NOM-001 -ECOL196, and recommend txeatments that could 
permit compliance nith the standards foreseen for 201 0. 

The model, QUALZE, of the Environmental Protection Agency (EPA), version 3.20 and 3.21 (for windoAM),  wds 
used to reproduce the physical and chemical processes in the river. Version 3.21 analyzes the alternatives more quickly. 
Ths model simulates stream water quality and the effect of one or several discharges on the river. 

Simulatrli parameters included dissolved oxygen, biochemical oxygen demand, total nitrogen (nitrites, nimates, N- 
organic and Y-ammonia), fecal c o l i f o m  and total suspended solids. The mode1 was calibrated with field and 
laboratory data determined from samples taken fiom April 27 to May 10, 1996. 

Discharge concentrations. and diIution and asinilarion capacities were simulated for all river segments. In general, thc 
Camnds hver  is capable of assimilating the discharges and maintaining a DO concentration higher than that set in the 
neu regulation applicable to the year 201 0. 

A critical condition was projected for the area where the Salsipwdes Creek joins the Cazones River. The Salsipuedes 
Creek carries high loads of municipaI sewage and some industrial dixharges h r n  Poza Rica and the neighboriflg 
industrial complex. 

Many basins in Mexico receive wastewater fkom industries, agriculture and municipalities. Traditionally, receiving 
waters have been considered ecosystems with physical, chemical and biological mechanisms capable of diluting and 
assimilating wastes. High pollutant concentrations can surpass these mechanisms and provoke environmental 
degradation. 

Current strategies for integrated river basin management involve the classification of the river according to its quality 
and uses. and hen  the specification of water quality standards for discharges. 

Classification studies estimate the capacity of the receiving waters to dilute and assimilate wastes and predict critical 
organic loads. They also indicate point sources that should be conmiled and levels of treatment. Within an integral 
platwing strategy, these studies sene to establish quality goals that balance water uses and economic development 
without affecting environmental and social benefits. 

The main objectives of this work were: 

I .  Determine assllnilative capability of the Cazones River in relation to its current uses and water quality. 

2. Establish present and future admissible ma&m organic loads in discharges to set water quality goals. 

3 .  Provide data to rnoniror and estabilish discharge conditions for industries and municipal sewer systems in the basin, 

STUDY AREA 

The C~azones River basin is located on the Gulf of Mexico coastal plain, on the border between states of Veracruz and 
Tarnaulipas. Its tural surface is 2,688 h2, with an average annual volume of 1,354,000,000 m3. The average flow is 43 
m3/s (17 year average). Thz river florm from an altitude of 350 mas1 to sea level. The average annual rainfall in Poza 





RESULTS AND DISCUSSION 

River segmentation is indicated in Table 1. Table 2 shows monitoring data for the river stations used in the model; 
Table 3 monitoring data for the tributaries and Table 4, for industrial and municipal discharges. 

Critical conditions 

Historical data from the "Poza Rica" hydrometric station, located 4.5 km upstream of the affluence of the Cocinero 
Creek tvith the Cazones River. was used to set the critical conditions (7d10y). A flow of 4.990 m'/s was observed 
durine field studiis. From historical data for the same point. the critical flow was calculated as 1.703 m31s. To 
simulate critical conditions, the river flow was adjusted with a factor of 0.341 (1.70314.990) and the discharges held at 
cutrent values. 

Table 2 .  Water qualjty parameters at monitoring stations. 

Table 3. Water qudity parameters at nibutaries. 

Stream 
Station 

I 
II 

111 
IV 
VII 
1X 
X 
X1I 

Xfll 
XIV 
XVI 
XVll 
XVlll 
XX 
XXI 
XXlll 
XXlV 
XXVl 
XXVll 
XXVlll 

Tempemture 

('C) 

25.6 
28.8 
28.2 
28.6 
30.5 
30.3 
29.8 
28.7 

30.7 
29.2 
30 0 
30.8 
30.6 
31.4 
3j .5 
32 -0 
28.1 
29.6 
29.4 
30.0 

DO saturation 
(mglL) 

8.2 
7.9 
7.9 
7.9 
7.7 
7.8 
7.8 
8.0 
7.9 
8.0 
7.9 
7.8 
7.8 
7.8 
7.8 
7.7 
8.1 
8.0 
8.0 
8.0 

Flow 
( rnJis) 

0.674 
0.302 
0.01 1 

Stream 
stations 

Tlaxcalaltongo 
El Metate 

Maria Andrea 

Dissolved oxygen 

6006 

(mgll) 

Aver 
8.5 
0.6 
8.6 
8.6 
6.6 
6.4 
6.8 
6.3 

6.3 
4.9 
7.1 
5 . 8  
10.1 
5.6 
3.5 
5.8 
6.8 
7.3 
7.9 
6.2 

BOD8 

Temperature 

(OC) 

29.0 
31.9 
30.0 

Max 
4.0 
2.0 
10.0 

Aver 
2.0 
1 .O 
8.0 

(mgn) 
Min 
6.5 
6.6 

6.7 
8.0 
3.5 
6.0 
5.1 
4.6 

5.3 
3.4 
5.4 
2.7 
8.8 
4.8 

2.7 
3.7 
5.6 
4.6 
4.0 
5.9 

Max 
3.0 
3.0 
2.0 
4.0 
8.0 
4,O 
9.0 
5.0 

8.0 
4.0 
7.0 

6.0 
4.0 
11.0 

8.0 
8.0 
6.0 

7.0 
8.0 
7.0 

Aver 
1 .O 
1.0 
1 .D 
2.0 
3.0 

4.0 
5.0 
2.5 
6.5 
1.0 
6,O 
3.0 
3.5 
8.0 
7.0 
6.5 
4.5 

5.5 
4.5 
5.0 

Dlmolved oxygen 

Min 
1 .O 
0.9 
6.0 

Max 
9.0 
9.0 
9.8 
8.8 
8.4 
9.2 
11.5 
7.2 
7.1 
5.4 
9.3 
10.1 
15.3 
7.8 
6.0 
6.3 
12.8 
8.7 
11.2 
12.4 

(mglL) 
Min 
0.9 
0.6 
0.9 
1 .O 
1 .O 
2.0 
2.0 
2.0 

4.0 
0.9 
2.0 
1 .O 
2.0 
4.0 

3.0 
5.0 
3.0 
4.0 
2.0 
4.0 

Max 
8.5 
10.8 
3.9 

(mgll: 
Aver 
7.1 
6.6 
1.4 

Min 
5.9 
6.0 
1.2 



Table 4. Water quality monitoring data for induslrial dischwges from Poza Rica complex. 

Stream 
statlons 

Buenavista 
Coclnem 

Salslpuedeis 
Totola pa 

Acuetem pa 

Figure 1. Critical conditions, plot for dissolved oxygen 

Temperature 
rc) 
30.3 
31 .O 
31.7 
30.5 
29.0 

Discharges 

Thetmoelectrlc plant 
Sottllng plant 

Petmhemhal plant 
Dehydmtlng plant 

Under these conditions, the simulated river OD and BOD5 behaved as. shown in Figures 3 and 4. The minimum 
allowed OD for the Cazones River is 5.0 mg/L upstream of km 68 and of 4 mg/L downstream of this point to km 55 
where the greatest load of indusrrial w s  are discharged. Even under these critical conditions, the minimum OD 
limits can be satisfied (Figs. 1 and 2). 

Temperature 
I'c) 

29.1 
31.7 
26,l 
27.5 

Dissolved oxygen Flow 
(rnJl$) 
0.189 
0.182 
6.253 
0.5M 
0.216 

9.2 
9.9 
7.1 
11.8 
14.2 

(mgIL) 
BODS 
(mglL) 

Dlsaolved oxygen 
(mgll) 

5.9 
2.7 
3.8 
4.9 
9.1 

Aver 
5.8 
2.2 
3.4 
0.7 

6.0 
0.8 
3.0 
3.8 
5.5 

4.0 
76.0 
12.0 
9.0 
6.0 

3.0 
32.0 
6.5 
8.5 
4.5 

Flow 

(Us) 

6.66 
0.42 
1.00 

41.84 

SO& 
(mglL) 

2.0 
18.0 
4.0 
5.0 
4.0 

Min 
4.8 
0,0 
2.9 
0.2 

A w  
23.0 
618.0 
8.0 

100,5 

Max 
8.3 
4.2 
5.6 
4.8 

Min 
1.4 

1108.8 
4.2 
63.3 

Max 
80.9 

1889.0 
12.3 
123.6 



~ ~ ~ ~ g : ~ g g 8 ~ ~ a s a = s a s a 1 0 a ~ a s ~ ~ r g : 1 ~  
Dhknce (km) 

Figure 2. Criticd conditions, plot for BODJ 

The simulated assimilative capacity, when mhhm acceptable OD values were 5.0 mg/L fiom stations I to XIV 
(above the duence with the Cocinero Creek) and 4.0 mg/L from stations XIV to XXVII, is summarized in Figure 3. 

Critlcal l o a d  

Figure 3. Real and critical transported loads. 



Simulation of conventional parameters 

The simulated values of key parameters were compared with the limits specified in the official standard. NOM-ODI- 
ECOL-1996. Total nitrogen, chlorides and fecal coliforms in tributaries and discharges exceeded the standards. 
(Tables 5 and 6). 

Table 5 .  Average chloride and nitrogen concentrations in tributaries and discharges 

Table 6. Fecal coliforms in tributaries and discharges 

Total Nitrogen 
{mglL) 

1.33 

0.86 
4.82 
1.43 

6.81 
6.74 
3.82 

TributarieslDischarges 

Tlaxcahltongo Creek 
El Metate Creek 

Maria Buenavista Andrea Creek Creek 
Cocinero Creek 
Descargas (I ) 

Salslpuedes Creek 

Acuatempa Creek 

m e 6  
Tlaxcalaltongo 

El Metate 

I 
Maria Andrea 

204.5 1 0.33 1 2.16 

I Buenavista 

Totolapa Creek 

Chlorldes Ammonla 

0.56 
0.33 

g'L? 40.1 8.4 2.99 0.33 

(1 ) Composite samples horn petrochemical, dehydrating, thermoelectric and bottling plants. 

Cocinem 
Salsipuedes (1) 

50.3 0.33 2.65 

69.8 
131 52.9 
208.0 

Acuatempa 

2.90 
4.43 
2.16 

Thermoelectric plant 
Dehydrating plant 

Petrochemical 

- Average 
156000 
2900 
8360 
320 

35400 
900000 

527 
64 

73800 
0 
0 

The river chloride concentration was clearly influenced by the discharges from the industrial complex in Paza k c a ,  
the dehydrating plant and the Sdsipuedes Creek. The main nitrogen sources are located on the Maria Andrea, 
Cociaero. Salsipuedes and Totolapa creeks, and within the Poza Rica industrial complex. The principal fecal colifom 
silurces are on the Cocinwo and Salsipuedes creeks, both of which receive municipal and industrial wastes. From this 
point Jo~cnstream. high levels were observed. The limit far fecal coliforms is 2000 MPNf100 ml. 

Bottling plant 

Cornpararive analyses of field results and model distribution cuncs for total nitrogen and fecal coliforms are s h o w  
in Figures 6 2nd 7. 

- 

Minimum 
6090 
434 

1 790 
18 

5490 
730000 

54 
36 

(2) 
(2) 

300000 1 1211 

- 

Maximum 
230000 

18100 
llOCl0 
41 800 

100000 
2500000 

f 9900 
173 
(2) 
(2) 

( 1  ) Poza Rica municipal discharge is included. (2) One sample was taken. 

P ) I  (2) 
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Figure 6. Calibration curve for ammonia 
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Figure 7. Calibration plot for fecal coliform. 



Modeling results were used to suggest maximum levels for organic loads and other parameters for industrial and 
municmipal discharges In Ihe basin. In thc classification statement for the Cazones River. tlre proposed limits are as 
shonn in Ta'nltt 7. 

I 
Limits 

PH 
Tutal suhperidcd solids {rngll,) 

- - T p - 6  to 9 
15 

BOD ( r n ~ i 1 . j  15 

Total nitrogen (mglL) 40 

Fecal coliforms MPNlf 00 mL 1 OW 

'l'hc si~nulation of the conventional physical-chemical parameter simulations identified the Salsipliedes Creek as a 
ma,jor source of polltd3nts. From this point downstream water quality deteriorated. Thc Salsipuedes Creek, tht. 
larzzst single tributary to !hc Cazones River-.receives the municipal and industrial discharges from Poza Rica. 

.. I hi: watcr in the Cazones River is accrp~able for use as an aquatic hahitat and a public waier supply. 

Analysis of alternatives indicates that 1 5 mg/[, ROD5, 40 mg/I, total nitrogen and 1000 UFC1100 mL fecal colifoms 
are the mzsirru~m levels that n13y be accepted in discharges tu the Cazones River to meel thc dissolved oxygen 
critrrirln of 5.0 aud 4.0 mg,'. in the long rerrn (2010). 

The QI JAL2E system provided good simulated results for this tropical river with a moderate flow. Durinp this study 
good a p  ecment uas observed between specific cases and model values. 

Bascd on the results obtained in this study. Q1!.4L?E was recommended for Llse by the National Water Con~issicln for 
the ciassification of Mexico's t-ivers. 

EPA (Envirorunental Protection Agency), 1 996. Exposure models Iibraly and integrated model evalualion q sten]. 
Office of Research and Development. EPA7600lC-921002. USA. 

Nnncr:row N. L., 1991. Stream. lake , e s t w  and ocean pollulion. Second editioil. Environmenlal Engineering Scric.~. 
Van Nostrand Keinhold. USA. 173 pp. 

Cornit6 Cnnsultivo Nacianal de Normalization para la Protecci6n Ambimtal. 1997, NOM-001 -BCOL-1996. - (Lists 
thr: maximum. Lliario Oficial de la Fedrracion, Januarq 0. 1997, 68-85 {Official hlexican standard: I~sts  the 
niaxirnutn acceptable values for poi [utan(s in waste waten discharged to water and public land) 

Co~:tac( point: Institute Mzxicnno de Tecnologia del Agua Subcoordinacion de Impacto Ambiental. I'ilseo 
Cuaiihnahu;ic 8532.  C.P. 62550. Col. Progreso, Jiurepzc, Morelos. Mexico. Tel. ( -+52) (? .3)  1 9 4000 ext 407 and  -1 1 ( I .  

Fax ( +52)(73) 19 438 I .email : jizuriet 1;~chac.irn1a.inx, email : ruizlol~letterbox.com, rrnail: magomez!~chac.imta.n-ix 



WATER QUALITY MODELING OF MAOPINGXI POLLUTION ZONE IN TI-IREE 
GORGES PROJECT CONSTRIICTION ZONE 

By Mao Hongmei, Bureau of Hydrology, Changjiang Water Resources Commission, 
U'uhan, China; Ye Shouze, Wuhan University of Hydraulic and Electric Engineering, 
Wuhan, China; Ji Xuewu, Bureau of Hydrology, Changjiang Water Resources 
Commission, Wuhan, China. 

Abstract: . Simulation of the water qualit) of Maopingxi pollution zone, which is downstream the 
dam site and upstream a drinking water plant on the right bank in Three Gorges Project (TGP) 
constructio~~ zone, is presented in this paper. Being the biggest multipurpose water project in the 
world. the TGP will be constructed with a period of 17 years. According to the construction 
progress, water quality of Maopingxi pollution zone is modeled, so that the qualified watur can 

be taken, and the construction can be carried out smoothly. 

On the basis of flow characteristic and the polluted wastewater discharge conditions in tllz reach, 
the velocity distribution is derived through plotting flow plane chart by accumulated flow 
coordiriate method. and the concentration distribution is obtained by a new method-Hybrid Fi~iitc 
Analytic Method coupled with Finite Difference Method. In accordance with river bed 
information and hydrological data of the reach, stream flow tubes in the reach are dividtd. 'The 
equation of water qualj t y  in the flom. tubes is deduced, and the new method is applied to solve it. 
The numeric method is a combination of Hybrid Finite Analytic Method used in convection- 
dominated computer grid and Finite Difference Method used in diffusion-dominated computer 
grid. The model verification illustrated the new method can effectively simulate water quality of 
hlaopingxi pollution zone. 'The modeled results show that Maopingxi pollution zone will not 
have great influence on water quality at the intake of the drinking water plant durjng the Yangtze 
River closure in a nornlal condition. 

Maopirigxi is a small branch, Yangrze river at the confluence of which is located originally about 
I km upstream of Threc Gorges Project darn si tz. After 'rllree Gorges Project started construction, 
its course was diverted and the confluence i s  now located domstrearr~ the dam sitz, Sandouping. 
by outflou ca\jtjes. Maopingxi collect uaste water from 22 paper-making factory in about 10 
kilometer along the river at Chengjiablz, Wangjiaba, Jiuliping, Shixi. The sewage disc huge is 
about 1600 thousand tons per year, where the mean annual discharge of COD is I30 ton, ROL),. 
870 ton, cyanide, 12 ton. and. alkali material. 1700 ton. A gold ore in Zigui county drains daily 
about 200 ton of hypertoxic selvage discharge of cyanide directly into hlaopingxi. Sorne 
monjloring data havt  indicated that hlaopingxi is a really sewage river. 

With Three Gorges Prqjcct being constructed. more and more people and machine aggrcgatcd in 
the collstruction zone. According to the construction zone arrangement scheme. thcrc will be 3 



drinking water plant at the right bank downstream the dam, which location is just doivnstream 
the pollution zone. This paper evaluated the influence of Maopingxi pollution zone on water 
quality at the intake of drinking water plant. 

Maopingxi mean-annual discharge in flood period is about 3 to 4 cubic meter per second, yet the 
total amount of pollutant is very large, therefore in this paper the confluence of Maopingxi is 
simple regarded as a point pollution source. The flow field is completed through plotting flow 
plane chart by using accumulated flow coordinate method, the concentration distribution is 
obtained by a new method-Hybrid Finite analytic Method coupled with Finite difference Method. 
Finite difference method is a classic numerical method, which is often used in much literature 
and wilI be not introduced here. 

Hybrid Finite Analytic Method can be introduced first by explaining the Finite Analytic Method. 
Finite Analytic Method was proposed by C. J. Chen ( 1  979). Because of high degree of accuracy 
and keeping physical property of the problem in the construction of semi-analytical solution, 
automatic upwinding, the method has received considerable attention. Many related studies have 
been carried out. Also in china there were many developments about the method in the late 1980s. 
Hybrid Finite Analytic Method is one of those. 

As an extension of Finite Analytic Method. Hybrid Finite Analytic Method is proposed in 1 990. 
The principle of the method is: according to local Iinear operator superposition theorem. the 
solution of multidimensional problem is superposed on the analytic solution of Iinear ordinary 
differential equation in spatial one-dimensional partial cell. It can avoid of the series in the Finite 
Analytic Method, greatly simplified the mathematical formulation and at the same time keeping 
the property of automatic upwinding in Finite Analytic Method. Some related research indicated 
the nrethod has special degree of accuracy in the modeling of larger Peclet nunlher problem. 

In the paper the new method, Hybrid Finite Analjq~c Method combined to Fjnite Difference 
Method, is proposed and applied to water quality modeling of Maopingxi pollution zone. 
According to hydraulic condirions in Yangtze river and diiTusion conditions in near-bank 
pollution zone. the new method is proposed as a prelibation to simulation of near-bank pollution 
zone in Yangtze river. 

MODEL 

Model description: . .- The waters of Maopingxi pollution zone is relatively shallow and board. 
!2ssuming vertical mixing, for a control volume of pollutant, the conservation equation of mass 
can be written as 

nhere 
A is the cross-sectional area of the control element [L'], 
Q is the flow rate of the control element [L~T-'], 



C is the concentration of the control element [ML"], 
Ex is the longitudinal dispersion coefficient [L'T"], 
E, is the lateral dispersion coefficient [L2T"], 
K is the decay coefficient of pollutant [T-'1. 

Due to the fact that the computing reach of Maopingxi pollution zone is very short and the 
advection item in cross direction is relatively smatl, the decay item and the cross-directional 
advection item are ignored. 

Divide the reach along the cross direction into several flow tubes, the variable in the mass 
conservation equation is descripted by the mean value in the flow tube. In the same flow tube, 
the nldth, mean depth, velocity is different at the different cross section, but flow rate is kept 
constant. Assuming the width in the tube is B, and the left . right coordinate of the tube along 
the lateral direction is respectively a'. b', the area A of the tube is multiplied by B and h. 
Integrating the equation in the flow tube can obtain the equation that describe pollutant transpor~ 
in the nature river as follows 

where 
A is the cross-sectional area of the tube [L'l, 
u is the velocity of the tube [LT'], 
h is the mean depth of the tube [L]. 
C is the concentration of the tube [ML'~]. 

Because the two-dimensional skew differential equation is difficult to solute directly, the 
equation is often disintegrated. In this paper according to split operator approach the equation is 
dissociated to direction x and direction y operator as follows 

In a spatial step the concentration distribution caused by the advection and dispersion in 
direction x is first soluted, and then in the same spatial step the distribution is regarded as a 
source to solute the concentration distribution caused by the advection and dispersion in direction 
y, so the concentration distribution caused by pollutant transport is obtained. 

Numerical -. . . - - - . - - -- discrezation: . The flow rate of different cross section along the tube is kept constant. 
Equation (3) can be written as 



Neglecting longitudinal distribution of longitudinal mixing coefficient Ex , at the grid point 
Xi , (5) can be written as 

The formulation is a one-dimensional linear skew differential equation. 

The value u, in nature river is variable in different locations. Peclet (u i  / E, ) number is used to 

descript the intensity or weak of the advection. If Peclet number is larger, the advection is more 
intensive. In the modeling of this paper, the six points weighed half implicit formulation of HFA 
is used in the more intensive advection zone, the four points implicit formulation of FDA is used 
in the more intensive diffision zone. The equation (6) is discretived as follows 

VC~:' + b ~ , ? '  +a~,"_:' = WCI",, + bbC: +uaC;"_, (71, 
Where in the usage of the formulation of HFA 

In the usage of the formulation of FDA 

er, AT 
where q is the weighed factor I defined by P=--. 

2EX 

Equation (4 is solved with an implicit finite difference scheme, 

where 

ihEy),, j , ,  is the mean of which is multiplied by h and the lateral diffusion coefficient of tube j 
and tube j-t-l in section j , 

(hE),,j., is the mean of which is multiplied by h and the lateral diffusion coefficient of tube j 
and tube j-1 in section i , 

Y Y , Y is the center of tube j+l , j , j-l in section i, respectively and 

Formulation constrains: The time interval is equivalent and constrained by the formulation 
convergent velocity and numerical dispersion. In this paper formulation of HFA used in direction 
x: is stable under coi~dition of 



If the weighed factor is the optimal factor q,, then 

The formulation is four stepwise dissipation and three stepwise dispersion. The stable condition 
is 

The other two formulations are implicit format and are absolute stability. To avoid the numeral 
dispersion, it is required that 

Model - -. -. . -. . parameters: . - - - - - . . - . Flow tube is divided according to China Water Pollution Gross Capacity 
Control Technical Specification. The method of plotting flow plane chart is a simple and reliable 
method to obtain flow field in engineering design. Modifying Manning coefficient in consistent 
with different cross section style and calculating the accumulated value of flow rate, when the 
accumulated value is equal to the design value, the distribution curve of accumulated flow is 
obtained. Thereby according to the tube number to divide the curve of the accumulated flow rate, 
in different cross section chart and different flow velocity distribution, the width, depth and 
velocity of flow tube can be obtained. So the flow field of the reach is obtained. Flow tubes are 

divided as chart 1. 

C 

1 sect ion 

Chart 1 D l a g r m a t  LC represen* at Ion of 
flow tubes. 

In the mode1 it is needed to solute the lateral diffusion coefficient E, and the longititudinal 



mixing coefficient E x .  Both of them, the parameter adjustment in the modding is necessary, 

The initial value of longitudinal dispersion coefficient is defined by the formulation in the 
shallow water near solid boradline proposed by Elder ' ' ' 

E, = 5.9hu. 
,d ' 1 1  ' J ]  05  2 

(12) 
Ex = O . O l & u  B u,'.'A-' (1 3) 

Ex = 2 . 5 6 n ~ h ' , ~ ~  (14) 
where 

u, is the bed shear velocity of the reach [LT-'1, 
n is the Manning coefficiiem, 
h is the mean depth of the reach, 
B is the mean width of the reach, 
A is the cross-sectional area. 

On the basis of hydrometric records of HuangIingmiao hydrological station, 10 kilometers 
downstream the pollution zone, the reference value of Ex is obtained by calculating Fisher 

approximate difference formulation ' ' , 

where 

A is the total cross-sectional area, defined by A = 2 h; A ~ ,  y,_ 

( = I  

- - h,+h,+,  h, is the mean depth of unit i, defined by hi = -, 
2 

n is the number of unit which width is b y  in the cross section, 

h, . h,, , is the depth of unit i ., i+ 1 .respectively, 
u. 11 is the mean velocity of unit i . cross section, 
q, is the flow deviation per unit width in unit i, deilned by q' = h, (u,  - G )  , 
4; is the lateral diffusion. 

Different from longitudinal and vertical diffusion coefficient, the lateral dispersion coefficient is 
variable and the error is up to 50%, and field observation is often needed. Lacking of the data, in 
the modeling of this paper the initial value of lateral dispersion coefficient is adapted according 
to the empirical formulation as follows 1 3 1  

Ey = 0.67hu* (16) 

and empirical formulation used in Chongqin reach of Yangtze river 1 I I 

where h is the mean depth, B is the width, u, is the bed shear velocity, S is the flexibility of the 



reach, u is the mean velocity. 

RESULTS AND CONCLUSIONS 

Modeling - -. results: -- For model calibraziation, the measurements of cyanide in flood period of 
Maopingxi pollution zone are used. The time and longitudinal step are even intervals. The lateral 
step is obtained from the flow tube width, which in the paper there are 20 flow tubes divided by 
the hydraulic conditions and bed geography of the reach. The result is shown in chart 2 

Chart 2 the result o f  cyanide in calibration of the quality model 

+ The  computation concentration, which ' 
is 30 meters from the bank 

4 The observation concentration, which 
is 30 meters from the bank 

"o- The computation concentration. which 
is 100 meters from the bank 
The observation concentration, which 
is 100 meters from the bank 

Distance dorr-ndream ( m )  

The chart shows: near the sewage outlet the result is not satisfactory with the maximum error up 
to 36.4%, the further away from the outlet, the better the result is. The mean error is 10.8%. The 
phenomenon agrees closely with the general law of two-dimensional water quality model. The 
modeling result indicates the model is suitable and the numerical method is valid to modeling the 
pollution zone. 

In the progress of the modeling two methods (HFA and FDM) are respectively used to solve the 
concentration distribution. The fact is founded that the method of HFA is used in intensive 
diffusion near-bank waters that will have unreasonable numerical reaction; the method of FDM is 
used in intensive advection waters that will not have good degree of accuracy. So the 
combination of HFA and FDM is proposed, and the result indicated the method is more suitable 
to model the Maopingxi pollution zone and have high degree of accuracy. 

Predictions: The State Council requires that a paper factory with a capacity low then 5000 ton 
must be shut down by May,1996. Many of small paper factories along the bank of Maopingxi 
were closed, the quality of Maopingxi took a favorable turn. In this paper the quality of pollution 
zone caused by the sewage discharging from ore district is predicted. The parameter of pollutant 
is cyanide. The input of pollution source is the mean-annual discharge of pollutant. According to 
the construction progress, the right bank water plant is used only in the phases 1,2 of construction, 



so the quality of pollutio~l, zone during the closure is received great attention. So thc input of flow 
conditions is the cv~nbination of the merm-annual discharge of Maopingxi and the discharge with 
a frequency of 15% in November, which is just the closure period of Yangtzt: river. The 
prediction is as follows 

The locatiorl of Baimiaozi water plant is about 1300 meters do\vnstream the confluence of 
blaopingxi and at least 30 meters away from the right bank of Yangtze river. Because of the 
signi hcant self-purification of Y angtze river. according to the prediction in a general case 
Maopingxi pollution zone will not have great influencc on the quality of Bairniaozi water plant. 

T~bll:  1 the prediction of cyanide in Maopingxi pollution zone unit meter 

Conclusion: According to ilow characteristic and thc poliuted wastewater discharge conditions 
in the reach, the flow field is derived through plotting flow plane chart by accumulated flow 
coorditlate method, and the concentration distribution is obtained by a new tnzthod-Hybrid Finite 
.4nalyric h~lethod coupled with Finite Difference Method. The numerical method is a 
combination of Hybrid Finite Analytic Method used in convection-dominated computer grid and 
Finite Difference hlerhud used in diffusion-dominated computer grid. The results indicated that 
the combination of HFA and FDM is more suitable to model the Maopingxi pollulion zone and 
have high degree of accuracy. According to the prediction in a general case Maopingxi pollution 
zone will not have great influence on the quality of Baimiaozi water p l u ~ t  during Yangtze river 
closurc. This is an explanation of the significant self-purification of Yangtze river. 

100 200 
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A COMPUTER MODEL TO PREDICT SALMONlD FRY EMERGENCK 

By William J. Miller, Senior Aquatic Ecologist, Miller Ecological Consultants, Inc, Fort Collins. (-0: 
Fred D. Theurer, Agricultural  Engineer, USDA Natural Resources Conserv:~tion Scrvicc, Bcltst ilk. 

MD; and Carlos V. Alonsu, Research Hydraulic Engineer, USDA Agriculturril Resei~rch Scrt iru, 
Oxford, MS 

Abstract: The salmorud fy eruzrgerlcz computer modcl was dcvciopcd to determine fn, sun:i~,ul niid 
emergence as a fwlctlon of phys~cal parameters in the rcdd. Thc criceria in the perce~lt f n  cnlcrscncc nlodcl 
were developed to reflect average hab~tat requirements that will provide realistic esiim;~tcs of percent ti\ 
emergence The tnodel is applicable to rainbow trout (Oncorhynchz~s mykiss), stcelhcad troul ( ( 3  tnyklss). slid 
chinooh salmvn ( 0. tshcr\vytschn) However, the conccpts should be applicable to salrnortid spzclcr. in gcncral. 
after m & i g  the appropriate rnodlficatlons for the species of intercst Thc lnodcl uscs a b i a n t ~  zt.iterion lor 
survival due to temperature and dissolved oxygen with mortality calculated for t11c proporti011 of eggs cuposcd lo 

lethal le~els .  Tile only physical parameter that fractional ernersence valucs arc dcrivcd fru~rl i s  subslratc sizc 
and composi~~on. This is a rcflcction of thc amount of entrapment cspcrienced by the cmc rg i~~g  l . 1 ~  Mudcl 
predictive equations and survival criteria were incorporated into a Fortran 77 progranl. 

Natural rcsourcc managers rcspons~ble for inaii~ta~nt~ig or rchabililal~ng b ;~ l~non~d  h a b ~ l a ~  rrcqucntl~ :cl! 011 

n~odcls to asscss changes in land use management pracliccs. Modcls pro1 idc a mcthod to asses$ s c ~  crnl land IIKL 

a1 tonlati\ es and illen select the   no st appropnatc allcrnativc wit houl cul lcct ~ n g  ernplr~cal d a ~ a  I'or ~ac l i  
nlternnt~te. One example of h s  approach is the l~terature review oi' snl~nonld spaumng habilat requirc~nants 
(Chcvd~zr  sr 01. 1984) and sahnonid fry emergence model (Miller. 1985: l'heurcr atid M11lc1.. 1 O X O )  dct cIopcd 
for tlic a pllot study rn southeast Wash~ngton. 

Rccentl!, tnodels that predict salmonid f~ emergence as a function of pcrccnt fu~cs rn the redd havc bcc11 
dtvclopcd to cisluatc the cffccts watershed land usc practices havc otl salmonid spalining habitat (Stowcll ('I ' I / .  
14x3, Tsppcl atld Bjornn, 1983: Raleigh ct a/ ,  1986). Thc stud~cs that wcrc used as the basis for thc iuodcls 
dcmonsirated that substrate size is Important in determin~ng salmanid emergence (Tnppd nl-rd Hjonu~. 1083. 
lnlng and Bjornn. 1984). However. these models do not incorporate the effects of natcr tcmpcraturc ;ind 
d~ssolwd oxygen (DO) on emergence. Previous studies hake .shon.cn that both temperatwe and dissol\cd nsvgcn 
are Important in deterniinilig salnlo~ud clnbno a~td larval s u n  ~\.iiI (Silver el ill. 1063: Eddy. 1972: MIIIcI-. 
1988) Colorado State Unn ersit? researchers developed an al ten~at~ ve model from exlsli~~g rescarcli t l i ; ~ l  
ir~corporates watcr tcmpcraturc. d~ssol tcd  oxvgen coucentratlon and pcrccnt fines in a prcd~ctivc cmcrgcncc 
n~odcl (M~ller. 1 985: Theurer a i ~ d  Millel. I 080). 

Salmonid lntragravet Habitat Requirements: Salmonids deposit heir eggs in redds which they dig in  tllc 
strcanl gravels. These eggs are the11 covered with up l o  several inchcs of g r a d  during thc spairning process 
(Burner, 195 1). Thc larvae remain in tlie gra1;el until the volk IS absorbed and thcn mow up through the gra\ el 
at the onset of feeding. Incubation success depends on proper intragravel temperaturc, dissolved os! SCII 

concentration, intragravcl water velocip. illid substrate panicle s i x  

Intragra\'el temperatures influcncc dci clopmentnl rates of incubati~lg embryos and Ian ac. I'cmpc~ aiurc I cgir~~cs 

and thc accumulated temperalurc units are tmportant for proper development Wsltcr tcmperaturcs abinc 1iont1;ll 
in a paaicular stream can acccleratc thc developmental rate of embryos Thc dcvclopmcntal r a t  rs impodan~ TUI 
ovcrall growth and formation of internal and external biological struclures 



D~ssolecd oxygen levels have a lrect  effect on the quality of incubation habitat and salmonid survival Silver et 
( l41h3) and Shurnway t.t a1 (1964) found a hrwt relationship between dissolved oxygen concentration and the 

sr1.c of salmo~~id Cry at hatching. One researcher (Eddy 1972) stuhed the interactive effects of temperature and 
d~ssohed oxygen concenhatiorl on chinook salmon survival. Using the Eddy (1972) data and criteria from 
Uiller (1'185), survival ratios (percent) were computed for steelhead trout with the model of Theurer and Miller 
( 1986) Tl~c  ratios show the s?nergistic effects of temperature and dissolved oqgeien 

Substrate slLc and coruposition. especially the amount of frne sediment, has n direct effect on the lntragravel 
~elocity and llierefore the amount of dissolved oxygen carried to and metabolic wastes carried away from the 
c~ubr?;os Substrate size and composition, especially the degree of cloggirlg of interstitial spaccs, also is an 
~mportaat factor in determining fr) emergence (Shirazi and Seim, 198 1). 

FRY EMERGENCE MODEL DESCRIPTION 

Yt.cdictive Equation Development: The model deb-eloprnent was a11 iterative process as follows. Data from 
htlller (1988) and from previous works wcre used to develop a model to prehct emergence from a clean g r a d  
substrate as a function of dissolved oxygen and temperahue. First, a linear regression on the 15.2 C data and ~ h c  

1 3.3  C values was used to predict values for 1 1.9 C. Second, s power curvc was fit to the fow DO levels at each 
Lch~npcralurc. Third. ;1 linear equalion was f i l  bct\+ccn temperatures at DO levels of 4.1 and 8.4 rng/l. Fourth. 
rllcsc rcgrcssio~~s arc uscd lo solve for new coeflicients at any intennediate temperature at 4.land 8.4 m d l .  
I:111311y. ~ I I C  ncw cocllicicnts are used to solye for emergcncc at any i~eemediate DO level. 

'l'llc lilial predictive equation was a power cune  fit based on DO level. The general equation used in the f i i  was: 

Pcrccl-r! Emergence = a (DO - clb (1) 

whcrc a. b. and c arc cocfiicicnts specific for each temperature. This curve fimng resulted in Chrcc utdiv~dual 
cquatiorls b u c d  on tcmpcrature. The 'c' coefficient is assumed constant at 2.4 based on the results ol' the 
emergence expel-Lnents. This was thz oxygen conncenbation with no survival or emergence. The 'a' atd 'b' 
coeficients \;mied f'or each temperature. 

'The power curve l i t  smoothed the adjusted and prehcted data and, producd a better fit  to the onginal data than 
(hc rnult~plc h e a r  regression. Thc equation used was forced to meet the zero survival conditions at 2.4mgA DO. 
The power cwrve equation was a better predictor for the 15.2 C temperature at 8.4 mgll than the linear equation. 
but did predict higher emergence than observed at both the 13.3 C and 15.2 C temperature for the 4.1 and 8.4 
mgA DO Icvcls. The mean error for each equation ranged fiom 0.5 % at 15.2 C to 3.4 94 at 11.9 C. The larger 
crror at lhc 1 1.9 C tcrnperalwe is probably due to the lack of accurate emergetice data at that tmnperature. The 
overall tnean error of estimate was 1.5 % with a standard error of the estunate of 7.7 %. 

'['he power curvc equalions prescnted above predict prccnt emergence for rainbow incubated in a clean gravcl 
substrate. Thc data anaIysis indicates that temperature and dissolvcd oxysen influence the percent emergence. 
Uillcr rcscarchers have shown that percent emergelice at optimum dissolved ovygen and temperature conditions 
1s strongly affected by substrate composition (Tappel and Bjornn, 1983; W itzel and MacCrimmon, I98 I ; In~iag 
and Bjornn, 1984). There also may bc other factors such as velocity that have a significant influence on 
cmcrscncz. 

Modcl Components: This fry emergence model is similar to that used hi h e  southeast Waslungton pilot study 
nlc~ltioi~cd above That study is an exampIe of a watershed approach to assessing aquatic habitats. There are 
lhree variables included in the model determining fry emergence. These variables are water temperature. 
~l~tragrwel dissolved oxygen conceniration, and substrate particle size and composition. Thc f q -  emergence 



model has two main sections. The first section determines embryo mortality for rainbow trout based on water 
temperature and hssohed oxygen concenbation. The second section determines larval mortalit?' &r the eggs 
hatch based on water temperature, dissolved oxygen concentration, and amount of fine sediment. l k s  section 
also determines fry emergence based on sediment size and composition. 

It is assumed that water temperature. dissolved oxygen concentration, and sediment composition in the physical 
environment of the spawning redd ~ 1 1 1  be provided by sources external to this model. Intragravel l e l o c i ~ .  
substrate size, composition, and organic content are interrelated in that they determine the amount of dissolled 
oxygen carried to and waste products carried away from the embryos and fry. Embryo and pre-emergent fry 
sun tval is  assunled primarily dctennined by dissolved oxygen concentration and temperature. Fry emergence is 
pr~rnaril~~ dependent on bssolved o q g e n  concentration, water temperature and substrate parliclc siLe 

composihon. 

Embryo Mortality Com~onent: The first input required is the daily water temperature. It is assumed  hut 
lhcrc 1s littlc or no ~ f lucnce  fioru groundwater temperature in the redd, and that the instrearn water temperature 
and ~ntragravel water temperature are the same. The criteria used for determining any mortality due to 
temperature were 1 5 . 5  C for eggs and 18.0 C for pre-emerged larvae. If the criterion is excecded the eggs will 
die. The de~elopmental stage of the entbfios is computed from water temperature and days from fertili~alion 
usuig thc formula obtained by Crisp (1981) to determine hatching dates for rainbow trout. This formula is a 
power-law model that accounts for over 97 O;'o of the variance in the days from fertilization to hatching, and II has 
the form: 

where 
Drainbow = days from fertilization to hatching 
a = constant 
b = constant 
T = temperature (?C) 
R = temperature correction factor 

The equation from Crisp (1 98 1) used to determine hatchng date for steelhead embryos IS: 

To calculate the developmental phase, the daily developmental rate is calculated using the following equations 

where 

= Drainbow 
Rd = dady development rate 
Sd = sum of daily development rates 

The hatch date 1s reached when the sum of the dally rates equals 100. The date is calculated by summing the 
days of development and adding the days to the fertilization date w follows. 



where 
Jd = days of developn~ent 
Jf = fertilization date (Julian) 
Jh = hatchlng date (Jdian) 

Thc degree-days (one degree-day is equivalent to one degree (C) above freezing for one day) are calculsltcd and 
used to determine emergence dates. Degree-days are calculated by: 

Degrce-day = degree-day + daily degrces (C) > 0 C ( 8 )  

Fry Emergence Dissolved O x v ~ e n  Model: The dissolved oxygen model determines the survival of thc cggs 
based on the stage of development of the egg and the available oxygen concentration. The first check is rnadc on 
the lower lethal limit of dissolved oxygen of 2.4 mgA. If the average daily dissolved oxygen level is lower than 
2.4 nig'l at any phase of development the eggs are considered dead. The criteria is based on the experimental 
study conducted by Miller ( 1988) and on research by Alderhce et al(1958), Silver et a1 (1 963), and Shumway 
ef al (1964) that report total mortality for steelhead and chinook at levels below 2.4 mgA hssolved oxygcn 
concentration. 

Pre-emergent Frv Survival and Frv Emergence Component: After the cggs have hatched the fry remain in 
thc gravcl until the yolk is absorbed. Some previous research has reported that early cmergcncc wilt occur if the 
dissolved oxygen level is lcss than the critical level (Tappel and Bjornn. 1983; Irving aid Bjornn. 1984). To 
determine prc-emergent frj  survival the variables of temperature, dissolved oxygcn concentration, m d  the 
amount of fme sehment are used. Time of emergence is determined by degree-days. The average desrec day 
(C) value used in the model is 700 degree-days for rainbow emergence. This is based on results of Millcr 
(1 988) and Tappel and Bjornn (1 983). 

The first calculation made is a check on the average daily water temperature in reference to temperatures 
between 11.9 C and 15.2 C. Whence the reference temperature is determined, the power-law coefficients in 
Equation ( I )  are computcd for the temperature based on the following algorithm: For 11.9 C < T < 13.3 C: 

PEMERGl = 45.51 + (6.3429 * (T - 11.9)) 
PEMERG2 = 22.74 - (13.1643 * (T - 11.9)) 
b(T) = In (PEMERG1 / PEMERG2) /In (1.7 16) 
a(T) = PEMERGl 
c(T) = 2.4 

md for 13.3 C < T < 15.2 C: 

PEMERGl = 54.39 - (13.82 1 1 "T - 13.3)) 
PEMERG2 ~ 4 . 3 1  - (1.5158 * (T - 13.3)) 
b(T) = In (PEMERGl / PEMERG2) 1 ln (1.7 1 6 )  
a(T) = PEMERGl 
c(T) = 2.4 

PEMERG 1 = crnergence at DO = 4.1 mgA; 
PEMERG2 = cmcrgence at DO = 8.4 mfl; 
a(T) = first coeficient in Equation (1); 



b(T) = exponent it1 Equation ( I ) ;  
c(TI = second coefficient in Equation (1); 
T = water temperature. degrees (C), 

The abovc cquations can be used lo prehct emergence horn a clean gravel within the range of dissolted oxygen 
md lempcralurcs listed The equations for percent emergence were dcvcloped in a laboratory apparatus !+here 
the substrate s l a  composition was varied and d~ssolved oxygen and tenlpcrature held within the optrmum range 
for development. The dierences in percent emergence are assumed to be due to entrapment by fine sedimcnl and 
[lot due to lack or dssolved oxygen or unsuitable temperatures. It IS recognized that thc ~tltragravel hydraulic 
characlcristics change as substrate sizc compositions change but process-based models such as SIDO (Alonso L,I 

crl. 1 9 6 )  should reflect the changcs in ~ t s  Bssolved oxygen pred~ct~ons and the predicted dissolved oxvgen lcvcls 

determ~nz thc siwival ofthe fry. 

FRY EMERGENCE COMPUTER PROGRAM 

Pruprram Sequence: The frq emergence model is dependent on other data sources such as the SIDO model for 
input parameters. The progranl is written in ANSI standard Fortran 77. The program consists of the mainlinc fry 
cmcrgence program and subprograms for incubation temperature, dissolved oxygen concentration, substrate 
prtrlicie size composition, and total fry emergence. The percent survival and emergence are dctermirled for a 
lypical redd. 

Mainline program This portion of the program contains all of the variables and conditions that detern~inc 
c~nbryo and fiy survival There arc also a set of Fortran logical flags that keep a record of total rnortal~ly for thc 
rcdd caused by the ph3,sical factors of water temperature, dissolved oxygen conce~~tration or total sedimcnt 
blockage. 

Dissolved oxygen and temperature subprogram. The dissolked oxygen and temperature subprogram is  he 
first subprogram called by the main program The temperature subroutine computes the degree-days for the 
lncubal~on pcnod arid determine the hatchng date for the eggs and emergence date for the fry (Equations 3-8) 
The temperatwc subprogram determines mortdlty caused by extreme kmperaturcs. There is a logical flag that IS 

specific 10 thc tcrnpcrature subprogram and inbcates when total mortality occurs rn the redd. Thc dcvclopmen~al 
stag i s  passcd to the dlssol~ed oxygen subprogram and substrate particle size distribut~on subprogram. 

Substrate Particle size subprogram. The final subprogram called is the substratc particle sizc subprogram. 
The particle size distribution for each read is checked for the percent particle size less than 9.5 u i n ~  and the 
percent less than O 85 m. The pcrcenl emergence is calculated for the cell based on the criteria of Tappcl and 
3.jornn (1983). 

Total fry emergence subprogram. The total fry emergence for the read is crllculatcd by lnultiplying thc 
pcrccnt emergence due to temperature and dissolved oxygen by the sediment adjustment ractor for particle s i x  

DISCUSSION 

Model results versus observed results. An error analysis comparing nlodcl rcsults wid1 obsewcd rcsults 
showed that predicted values were generally within 10 percent of lhc obscrvcd emergence values. Thc 
assumptions made jll tile corlstxuction of thc model probably contributed to the error. The fact lhai thc nlodcl is  
ntlhin I 0  pcrccnt or thc actual values i nd i ca~s  that the estimated parameters arc dosc lo tho actual values. Thc 
cmcrgcnce data when plotted as a continuous surface has the hgIlest emergence at the lowzsi tcmpcraturc and 
iiighcsl DO levct The power curve model seems to accurately represent the shape of the actual data (Figurc I j. 
The model developed in this study can be used to evaluate management alternatives. However, the potenl~al uscr 



1s cautioned to evaluate the model results c d l y .  The model is a synthesis of available literatwe on emergence 
for several species. This synthesis required the aggregation of data for a variety of salmonid species. The basic 
data used in the experiment had a degree of  variability due to experimental condtions as well as species 
variabiliv. It has been assumed that the majority of the variability in the model can be explained by dissolved 
oxygen and temperature conditions. 

SUMMARY 

The salmonid fry emergence computer model was developed to determine fry survival and emergence as a 
function of physical parameters in the redd. The criteria used in th~s model were developed after reviewing 
literature pertauung to salmonid embryo habitat requirements. Salmonid habitat requisites cover a wide range of 
cond~tions. The criteria in the percent fry emergence model were developed to reflect average hab~tat 
requuements that \\ill provide realistic estimates of percent fry emergence. The concepts should be applicable to 
salmonid species, u~ general, after making the appropriate modfications for the species of interest 

The parameters used for tile prehctions of embryo survival and fry emergence are water temperature, intragravel 
dissolved oxygen concentration and substrate particle size composition The fry emergence model uses the SIDO 
physical-process model to provide the required input values for intragravel water temperature sehment 
composition, and dissolved oxygen. The survival and emergence criteria for each parameter were developed 
from existing dormation in the literature and refrned in laboratory studies using r a i n b o ~  trout, 1 7 , 1 ~ o r h ~ n ~ h u ,  
myklss. The model was developed to predict rainbow trout percent emergence for temperatures between 1 1 .'I C 
and 15.2 C and hssolved oxygen coi~centrations between 2.4 mg/l and 8.4 m d l .  Model pred~ctive equations 
and survival criteria were incorporated into a Foman program. A previous version of the model was used to 
predict survival and emergence for steelhead trout. 0. rnyhss and chnook salmon, 0, tshauytf~cha. 

The model uses a binary criterion for smival  due to temperature and hssolved oxygen with mortality calculated 
for the proportion of eggs exposed to lethal levels. The only physical parameter that fractional emergence values 
are derived from is substrate size and composition. Tlus is a rdection of the amount of entrapment experienced 
by the emerging fry. 
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Figure 1. Map of lhe TuaIatin River, Oregon, showing the lwation of rhe two largest wastewater treatment plants. 
The model extends from RM (river mile) 38.4 to the low-head dam at RM 3.4. 

imposed ammonia load exceeded the observed load, the load of nitrate nitrogen was decreased to compensate; when 
the imposed ammonia load was less than the observed load. the nitrate load was increased accordingly. An instream 
nitrification rate of 0.1 1 daym' was used for each simulation, based on instream ammonia data collected during a 
period of high ammonia conceritrations in the summer of 1995. 

FACTORS AFFECTENG DISSOLVED OXYGEN 

Several important factors control the cffect of the imposed WWTP ammonia loads on the simuiated DO concentra- 
tions, ~ n c l u d i n g  the magnitude of the laads, river discharge, water temperature, and solar insolation. The effects of 
several o f  these factors arr apparent when the sirnuiatzd DO concentrations are analyzed for violations of the mini- 
mum L30 standard. The DC) standard for the 'Tuolatin River has several parts, but the most frequent] y violated clausc 
slates that thc 30-day mean DC) concentration, with no credit for $upersaturation, shall no1 be less than 6.5 m g L  (Orc- 
gun Department of Environmental Quality, 1997a). Violations of the DO standard usually occur within the reservoir 
reach of the river (RMs 31)-3.4, fig. 1); representative monitoring sites within that reach are located at RMs 16.2 and 
5.5. Table 1 shows the percentage of time that the simulated 30-day mean DO concentrations at RMs 16.2 and 5.5 
violated (he standard as rt funclion of WWTP ammonia load and month during the low-flow summer period. 

Ammonia I,oad 

Increases in thc si~l~ulated ammonia load frorn each of ~ h c  WW7'Ps give rise to an increasing frequency of si~nulated 
I10 viola~ions (lahlc 1). For exai~iplc, the simulated frequency ot' violation at RM 5.5 in the months of Scptetnher for 
199 1-1 993 increases from 0 to 67 percent as the ammonia load from each WWTF Increases From O to 1500 lbld. As 
the imposed ammonia load is increased, the amount of DO consumed through instream ammonia nitrification 
inorrases, an$ the magnitude of the DO loss can be large. Even averaged over the entire May-October perid.  ni~rih- 
cation-caused decreases i n  the simulated DO concentration downstream of the WWTPs can be more than I m@ for 
ammonia loads preatcr than 1 0 0  1Wd (fig. 2). The slight increase in the mean DO concentration in figure 2 at mi 9 
i s  due to the effect of dilution; both Fanno Creek and the Durham WWTP di~charge into the Tualatin River at that 
point (fig. I ] .  Note that the incrementa1 change In 00 concentration for each additional 250 Ibld ot' arnmonia load is 
cirni!ar. ~ndicaring that the relation between ammonk load and DO loss is approximately linear in  this range of 
WWTP arntnonia load. Although the reaeration rate must increase as the DO deficit incrases, reaeration is slow 
r~l<>ugh in this reach $bat it does not offer iliuch protection froni DO violations under thesc ~ rnmon ia  loads. 



Table 1. Percentage of time that the running 30-day mean of the simulated dissolved oxygen concentranon was in 
violatinn of the State of Oregon standard, based on simulated hourly concent~aiions weraged vertically 
n\:er rhe top 10 feet of the water column. (Ihld, pounds per day; WWTP, wastewater treatment plant) 

WWTP Percentage of time in violation of the 10-day mean dissolved oxygen standard 
Arnmonla 

Load 
Riber Mile 16.2 River Milc 5.5 

(lhld) May Jun Jul Aug Sep Oct May Jun Jul Aug Sep Oct 

0 0 0 0 0 0 18 0 0 0 0 0 21 

- 2 . 5 1 1 1 1 " ' " ' 1 ~ H ~ " " 1 M - 1 " v 1 - ~ i L L " 1 ' 1  
40 35 30 25 20 15 10 5 0 

River Mile 

Figure 2. Sirnulaled change in the mean dissolved oxygen concentration (May-October, 1 99 1 -  1992) as a function of 
rivcr mile for WWTP ammonia loads between 50 and I 5Oo pounds per day. relative to zero WWTP smmo- 
nia loads. (rng/L, miIligams per liter; Ib/d, pounds per day; WWTP, wastewater treatment plant) 

Rlvcr discharge and water temperature are important facrors in determining the effect of WWTP ammonia loads (In 

Tualatin River DO concentriltions. Lower river flows result i n  longer travel times through th2 reservtlir rcach of the 
river, where slow moving water reduces the effeniveness of  reaera~ion. As the  ravel time lengthens, more of [he 
nitrogenous oxygen drrndnd will bt: exerted in the reservoir reach, where most or the DO violations typically occur. 
'Iravel times through the rewrvoir reach can be as long as 14 days when river dischage decreases to 1.50 ft3/s. I!nder 
those conditions. 3ht)ut RO percent of the nitrogenous oxygen demand from the Rock Creek WWTP wi l l  he realized 
within ~ h c  reserc olr reach, in contrast, when rlvcr discharge is high. thr travel time is short and the amount ni oxygen 
dcrnand exertcil by instream ammonia nitrification within the rcservn~r reach will be a small fraction of the pnsslhle 



nitrogenous oxygen demand. Higher flows also carry larger loads of  oxygen, resulting in srnallcr DO concentralion 
decreases for the same mass of DO consumed. The effect of water temperature is imporpant main1 y because i~ influ- 
ences the rate of ammonia nitrification; the reactjun prcxzeds faster in w m e r  water. 

Bolh river discharge and watcr Iemplrature have prrdictable seasonal trends. Flow in the Tualatin River rcHects thc 
regional precipitation pattern; mosr of the rain falls he~ween Novcm ber and April, and the lowest Ilows are ohserved 
in July and August - thc months thar typically receive the least precipitation. Water temperature rs normally grzdtest 
during midsummer as a result of long sunny days and low flow conditions. The effects ot' r~ver  discharge and walcr 
tcrnpermre are illuslrated in figure 3 for a WWTP ammonia load of 1500 Ibld from earh plant. The effect of th~:. 
ammonia load is smallest duririg May hecause river discharge typically is highest in May. As the flow decreases f rcm 
M3y through August, the amount of DO consumed in the reservoir reach through nitrification increases duc lo length- 
~ n i n g  travel times and faster nitrification rates i n  the warmer water. During Septcmher and Wtoher, the fob$ .typically 
remains low, hut the watcr becomes slightly cmlsr, resulting in slightly less DO consumprirlrl In parts 01 the rcserwir 
reach. The month of September and October are critical periods for DO due 10 typically low rivcr Anw. 

- June 

- August 
. . -.  -. . September 
- - - - -  October - 

P 

L 
C 

40 35 30 25 20 15 10 5 0 
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Figure 3. Simulated change in the monthly mean disstllved oxygen concentration ( 1991-1993) as 3 funcr~on oc river 
mile using WWTP ammonia loads of 1500 pounds per day, relative to zero WWTP arnmrlnta loads. I mg/L, 
milligrams pcr lirer; WWTP, wastewatzr lrcatmcnt plant) 

Al~hough mnre than 2.5 mg/L of DO can hc con.;umed through the n~trilicarian of a 1 5(X) l blcl arnrno~ia load during 
.4ugusl, that consumption may or may not result in a I)C) violat~on. The rcsults i n  tahllr I, for cxample, indicate t h a ~  a 
1500 Ih/d ammonia load from holh WW1'Ps prduced August DO violations a1 RM 5.5 hO peruznt o f  the trrnc. tor t hc 
condil~ons observed in 1 99 1- 1 993 V~c~lations ivcre not prnduced mors frequen~l y hecauw the low flnwr nf August 
also encourage !he growth of large bloom\ of phytoplanktor~. Thc amount of DO produced through the photosynthr~ic 
I~ctivity of these algae ofcn is large enough to offset ;1 large nitroynous ohygen dellland and keep  he DO cnnccntra 
trrm above the standard. 

1n dn lirternpt tc! quantify hnw compliance w ~ t h  crr violat~r,n of thc 30-day mean DO ctandard varies with rivcr dis- 
charge,  tic. distribution of 30-day mean discharge uras plottcd agai nsi the imposcd WWTP ammctnia load for periods 
of both con~pliance and violation in the entire 18 month sirnula!ion period (fig. 4). Although r~ver  dischaqc and tht. 
aniinonia load are not the only  Cxrors determining compliance or violalion. figure 4 dves suggest that v~olu~ions  arc 

morc likely In ~xcur at the lowest flows and less likely lo occur ahovc certain levels of'citscharge Inr a givcn ammonia 
load. Foi- example, most of the sirnulaied violations for WWTP ammtlnia loads of 750 lhld nr less coincidc with Ilows 
lcss than 150 ft3/s. and no violations are simulattd for flows above 220 ft3/h. 

Solar Insolatiog 

The solar ~nsolation rate. ~veraged over a t ~ m e  scale at least as long as that ot a typacal a lp1  bloom (5-30 days I .  is an 
iinportant predic~m of the level clfalgal phntosynthetic activity in the Tunlarin River. Light iondilionr; dltect the lcvel 
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Figure 4. Box and wh~sker plot showing how compliance with or violation of the 30-day mean dissolved oxygen 

standard at river mile 16.2 varies as a function of both river discharge and  he imposed WWTP ammonia 
load. (ft-l/s, cubic feet per second; Ibld, pounds per day; WWTP, wastewater ueatment plant} 

of photosynthetic activity, and pho~osynthetic DO production is important in determining whether a given WWTP 
ammonia load will produce a DO violation within the reservoir reach of rhe Tualatin River. This dependence is illus- 
trated in figure 5, in which the distribution of the 30-day mean solar insolation rare, measured at the Durham WWTP, 
is plotted against the imposed WWTP ammonia load for subsets of the modeled v r iod  that produced either compli- 
ance with or violation of the 30-day mean DO standard. The dependence i s  strong. Under low light conditions and 
high M'WTP ammonia loads, DO violations are more likely; when light conditions are more favorable for algal 
growth. DO violations are less likely. For example, all violations for W T P  ammonia loads of750 Ibld or less coin- 
cide with solar insolation less than 150 w/m2 (watts per square me~er), and no violations are simulated for solar inso- 
lation above 220 w/m2. 

The dependence of ctlmpliance with or violation of the DO standard on the solar insolation rate is stronger rhnn that 
produced by river discharge and illustrates the importance of photosynthetic production in the DO budge! of the Tual- 
atin River during the summer low-How period. All ot the simulated DO violations for WWTP ammonia loads less 
than 500 Ib/d occurred in  October (table 11, for a combrnation of reasons. First, the seasonal variation in solar insola- 
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Figure 5. Box Lind whisker plot showing how compliance with or violalion of thc 30-day mean dissnl~~d o x  ysen 

5tandard , ~ t  river mile 16.2 varies as a function uf'both solar insolation and the imposed WWTP arnn~tjnia 
load. (w/rn2, watts per square m e w ;  lbld, pounds per day; WWTP. wasrewater treatment plant) 



tion, with shorter days and less intense light l a~e r  in the summer. causes light condition$ in Octoher to he less favor- 
able for alga! growth and photosynthetic production. Second, the month of Oc~ober is ry pically characterized by 
continuing Iow flow: sediment oxygen demand and carbonaceous biochemical oxygen demand continue to consume 
DO from the water traveling through ~ h c  reservoir reach, depleting the DO to levels near the standard. The long travel 
time in the ahsence of significant pholosynthetic production causes DO violations to he more likely in thi< period. 

AMMONIA ASSIMILATIVE CAP.4ClTY 

Ammonia assimilative capacity is defined in this paper as the maximum load of ammonia that can he carried hy a 
river without causing violations of a water-quality standard or criterion. For the Tualatin River, the relevant cr i t r r~r~n 
is the State of Oregon minimum DO standard. Ammonia toxicity also may he a concern when large ammonia loads 
coincide with high pH and high water iemperature. Under most conditions, however, prevention of DO violations 
also will prevent ammonia tc~xicity problems; therefore. the toxicity criterion is deemed secondary to the DO standard 
and is not addressed in thls analysis. 

The model results in table I and in figures 2-5 can he used to generate insight into the ammonia a5similative capacity 
of  he Tualatin River. For examplc, table I shows, for the month of Ocroher in particular, that under certain conditions 
the Tualatin River has an ammonia assimilative capacity of zero; thal is. i t  can carry no ammonia Iwnd from the 
UWTPs without decreasing a DO concentration that is already at or helow the standard. Similarly, rhe model rhows 
that under high-flow conditions (May and June, for example), the river can ass~milate more than 1500 Ibld of ammo- 
nia from each WWTP without producing a DO violation. Indeed, the ammonia assimilative capacity ma!: hc a> high 
as several thousand pounds per day under typical high-flow condilions. Furthermore, under low-flow and f~vorithle 
light conditions in midsummer, photosynthetic producti~n may exceed the nitrogenous ax ygen demand produzcd hy 
about 500 to 1500 Ihld of ammonia from each WW'TP. 

Under conditions where the ammonia assimilarive capacity is rcro, the Oregon Administrative Rules allow ODEQ, a1 

~ t s  discretion, to allow the discharge of wasteloads thur rcrult in "no measurable reduction" of  DO. where "no measur- 
able reduction" is detined as approximately 0.2 mg/L (Oregon Department of Enb ironmental Quality, 1997b). The 18 
months of model output was analyzed to determine whai level of WU'TP ammonia load would result in a DU 
decrease of 0.2 m& under thnse conditions when the 30-day mean DO concentration was alrcady at or below thc 
srandard in the ahsence of WWTP ammonia loads (fig. 6). Under these conditions, the effect of any addi~iunal ammo- 
nia load caused the greatest decreast: in DO concentrations: when the 31)-day mean DO concentra:lon met or  

River Mile 16.2 6 C River Mile 5.5 
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Figure 6. Box and whisker plots showing dissolved oxygcn unnsurnption due to ammonia nitrifica~ion as a function 
of. the WWTPamrnonia load. These plots include on!y conditions in the I 8-month calihmtlon pcriod whcrc 
the 30-day nlcan dissalvcd oxygen standard was violated i n  the ahsence of WWTP ammonia loads. (mglL, 
mill~prams per liter; Ihld. pounds per day: WWP.  wastewater treatment plant) 



c-xccccicd rhc .;tnndard, thc same adrlitlonal ammonia load c a ~ s e d  Icsc of d decrease: In thc UC) cor~ccn~ralion r' l lcx- 
for<, the Jata snorvn rn tigure h reprcsenl the mohi c r i ~ ~ c a l  condltiun> for DO 

Thz IlothLd lines drawn ~hrough the medians of' dlrb cl~stribut~on.. in tigurc h <how that zhc predict& I>(> it?.ssc\ ;ire: Iim 
carly related lo rhc irnpmt%d ammonia Ir)sd. The ilop~. of that line is slightly strcper for RM 5.5 ihan for R X I  10.2 
because RM 5.5 i c  downstream of both WWTP3. whersns RM 16.2 is clowllstwim 01. onl) one WWTP (liy. I ) .  'l'hc 
\lope o f  these lines depend3 mainly o n  riverdiscliargc and the instrcaln n~~rilicsltirrn r;rte. wnic.11 is 3 Furctrrm ol ' i ia !ur  
tcml~nrurc .  li lllc [low had hcrn lower. rhc cTfcl.1 of instwarn ammonia n i ~ r i f i c ; i l ~ o ~ ~  wo~rld hn\c hecn e w n  = (Frcillcr 
and the ilnpe r j l  thcse liiizs wodd hc stecpr. Similarly. 1 1 '  the riwr flow crluld he ;tugnjcr~tcci IO ~l~;i~r~~i. i i r l  ~1 t l~ghcr 
minlmunl discharge. the slope ot  hew lincs wclulJ bs nlorc sh~Ilotv\.. Thc re%ulrl; in  tigrrrc h intlri';~{c thd u;i<.l: WW'T'I' 
cc~uld d i ~ h a r g e  ahout 1 OC )b/d of ammonia n1trrlpc.n unilcr ihc 11lr>s1 cri tisal 1)O condiriuns and cnucc o n l y  ;i I).?, myfi. 
c l ~ r c a s c  in thc 30-day mean IN) concenira~irl~~. Thesc rcsults wi l l  sid in  .;eltiny n ncw arnnonia *.;1sl~lo3rl ~ I i o c u t : ~ > t ~  
for lhesc two WWTPa undcr thc re\ ised amnlonia I'hIDI,. 

Thcse model rexult~ were used to generate a simple Hnw chart that ~lluqtriile.; the dcpcndr,tue c r t  thc: I ~ r , r ! ; i ~ i n  I -? i \ ,cr '~  

cnlc~llatk~cl  nmn~r>ni,: acsimihtjve ~ ~ p a ~ i i y  fin i ncs~ura l~ lo  quen~itier suck as riler dichargc (at a ~ u ~ c .  Rht '47.31 iind 
rnlar insolation ( l ip. 7). Ihc ammonla loads in thc flow chart also depcnd on ~ h c  ins~rcan l  ~ ~ l ~ r ~ i i c a l l o n  rtltc, u hich .: .I 
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function of water temperalure. and on thc averaging interval used fur Hou and solar insotaticm. Thc resulli in figure 7 
arr  hascd on 30-day means of  flow and solar ~naolation, as in figures 4 and 5 .  

L'nder the high-Rt)ul cond~tions enctl~~n~ercd in May, the Anu chart leads to an  du~rnilative capacily greater than 150fl 
Ib/d. In midsummer. when river dlsuharge is typichll~ between 150 and ?On ft-'/s and the solar inrold~ion rate is gcncr- 
ally well dbuve 150 w/rn2, several pxhs  In the f l o ~  charl lead to asrirnilative capacil~es hetwcen 501) and 1000 lhld 
of arnrncnla from each WWTP. In late summer, when river dischargt t1;pically is near I50 ft3/s and solar ii~solatlon is 
lew lhan 150 w/rn2, the How chart lead\ loan ass~rnilative capacity of 100 Ihlri. AS calculated from figurr. 6. 

SUMMARY 

A two-dimensional, laterally atcmged flow and warcr-quality mndrl, CE-QUA[,-W2. wab uhed to simulalc Ilow, 
waler lelnperaturc. and water quality in the reseivalr reach of the Tualatin River. The mc~del was cal ih-atod tor an IB- 
mon!h pcriod enco~npassing the May 1 lo October 3 1 prriods of 199 1, 1992, and 1393. Modcl calibration included 
How, water temperature, and water-qwli ty consli tuents such as amtnon~ a, nilratc, DO, ~r thophosph~~t r ,  phy toplank- 
ton, ~ooplanktolt, sediments, and dissolved and particuldtz organic marter. Once calibrated. the model was used ro 
simulate thc effects of variflus ammonia loads from two large WWTPs on DO concentratlon5 in  the lower rcaches of 
the Tualatin River. These hypc>thcricai ammonia loads were supcrirnposed on rhr observed calibration c.clnciitions, 
thercfare providing a realistic and wide range ot'hydrologic and meteorological conditions tbr lcstiltg. Simulati~ns 
were run with cunsiant 'in~rnonia load5 hetween O and 1501) Ib/d of ammonia nitrogen from cach of the two plants; thc 
rosal inorganic nitrogen loads (ammoniii plus nilrate) from I he WWTP5. huwcvcr. were not mt nf~fied from ~hr~se useti 
for the calihmr~on in  ordcr 10 maintain the same overall nutrient load. 

The resrrl~s from thesc hypother~cal scenarios rberc used to detrrm~ne how the ammonla assimilative c a p n c i ~ y  of  the 
'Tualalin River depends on rivcr discharge, water temperature, and solar insola~inn. Thai capacil! was quantilicd on 
thz hah~s of compliance with, or vicllatinn of, the Slate of Oregon minimum DO standard. Most nT rhc simulated DO 
violation, nccurred whcn both rivcr discharge and solar insolation were low. When light cnnd i~~ons  arc poor. pholo- 
sy ntheiic production of D( > i c  low and cannot offset rhc: nitrogenous oxygen demand ni a large load of ammvnia. The 
lung travel times through the reservoir reach during low-llrlw cirnditinn~ allow much oI that nitrogcntlus oxygen 
demand to be excrted h fo rc  rhc ammonia t x ~ t s  t h a ~  rcach. Arnrnt~nia assirnilatlt~. capaciry was f'cjund to inc'rcase with 
irlcrcasing river di~charge and solar i~~solation, and to decrcasr ~ i t h  increas~n_e walcr lemperatur-u. 

On the basis of a delinition ol'"no rnra~urable reducllrrn" of dissolvct) oxygen (0.2 mp/i,) for conditions whcn lhc 00 
standard was being violated in the absence of WiVTP ammonia Ionds. the modcl re~ult?. wcre used to cnl:ulate thc 
maximum permissible ijmrnonia load from cach WWTP under the most sensitivl: conditions. Thal ammonia load, 
a h ~ u t  IOC) lbld, is scns~tivr: cr) the instrean) n~trilication raw (which depends on water ternpcraturc) as wsll w lhc level 
of river discharge. Flow augmentatitln may be a useful toal trl rcduce the frcqclcncy of thcse vicllations and tn incrcese 
the allnwahlc WWTP ammonia loads under the mort sensitive ccmdiiions. 

The rcsults of these modcl silnulatic3ns provide ~risipht into how lhc Tualatin Rivcr si~ipht hc managed to rcliucr the 
nurrlhrr c j f  futurc viol;itionc of thc DO qlandard under various ammonia loatling oandltions. Thcw rrwlt:, are being 
used by ODE0 to drvclclp new wa~lclond allocations and ;1 rcvised anlmnnin 'TIM DL, Ihr the 1'ual;ltln River. 
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DEVELOPMENT AND APPLICATION OF A MUD TRANSPORT 
AND BED EVOLUTION MODEL FOR ESTUARY 

By Tran Thuc, Hydrologist, Institute of Meteorology and Hydrology, Hanoi, Vietnam 

Coastd evolution is a ceaseless process therefore a dredging plan is necessary for the effective 
use of the available channel. The development of such type of plan demands a reasonably precise 
evaluation of the sediment movement in the area of interest. In the past hydraulic models have been 
used widely and quite successfully. With the advent and then rapid development in computer 
technology and dcient numerical techniques, mathematical modeling has emerged as an effective tool 
due to its economy in time and money along with a reasonable accuracy in determining even her 
details of flow phenomenon. 

A tnatheniatical model was developed to compute sediment transport, siltation rate and bed 
evolution in the Chao Phraya Estuary, Thailand. The model was based on the solution of the three- 
dimensional diffusion-convection equation. Interaction of tidal current and wave action was taken into 
account. .4 two-dimensional depth-averaged hydrodynamic; model was used to compute depth- 
averaged tidal currents and water levels. The shallow water wave model was used to compute the 
wave field. Measured data of water levels, tidal currents, sediment concentrations and siltation rates 
were used for model calibration. Very good agreement between the computed results and field data 
were obtained. The model was then applied to study the siltation rate in the designed navigation 
channel 

TEEOWTICAL CONSIDERATION 

Hvdrodynamic Model: Governing equations of the depth-averaged hydrodynamic model include the 
continuity equation and momentum equations in x- and y-directions as follows (Leendertse, 1967). 

Continuity equation: 

Momentum equation in x-direction: 

Mornenturn equation in y-direction: 

; v 3 v i h , a q 1  I 
-+u-+v--+g-+-2 
i't A @ hp hy 

( 3 )  



where: u, v = depth-averaged velocities in x- and y-direction respectively, t = time. g = gravitational 
acceleration, q= water level, h = water depth, p = water density, f = Coriolis coefficient, T,,,, -cbv = 

bottom shear stresses, r,, 2, = surface shear stresses due to wind, D,, D,, D,, = difision 
coefficients. 

Bottom shear stresses are calculated based on Chezy equation as follows: 

A kite difference approximation is used to present the partial differential equations. The h i t e  
difference equations are expressed in an Alternating Direction Lmplicit (ADI) form with two successive 
time level operations being executed during each computing cycle. First stage: (i) implicit solution of 
flV1 and hn+" using the continuity and x-momentum equations, (ii) explicit solution of 4" I n  using the 
y-momentum equation, (i) spatial smoothing of u"'* and V'+Ln usiig a velocity averaging scheme. 
Second stage: (i) implicit solution of d"' and hn" using continuity and y-momentum equations, (ii) 
explicit solution of u"" using x-momentum equation. (ii) spatial smoothing of u"" and $" using a 
velocity averaging scheme. 

Boundary conditions are specified as follows: Velocities perpendicular to solid boundaries are set to 
zero. At open boundaries either water levels or mean velocities are speded. For the i$tial conditions, 
water levels and velocities are prescribed at all grid points in the computation domain. 

Wave Model: The RCPWAVE model developed by the Coastal Engineering Research Center ( 1 986) 
is applied to compute the wave field in the study area. The model is based on the solution of the mild 
slope equation for combined rhtion-diffraction as follows: 

where: c(x,y) = wave celerity, o = angular wave frequency, c, = group celerity, O(x,y) = corny lex 
velocity potential. 

Sediment Transport Model: 

I )  Governing equation: The three-dimensional sediment transport model is based on the mass balance 
of material in suspension as foIlo ws: 

where: c = sediment concentration, u, v, w = local velocities, D,, D,, D,= diffusion coefficients in x-, 

y-, and z-direction respectively, w, = settling velocity, h = decay factor, S = sourcelsink term. 

The three-dimensional sediment transport (Eq. 6) is integrated over each layer in the vertical, ths 
yields the equation for multi-layer sediment transport model as follows: 



where: k = layer index, c k  = layer-averaged sediment concentration, hk = layer thckness, uk, vk, wk = 

layer-averaged local flow velocities in x-, y-, z-direction respectively, Sk= sourcelsink term of layer k. 

2) Local velocities: Local velocities u(x,y,z), v(>iy,z) in the horizontal direction are described by 
logarithmic flow-velocity profdes as follows (Van Rijq 1986): 

where: z, = zero velocity level, U, V = depth-averaged velocity in x-, y-direction computed fiom the 
depth-averaged hydrodynamic model, h = water depth. 

The local, velocity in the vertical direction, w(x,y,z), is computed  om the equation of fluid mass 
balance as follows (Tsuruya et. d, 1990): 

ahkut d h k v r  a h k w k  
-- ahkuk a h k v k  
ax + -  

?Y 
+ - = 0 ,  or: W ~ + , , Z  = Wk.112 -t - 

lh i3 
+ -  

ay (9) 

where: wk.+ln= vertical velocity at the interface of layer k and layer k+l . 

3) Erosion: Bed materials are treated separately as sand and mud. The total rate of erosion of bed 
material, E, is the sum of erosion rate of sand. L (Van Rijn , I  9861, and of mud, Fm (Partheniades, 
1965). 

where: P,, P, = weight proportion of sand and mud respectively in bed material, z, = effective bed 
shear stress by the combined action of wave and current, z, = critical shear stress for erosion of mud, 
M = coefficient, a = reference level above bed, c, = bed boundary concentration of sand, T = bed shear 
stress parameter, D, = vertical diffusion coefficient at reference level a, D* = particle parameter. 

4) Deposition: Deposition rate is estimated as the product of bed concentration and settling velocity of 
sediment particle. However. from the computation only the layer-averaged concentration is computed 
The bed concentration is not available. An empirical relationship proposed by Sheng and Lick (1979) is 
used to estimate the bed concentration from the computed bed-layer concentration. 



D = PwscKmar 

where: &= layer-averaged concentration of the bed layer, j3 = correction factor 

5 )  DiffUsion coefficient: DEusiun coefficient in the vertical direction, D,, includes current-related 
diffusion codcient, D ,  and wave-related diffusion coefficient, 4,  (Van Rijn, 1986): 

D. = (0:. + DL] "' (13) 

Current-related diffusion coefficient: 

z 
Dz, = Dz,cn ,ax  = 0.25 P, K u*, h for - 2 0.5 h 

2 
for - < 0.5 

h 

where: D,,, = current-related dasion coefficient in the upper half of the water depth, u*, = current 
related bed shear velocity, 81 = ratio of sediment and fluid mixing coefficient, k = von Karman constant. 

W ave-related difision coefficient : 

z = Dr,w,btd = 0.004 Db U, for z 5 6, 

Hs 
D T w  = Dz.w7tnaz = 0+035o1,,h- for2 2 0.Sh 

T, (15) 

] for 6. < z r  0.5h Dz,w = D z , w . r  + ( D ~  ..,.... - D  .,.< 

0a5h-aB 
k 

where: DGW,& = wave-related difision coefficient dose to the bed, Dqwm= wave-related d s s i o n  
coefficient in the upper half of the water depth, ab, = breaking coefficient, 6, = thickness of near-bed 
mixing layer. 

Horizontal d i i s ion  coeficient, D, and Q, are assumed to follow the "four-third" law. For an open 
sea the equation is expressed as follows (Shuto, 1982): 

D, = 0 . 0 1 ~ ~ ~ ~  (16) 

where: L = mean size of the eddies participating in the difision process. 

6) Settling velocity: Settling velocity is calculated separately for sand (Van Rjin, 1986) and for mud 
Wehta and Dyer, 1986). 

.4 finite difference approximation is used to present the partial differential equatio~ls. The ADI scherrlc 
is used with two successive time level operations during each computing cycle. 

Initial concentrations are set lo zero at all grid points in the computation domain. Boundary conditiuns 
are specified as follows- tidal currents and water levels are computed bv using the hydrodynamic 



model, waves are computed by using the wave model. At inflow boundaries the local equilibrium 
profiles are prescribed. At the outflow boundaries the normal derivatives of the concentrations are set 

to zero. Net vertical transport is considered to be zero at water surface. 

Momholo~ical Model: Bed level changes are computed basing on the sediment mass-balance 
equation. The equation is integrated over the water depth as  follows (Van Rijn, 1986): 

where: = depth-integrated sediment transport in xdirection = s, + %$, S, = suspended sediment 
transport in x-direction, %a = bed load transport in x-direction, Q = depth-averaged concentration. 

The continuity equation of sediment transport is solved by an explicit bite difference scheme. Mer 
each time increment the bed elevations are computed basing on the bed elevations of the previous time 
step and the sediment transport rates computed €ram the sediment transport madel. The Modzed Lax 
Scheme is applied as follows (De Vries, 198 1). , , 

where: At,,, = time increment in morphological model, &= bed elevation, G, $= weighting factors. 

Initial and boundary wildition are specified as follows: At the river boundaries the bed elevations are 
considered unchanged. At the sea boundaries bed elevations are computed basing on the flow 
parameters and the explicit scheme. Initial bed elevations are specified basing on the measured data 

MODEL CALEIRATION 

It is required that the grid system be h e  enough in order to study detailed distribution of tidal current 
and sediment. However, due to the limitation of memory atld speed of computer, very fine gnd size 
cannot be applied for the whole Chao Phraya Eshrary. The study area is then divided into several sub- 
areas in which grid systems of 5000 m x 5000 m 500 m x 500 m, 250 m x 250 m and 50 m .u 50 m are 
adopted. Computed results of the coarser grid are used as input data to the model of finer grid system. 

Hydrodynamic Model: Measured data of water levels, tidal velocities and directions are used for the 
hydrodynamic model calibration. The computed results are found in very good agreement with the 
observed data both in water levels, velocity magmtudes as well as flow directions as shown in Fig. 1 .  

Sediment Transport Model: Field data of sediment concentration are used for the calibration of the 
sediment transport model. It is found that the computed results are in very good agreement with field 
data Satellite images are also used to compared with the results of sediment concentration distribution 
in the study area. 

Morphological Model: Annual siltation rates measured in the existing navigation channel (channel 
No, 1 ) are used for morphological model calibration. Fig. 2 shows the comparison between thc 



computed results and the annual siltation rates measured in the existing navigation channel far the 
period of 1981- 1485 and 1993. It is found that the model can give a very good prediction of annual 
siltation rate in the navigation channel. 

A sample of sediment concentration distribution and flow field in the estuary are presented in Figs 3 
and 4, respectively. 

Through the computation it is found that the effect of wave action on the siltation process in the Chao 
Phaya Estuary is much stronger than that of tidal current. The main cause of siltation in the navigation 
channel is the sediment which has been deposited in the estuary in the past. Under the actions of wave 
and tidal current it becomes in suspension and deposits in the channel. River sediment does not seem to 
have strong influence on the siltation process in the navigation channel. This may be due to the fact that 
dams constructed in the upstream have stared most of sediment in river water and river water now 
contains less sediment than in the past, 

APPLICATION 

The rnodd is applied to study the effect of the designed second navigation channel on tidal current and 
wave field in the estuary. It is found that with a smdl size, the effect ofthe channel is neghgible. 

The results show that when the second navigation comes into operation, a sedient  amount of 
1832,000 m31yr h a s  to be dredgd annually in order to maintain water depth for navigation. 

The model is also appIied to estimate the spreading of the dredged spoil of the second charnel. 
Recommendation or1 the location of the dumping place is then provided. 
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USING CE-QUAL-W2 TO ASSESS THE EFFECT OF REDUCED PHOSPHORL'S 
LOADS ON CHLOROPHYLL-a AND DlSSOLVED OXYGEN IN THE TUALATIS 

RJVER, OREGON 

Tamara M-ood, Hydrologist, US Geological Surve?: PorHand, Oregon: 
Stewart Rounds, Hydrologist, CJS Geological Survey, Portland. Oregon 

The Tualatin River drains a 71 2 square-mile basil, <In Ihe west side of' the Portland metrnpali tan arc;i in  
north!{-cstern Oregon. The basin supports a growing population of more than 320.000 pcoplc and ;I uldc 
range of urban. agricultural, and forest-derived activities. The people who l ive in the Tualatin Kivrr B a r ~ n  
depend heavily on rhe Tualatin River for dr~nking watcr. ~rrlgation water, recreat~on. and assimllarion ;\n<l 
transport of wastes. Thc tconomic prosperiry currently enjoyed within the basin drprtids on ihe proper 
management of this surface water resource and tht maintenance of i t s  quality. 

The streamflow of the Tualatin River reflects the seasonal rainfall, and the contribution of'sno~vinc!t i s  m i n -  
imal. Most of the annual precipitation falls between November and June: seasonal streamflow is typically 
highest horn December through AprlI and lowest from July ~hl-ough October. The low-flow mrnmer pcl-lad 
is defined as May 1st through October 31st. S~ncc  January of 1975, Tualatin River streaniflou- has been nug- 
mcnted during this low-flow period with water releasss from a man-made rcscrvoir. 

The reach of the river that i s  of primary concern meanders for approximately 30 mllej over the floor clt'the 
basin, from river mile (RMI 38.4 to R M  3.4. This reach is characterized by a low slope (approxim~rcIy (\.OX 
ft/mi) and backwater created by a low-head dam at KM 3.4. TIir river widens to 150 f't or  more. exposins 
much ot' iu surface to direct sunlight. In the wmmer. large populations of phvtoplank t ~ n  thrive in thc 
warm, slow-moving water in  which nutrients arc usually abundant.  The algal blooms and subsequent popu- 
lation crashes have historically contributed to violations oT the State of Oregon minimum dissolved-oxygcn 
standard (6.0 mglL, pre-1996) and the maximum pH standard of 8.5. Several sites un the main stem also 
cxceeded the I 5 pgi'L chlorophyll-a action levcl for nuisance phytoplankton growth. 

In response to the Federal Clean Water Act (CWA) of 1972, the Oregon Department of Environmcnlal 
Quality (ODEQ) in 1984 and 1986 listed the Tualatin River as a "water-quality limited" stream because o f  
low dissoIved-oxygen concentrations and nuisance levels of algae. One of the designated beneficial uses (II 
the river, aesthetics. was listed as impaired by alga1 blooms. As required by the CWA, total tnaximum dai!!. 
loads (TMDLs) were estab'rishcd for phosphorus and ammonia in order to limit algal blooms. 

The estabIishment of TMJ3L.s in the Tuala~in River Basin prompted local and State agencies to be prosct i~e 
in  meeting their trastcload and load allocations. The urhatl area is wn)ed by four wastewater trcrttmcnr 
plants (WWTPs), all of tv-hlch are opcl-a~ed by the Unified Sewerage Agenf y of Nra5 bi t~gton C o ~ m ~ y  ( L:SA). 
In 1990. the U.S. rJeologica1 Survey entered into a cooperative rlgreement with thc LISA to assess (lie watrr- 
quality conditinns of the Tualatin River. One ob,ii.ctive of that project was to conslruct and use A muchanis- 
ticallp based. process-oriented model of nutrients and dissolved oxygen for thc main stem dut~tlg the Icrw- 
flow, high-temperature, summer period. The model was to  be used a< both ;1 di:~gnostic tool to better undcr- 
brand nutrient and dlssoIved-oxygen dynam~cs, fate. and trrlnsport, and l o  assess thc rcletivc irnporta~icc of 
various processes, and as a prognostic tool to evaluate thz relative water-qualit) benefits of various msnagc- 
men1 alternatives for thc Tualatin River. 

,4 ~ncdified vcrsio~l of the U.S. Army Corps OF Engineers mndsl CE-QUAL-W? was calibrsted tising dats 
obtalned during the May I to October 31 porrocl of 1991, 1992, and IW?. These 3 ?-ears rvhibitcd ;I w i ~ l i ~  

range of hydrologic conditions, Kl-orn very dry in  1992 to fairly \vet in 19'13. Becausc the w;iirr quality of' the 
Tualatin R i w r  is closely coupled to its stre;~mflow, the surumers of 1991-1993 also uxlibited a wide rntlgo of 
water-quality conditions, which allo~ved a robust model of the Tualatin River to he ct-calcd when all tllrec or 
the datascts were used for calibration. Thc calibration parameters rzpresent thc hcst f i t  of the ml)dcl lo lz 

widc rarlgc of observed conditions. 



The factors that control algal growth in the Tualatin River are well understood. When several days of brighi 
sunlight are coupled with warm water, sufficiently-long travel times, and ample nutrieti ts ,  an algal bloom 
occurs. The first step in model calibration, therefore, was to make sure that the model simulated both the 
streanlflow and the water temperature in the river we11 in all 3 years IS .  A. Rounds. U.S. Geological Survey. 
unpub. d a ~ a .  1997). Once that was accompljshed, the calibration of the algal growth in the river was accam- 
plished by adjusting four rates- algal growth, algal respiration, algal excretion, and zcroplankton grazing. 

Rapid algal growth is typically observed as far upstream as a sanlpling site at R M  1 6.2. Blooms usually con- 
ritlue to expand, or may be eroded by zooplankton grazing, downstream to the dam at RM 3.4. but thc 
results at RM 16.2 are representative and only those are presented in this paper. Simulated and observcd 
concentrations of chlorophyll-a at RM 16.2 are shown in figure 1. The basic cycle in algal growth is cap- 
tured by the model in all 3 years, even in 1992. which is characterized not so much by a succession of 
blooms as by an initial bloom followed by sustained. high concentrations of chlorophyll-a through the rest 
of the season. Model performance is degraded during time periods when zooplankton grazing is important 
(for example, during early August in 1991 and mid to late August in 1993). 

100C 1 I I , '  ' ' 1  1 '']"-- 

M Observed 
75 Model calhrat~on 

50 

25 

_ _  0 

I J 

50 

25 

0 
MAY JUNE JULY AUG SEPT OCT 

Figure 1 .  Measured and simulated chlorophy11-a concentration in the Tualatin River a t  R M  16.2. 

The largwt oxygen demands in this system are: allochthonous carbonaceous biochemical oxygen demand 
CCBOD) entering at the upstream boundary and tributaries (including the WWTPs) in the form of detriial 
organic matter (OM); autochthonous CBOD produced within the model reach, primarily from the excretion 
of readily recycled organic material from viable cells: and sediment oxygen demand (SOD). Autochthonous 



CBOD is significant only where algal growth occurs, but during algal blooms, this component of the CBOD 
dominates the other oxygen demands downstream of R M  16.2. Each type of demand dominates for short 
periods of time (days to weeks), but when demands are averaged from May to October. the- largest oxygen 
demand comes from the SOD. 

Sources of dissoIved oxygen (DO) include reaeration, point and nonpoint sourccs of water containing DO, 
and photosynthesis. Reaeration is not a particularly important source (or sink) of DO in the Tualatin River. 
and is small compared to photosynthesis and inputs of oxygenated water. Inputs of oxygenated water can be 
important sources in some subreaches of the river, but only when those inputs are also important compo- 
nents of the water budget; for example. discharges from the WWTPs increase the DO concentration down- 
stream of the planrs at low-flow times of the year. 

Downstream of R M  16.2, photosynthesis is by far the most important source of DO. Thriving algal ce!ls 
under favorable light and nutrient conditions produce more DO through photosynthesis than they consumc 
through the combined processes of respiration and the decay of excreted OM. Prolonged production of' DO 
by photosyntheris has another consequence. however; when it  abates, respiration and the bacterial decay of' 
sells continue to consume oxygen. Thus, a period of overcast weather that  precipitates a .-crashw of a large 
algal population can also precipitate a drop in DO. Photosynthetic production and the consumption of ox!- 
gen bv respiration and aurochthonous CBOD make the algae of primary importance in determining the DO 
concentration, particularly on rhe daily and werhty time scales that are typical of the algal growth cycle. It 
is not surprising, therefore, that the bloom cycle seen in the observations of chlorophyll-a (figure I )  is also 
apparent in the obiervatlons of DO (figure 2). In general, where Ihe model ~verestimates the chlorophyll-a 
at [he peaks of blooms, it overestimates the DO as well. The converse is also true. 
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Figure 2. Measured and sinlulated DO concentration in the Tualatin River at RM 16.2. 



It is impurtant to  distiriguish belween the daily to weekly effect of !he algae on DO and their tlct , s ~ u , v r ~ t ~ c r f  
effect. 7-he algae clearly acl to increase the DO concentration when they are growing and decrease it when 
they are in dccline, but the magnitude o f  the increase or decrease is limited by residence time. The size of a 
bloom under continuously favorable light conditions is limited by the [rave! time through the reach belween 
R M  l h.2 and the low-head dam at R M  3.4, which usually does not exceed 9 days, even during low Bows. 
Conversely, when light conditions become unfavorable for algal growth. the extent of oxygen depletion is 
also limited by travel time, because dead and respiring algal cells will eventually he advected out af the sys- 
tem. Dead algal cells that settle to the sediments continue to consume oxygen as thcy decay, hut this does 
not significantly augment the high "background" SOD in the Tlralatin River. The duration of a bloom, how- 
ever. is not limited by t ravel time, but only by the duratioti of favorable light, temperature. and nutrient 
conditions. As a result, the effect of phytoplankton on the seasonal average of DO in the 'Tualatin River is 
largely a consequence of western Oregon's summer weather, whirh is characterized by favorable light condi- 
tions that often last for weeks at a time. The number of days that the algae are net producers of oxygen 
exceeds the nurnher of days that they are net consumers: consequently the seasonally averaped concentration 
of DO downstream of R M  1 6.2 is increased over what it would be in the absence of primary production. A 
corollary is !hat if primary production were reduced, the SOD and allochthonous CBOD would remain 
largely unchanged over a single summer season. and the seasonally averaged concentration af DO down- 
stream of RM 1 6.2 would likely decrease. It is imporrant to remember this point when interpreting various 
management strategies for ihe river. 

HYPOTHETICAL SCENARIOS 

.4 prlnlary goal of this application of CE-QUAL-WI to the Tualatin River was to create a calibrated model 
that could he used to de [ermine the probable efficacy of \:a ter-resources management decisions quickly and 
inexpensively by testing various hypotl~etical scenarios. The  testing of hypnrhet~cal scenarios require3 that 
the model be applied in a prognostic mode and, h!: definition, that it be applied under conditions to which 
i t  has not been explicirly calibrated. In ordcr to tnsure that the environlnenral condit~ons (including hydrol- 
ogy. meicorology, and water quality) of the hypothetical scenarios were small deviations irorn those ullder 
which the model G'as calibrated. and that the calibration parameters remain valid, the hypothetical wenarios 
urrr tcsted by using thc same forcing functions and boundary data used in the calibration with the minor 
changes required for the scenario being tested, Each scenario was tesled using all three (1991-1993) calibra- 
tion seasons in order to simulate its effect for a wide range in hydrologic conditions. The strategy of testing 
the hypothct ical scenarios by reusing the calibration datasets has the further advantage that the performance 
of the model has already been determined by a comparison with the observations. The accuracy of the 
hypothelical scenarios depends in large part on the accuracy of the calibration runs; for those rime periods 
and river reaches that the calibrat~on runs were more (or less;) accurate. the hypothetical scenarios should 
also be more (or le5s) accurate. 

Many of the hyporhetical scen:lrios that have been tested with the model were designed 10 reduce the mag- 
nitude of algal blooms, either by reducing the length of time the algae are in the river {the travel time) or by 
making environmental cortditions less favorable for growth. There are two reasons for the focus on reducing 
algal growth. The first is that the algae are a "nuisance" factor, and the second is the presumption that a 
rcdi~ction in algal growth will t.esult in improved water quality, primarily as measured by DO and pH. 

Four hypothetical scenarios thar involve bringing the main stem and tributaries into compliance with the 
phosphorus TMDL,s at the boundaries will be discussed, along with the changes in chlorophyll-a and DO 
ctlncenlration produced by each scenario. In ordcr to quantitatively summarize each ut'the hypothetical sim- 
ulatinns conziselqr, a table of Ihe bimonthly means of four relevent concentra t ions resulting from each we- 
nario war constructed (table I ) .  The 2-month periods are intended to roughly capture a seasonal pattern in 
the sumniel* cj~cle. The first 2 months, May and June, are generally characterized by higher streamflow and 
~ n ~ a l l e r  alral blooms than the July-August period. when low suinmzr flows have becn cs!ablished. the 
weathrr is generally favorable for algal growth, and the size of algal blooms is the largest of the ycar. The 
Scptzmber-Octnber period is often an im'portant period in terms of water qualiiy because streamflow 
remains Ion through this period, but light conditions become less hvorahlc for the algac. Very low oxygen 
concenti-3 t ~ons (figure 2) are often ohserved during Ihis period because low flows and high temperatures 



result in continued strong oxygen d tmand  from UBOD and SOD, but photosynthetic productiun ot. oxygcn 
slows considerably. A very dry year prrsetlts at1 exception to this rough characterization ol  the bimonthly 
periods; in 1992, the May-June period behaves much like the July-August period because summer low ilclws 
were established eartier than normal. Bimonthly means for the model calibration run arc also included in ~ h c  
table, and provide the base case against which the changes induced by the hypothetical scenarios are com- 
pared. 

Tributarv PhosahorusReduction 

In these scenarios. the total phosphorus enrcring the river at the upslrealn boundary ;lnJ each 11,ibutary wa:, 
reduced to thc level of the regulated TMDL. The TMDL criteria are 0.07 mg'L total phospht>~-us for  ~ h c  
three largest tributaries and 0.05 m d L  total phosphorus at the upstream houndar!: the smnllzr l r~bu i ;~~-~c: .  
do not have TMDLs, but were assigned concentrations of 0.07 mg/L for these scenarlus. Thr reduct~nn 111 
total phosphorus was achieved in two ways. In the first case (scenario l a ) .  the phosphorus escccdrnp 111c 
TMDL was first removed from the detrital phosphorus compartment. If that comparlment w a s  dcplcted 
entirely, then the orthophosphate compartment was tapped for the remaining amount.  Till> scenario 
amoui~ts to a reduction primarily in allochthonous CBOD in order to achieve thc phosphol-us TMUL le~cls:  
a secondary decrease in orthophosphate occurs because less orthophospha te is release J thrcx~gh CBClU 
decay. In the second case (scenario Ib), the process is reversed- the phosphorus is removed first from ~ h c  
orthophosphate compartment and then, if necessary, from the detrital phosphorus compartment. T h ~ s  see- 
nario relies primarily on a reduction in orthophosphate and generally requires very littlc reduction in alloch- 
thonous CBOD to achieve TMDL levels at the boundaries. Both scenarios result in less orthophosphate in 
the water column, although scenario l b  reduces orthophosphate much morc ~ h a n  docs scrruario l a  ( rows 2. 
and 3 in table I ) .  

Allhough both scenarios reduce algal growth, preferentially rrnloting orthophosphatc ( I  b) to ;ict~ic\c 
'rM DL levels reduces growth more than preferentially removi tlg de t r~  tal phasphorus ( l a )  (compare i ow I 2 
with row 13 in table I ). Scenario la,  however. results it1 a consistently higher birnonthiy areragrd DO con- 
centrarion than scenar~o lb. and for ]nos1 of the 2-month time periods scenario l a  results in u higher 
bimonthly aleraged DO concentration rhan the calibration run. In contrast, the bimonthly avcragcd DO 
concentrarions from scenario I b are alnlost always lower than in the calibration run because of reduced 
photoqynthe~ic prcrducrion (compare rows 16. 17. and 18 in table I).  

Flow A m  

These scenarios combine scenarios la and lb, in which phosphorus conccntratinns at the upstream hound- 
ary and in al l  rributaries were reduced to the TMDL. criteria, with maintenance of a minimum streamflow of 
150 fi'ls at the  upjtream boundary of the rnodcl grid ( R M  38.4). In scenario 2a. phosphorus was prcruren- 
tially removed From the detrital phosphorus compartment, as in la: in scenario 2b. phosphorus was prekr- 
entially renwved from the orthophosphate compartment, as in Ib. The combination oS phosphorus 
reducrton a t  the boundaries and Row augmentation results in a greater reduction in algal growth than phos- 
phorus reduction produces alone (comparc rows 14 and t 5 to rows 12 and 13 in lablc I ) .  Sccnario 2a rcsults 
it1 conuis~et~tly higher chlorophyll-a (by 0.9 to 8.5 pg/L) mu' consistently higher DO (by 0.3 1 to 1.22 rng/L,) 
lhatl 2b. 

Chloro~hvll-a Reduction and.lmProvements in DO con cent ratio^ 

Some important conclusions are illustrared by the comparison of two particular scenarios ( la and 2b) with 
the base case. Scenario la achieves the maximum o~erul l  increase in DO concentration, and 2b achieves the 
maximum overull decrease in chlorophyll-a. (These assessments were made by taking avcragr: values over the 
entire 6-month season and comparing with the average value for the calibration.) A plot of chlorophyll-a at 
RM 16.2 (figure 3)  shows that the combination uf flow augmentation with a significant reduction in  ortho- 
phosphate (scenario 2b) can very effectively limit the size uf algal blooms, often by as much as 50'3). A com- 
parison of figurc 3 with figure 4 shows that the reduction in algal growth in scenario 2b manifests itsell' 
primarily as a much lower oxygen concentration during a l p 1  blooms. There is littlc evidence that this sce- 
nario results in increased DO concentration during algal crashes, probably because nt* lhcir short duration 



Table 1 ,  Summary staristics for the phosphorus reduction scenarios. 
[Bi-monthly mean concentrations for each constituent were derived from simulated, dally, 10-foot-averago noon concentrations at 
RM 16.2. Concentrations given for the calibration simulation ( ~ j  are the model's best representation of observed conditions The 
other runs superimpose combinations of phasphorus rembval and flow augmentation on the calibrated conditions. In scenario 1 a, 
total phosphorus concentrations were reduced to their target TMDL concentrations by rernovlng detrital phosphorus first. In sce- 
nario I b, the TMDL levels were ach~eved by removing orthophos~hate first. The o!her two scenarios, 2a and 2b, removed phos- 
phorus as in la and l b  while maintaining a minimum flow of 150 fpls at RM 38.4. Shaded cells highlight cuncentratlons that 
would be ~ r :  violation of a TMDL criteria, the DO standard, or the chlorophy!l-a action level. M/J=May!June, J!A-=JulylAugust: SI 
O=SepiemberlOctober.] 

and because the background oxygen demands are so high that they dominate oxygen consumption even dur- 
ing algal crashes. The only time period when scenario 2h significantly increases DO concentration is Octokr  
of 1992, when the flow augmentation decreases the time-of-travel enough that oxygen consumption by 
CBOD and SOD is reduced substantially. Therefore, the management strategy that most effectively reduces 
algal growth is not the same strategy that generates the greatest overall increase in DO concentration. 
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The phosphorus reduction scenario in which detrital phosphorus is removed preferentially (scenario la) is 
most effective a t  increasing DO because of the reduced concentration of allochthonous CBOD. This sce- 
nario also reduces orthoph osphate somewhat because phosphorus release from the  decompositior~ of detrit al 
OM is reduced, but the ability of this scenario to limit algal growth is minimal, except at the peak of very 
large blooms. Alga\ growth is affected by this scenario somewhat more in 1992 because simulated phospho- 
rus concentrations during the mid-summer n~onths  were already grou th-limiting, so the effecl uf the small 
additional reduction in orthophosphate is enhanced. The effect of scenario l a on DO is primarily a rela- 
tively co~lstant positive offset (figure 4). especially during non-bloom periods, because of the reduction in the 
background oxygen demand from the decay of allochthonous CROD. 
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Figure 3. Calibrated chlorophyll-a at R M  16.2 compared with scenarios la and 2b. 

The comparison of scenarios l a  and 2b demonstrates that the role of algae in determining the DO concen- 
tration is more often one of production than consumption; therefore, a reduction in algal growth more often 
reduces than increases DO concentrations. A reduction in the size of an algal bloom also will decrease the 
die1 variations in DO and pH associated with that bloom that can cause stress to aquatic organisms. A 
reduced, but more stable, DO concentration during blooms may, therefore, be beneficial. The most effective 
way to increase DO concentrations during non-bloom periods, however, is to reduce the high background 
demand for oxygen. 

SUMMARY 

A modified version of the U.S. Army Corps of Engineers model CE-QUAL-W2 was used to simulate flow, 
temperature, and water quality in the Tualatin River, a low-gradient stream that meanders through a mix- 
ture of urban and rural landscapes on the west side of the Portland, Oregon, metropolitan area. Combined 
with warm temperatures and an ample nutrient supply, the travel time during the summer low-flow period is 
of sufficient duration to produce a thriving phytoplankton population that can cause large changes in the 
dissolved-oxygen (DO) concentration and the pH - large enough to violate Oregon State water-quaIity 
standards and degrade the designated beneficial uses. In 1988, the Oregon Department of Environmental 
Quality (ODEQ) established total maximum daily loads (TMDLs) for total phosphorus for the Tualatin 
River and its largest tributaries. 

CE-QUAL-W2 was calibrated to the summer low-flow conditions observed from May through October of 
1991, 1992, and 1993, and then used to evaluate the effects of various phosphorus loads and levels of flow 
augmentation on DO concentrations in the Tualatin River. These model simulations were run using the 
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Figure 4. Calibrated DO at RM 16.2 compared with scenarios l a  and 2b. 

same hydrologic and mcrzorological conditions under ~chich the model was cal~brated. thus prwiding a 
widc rangc of impused conditions. from the very low-flotr "droughl" conditions of 1992 tc. rhe "wur" cnndi- 
tions of 1993. Several important results were obtairlcd from these scenarios: 

O For t h t  pcriod May through August, phosphorus-reduction scenarios showed some ab~ l i tv  to lim~t .~l_eal 
growth during large blooms. When lhcse scenarios failed to sitnultaneously reduce the br(chgrou1id 11xy- 
gcn denlands (carbonaceous biochetnical oxygen dema~rd [CBOD] and scdlmenl oxygen demand). how- 
e\cr, DO cr,n~:entralions bct\\een algal blooms still dicreaced to nr;ir-problcmatic Ir.\cls. 

+ Pho~pl~orusrreduction scen,~riob showed thal if the total pliospl~orus TM DL was i~chicved in the tl-ihuhir- 
ies :~nd irl the m:iin stem at Khl 38.4. tile predicted effecl o n  DO was tinclear. If '  dctrital phosphorus 
11!21.2 I-cmoved prcfirentiaily, rhen DO conditions ivcluld improvc, especially in October. because CBOD 
would be ~+cmoved. If soluble orlhirphosphate werc removed instead, then I>Q conditions actually would 
deteriorate due to reduced photosynthetic production of oxygen without a simu1t;incous loss of CBOD. 

+ Ijuring September and October, the Inoqr significant impl-o~cments in DO were obtained only through a 
large arnouni o f  flow augmentation. or through a lescer amount of flow augmentation combined with a 
reduction in the loads of CBOD from the bound;iric.s. 

U The model rcsults iildicnte that thc goals of l in~~t ing algal gmwth and rcduc~ng DO v~olations can bc. :ir 

timcs. it~compatible. (Flunever, excurfions to high pH values a1.r also of concern, and reducing the num- 
hrl of pH viulalions t.c dependent on Ilmiting algal gro\%tR.) 

Thzsr results are hc~ng used by ODFQ to revise the torlrl phosphorus TMDL I'or the 'rualarin River 
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Abstract Local scour around bridge piers is caused by complex processes of interactions 
between three-dimensional turbulent flow and sediment. Downflow and vortices induced in 
front of a pier are the major contributors to local scour, Therefore, simulating secondary 
flow motions and using this information to predict sediment transport are critically 
important to numerical models that aim at simulating local scour. In order to capture the 
complex turbulent flow structures near piers, a stochastic turbulence closure-model is 
adopted in CCHE3D, a three-dimensional free-surface flow model. By using this model, 
anisotropic turbulence stresses, which are more realistic than the isotropic ones predicted 
by most existing eddy -viscosity models, are calculated. A sediment transport capacity 
formulation has been developed to estimate sediment transport rate for local scour. In this 
formulation, the dominant factors of locaI scour such as downflow, vortices, and turbulence 
induced or intensified by the piers are considered. Computational simulation of Iocal scour 
around piers is conducted. The comparison of the simulation results and the experimental 
data have verified that both the turbulence model and the newly developed sediment 
transport formulation have enhanced the computational model's capability in simulating 
realistic I d  scour. 

INTRODUCTION 

Traditionally, local scour investigations have been conducted by physical modeling in the 
laboratory and field observations. These traditional methodologies have been costly, time- 
consuming, and subject to similitude or interpretation probIems. Therefore, hydraulic 
researchers and engineers need a more effective alternative. With the dramatic advances of 
computer technology and numerical simulation methodology, simulating local scour 
processes by using numerical models has become a viable alternative. Local scour is a 
complex three-dimensional process with downflow and vortices induced in front of a pier 
as the major contributors. Simulating secondary flow motion to predict sediment  rans sport 
are critically important to numerical models that aim at simulating local scour. However, 
from a comprehensive survey of previous studies of numerical simulation for local scour, it 
appears that the state of the art is far from adequate. Most of the numerical models used 
in simulating local scour are Eddy-Viscosity Models such as the Mixing-Length Models, the 
k-E  Models, etc. However, Eddy-Viscosity Models are based on the Boussinesq's hypothesis 
that implies the use of a scalar or isotropic eddy viscosity (Younis, 1991) and fail to simulate 
general three-dimensional flow in natural environments (Wilcox, 1993). In order to simulate 
secondary flow motion and, thereafter, l d  scour at bridge piers, a stochastic turbulence- 



closure model, which predicts anisotropic turbulent stresses, has been incorporated into the 
three-dimensional flow model, CCHE3D, developed by the Center for Computational 
Hydroscience and Engineering (CCHE) at the University of Mississippi. 

STOCHASTIC TURBULENCECLOSURE MODEL 

Turbulence-Closure problems exist if Reynolds' statistical approach is used to describe 
turbulent flows. Because of the existence of unknown turbulent correlations, the system 
equations for turbulent flows do not form a closed set, therefore, turbulence-closure models 
are necessary. The turbulence-closure models which have been developed in the past can 
be broadly classified as Eddy-Viscosity Models and Reynolds-Stress Models in spite of 
various complexities among them. 

Eddy-Viscositv Modeb are based on the Boussinesq's hypothesis: 

Turbu len t  stresses = -pqu,=pv,  L+-L - [:I, $1 
where u ', and u ; are the fluctuating velocity components; p is the density of water; u, is 
turbulent eddy viscosity, Uiand Ujare the time-averaged mean velocity components; xiand 
x, are the coordinates. 

Boussinesq's hypothesis has some serious defects on its stmcture, which limit the range of 
the applicability of these modeIs, For example, according to the definition of Boussinesq's 
hypothesis, eddy-viscosity v,is a positive coefficient between the turbulent stresses and the 
local rate of strain. A negative value of eddy viscosity would suggest that the shear stresses 
actually drive, rather than opwse, the fluid motion. Therefore, Boussinesq's hypothesis can 
not be applied to the flows in which the shear stress and velocity gradient have opposite 
signs; bussinesq's hypothesis assumes that turbulent stresses are proportional to time- 
averaged velocity gradients and, thus, the turbulent stresses will be zero wherever the time- 
averaged velocity gradients are zero. This assumption does not agree with some laboratory 
experimental findings. For instance, the time-averaged velocity gradients are always zero at 
the center of a pipe. According to the hypothesis, the turbulent stresses have to be zero at 
this location. However, a lot of laboratory experiments have shown that the turbulent 
stresses at the center of the pipes are not zero. Besides, Boussinesq's hypothesis implies a 
scalar or isotropic eddy viscosity, but, there is ample experimental evidence, particularly 
from complex turbulent shear flows, to suggest the contrary winze, 1975; Rodi, 1993). 
Wilcox (1 993) summarized the flows Boussinesq's hypothesis fails to apply. He pointed out 
that Boussinesq's hypothesis can not be applied to three-dimensional flow and the flow in 
ducts with secondary motions. 

A Stochastic Tu rbulenceClosure Model was proposed by Guoren Dou (hereafter referred 
to as G. Dou) in 1980. The turbulence fluctuating structures, the time-averaged flow 
structures and the drag coefficient for Newtonian and drag reduction flows in all states 
(laminar, transition, turbulent) and in all regimes (smooth, transition, rough) have been 



studied through the model (also see G. Dou, 1987; 1996). In this model, the turbulent 
correlations, or the turbulent stresses, are calculated directly from the fluctuating velocities. 
The expression of fluctuating velocity was derived by G. Dou (1980) under the assumption 
that the change in an instantaneous velocity component at the center of an eddy is negligible 
within a certain distance. Taking the stochastic approach, G. Dou used the probability 
density function to calculate the statistical mean values and the correlation moments for the 
random variables and derived a general expression for the turbulent stresses: 

where U, Land Tare the characteristic velocity, length and time; the subscripts m and I are 
the summation indices (= 1,2,3); and 8, are the Kronecker deltas; M is a dimensionless 
parameter that represents viscous effects and can be expressed as: 

where z is the distance from solid wall; a, is a coefficient (=32.3); 6' is the thickness of 
viscous sub-layer (= 1 1 . 6 ~  I U.); v is the kinematic viscosity of fluid; U. is the bed-shear 
velocity. 

The characteristic variables (U, L and T) for open-channd flow are determined by following 
equations @ou, 1987): 

where K is von Karman constant (=0.4); H is the flow depth; a, , a, and aj are the 
coefficients which equal to 1.0,0.39 and 1.96 respectively. 

In 1997, Xibing Dou (hereafter referred as X. Dou) found that for three-dimensional flow 
simulation the coefficients, a,, az and a,, in the above equation should be modified as: 

where B is the minimum horizontal distance h m  any solid wall; x is an adjustable 
parameter. It has been found that a stable three-dimensional flow field can be obtained if 
x i s  taken as 0.01. 



SEDIMENT TRANSPORT CAPACITY FOR LOCAL SCOUR 

Sediment transport rate can be determind directly by establishing sediment transport 
functions. Yang (1996) discussed some of the commonly used transport functions. For 
example, based on power concept, G.  Dou (1974) suggested that the rate of energy 
dissipation used by flowing water to keep sediment particles in suspension should be equal 
to that used by sediment particles in suspension, and proposed a formula for sediment 
transport capacity : 

where T, is sediment transport capacity; U, is the depth-averaged velocity; g is the 
gravitational acceleration; w is fall velocity; f is a coefficient. 

Similar to most of the sediment transport functions, G. Dou's ssdiment transport capacity 
formula was developed for the prediction of sediment transport rate for general scour. 
Because the mechanism of local scour is different from that of general scour, this formula 
can not be applied directly to local scour simulation. It must be modified by considering the 
factors that cause local scour (X. Dou, 1991). From the previous investigations of local 
scour, it has been found that the major factors are downflow, vortices, and turbulence 
induced by bridge piers. On the other hand, according to Yang (19731, the dominant factors 
governing the rate of sediment transport for general scour are velocity, depth, slope, 
resistance, shear stress, particle size, etc. Therefore, the general function of sediment 
transport capacity for both general scour and Iwal scour is expressed as: 

where C is Chezy 's coefficient]; y, and y are the specific weights of sediment and water; d ,, 
is median sediment particle size; 1 W I is the magnitude of downflow; !J is the strength of 
vortices; b is the width of pier; i is the turbulence intensity. 

Applying non-dimensional variables and the superposition principle, the above function can 
be written as: 

~ , = f ~ ~ ~ + f ~ f f ~ +  f 2 o z +  f3a3 ( 8 )  

where f, , f, , and f, are the coefficients; go, cr, , ~r,, and q are the dimensionless parameters: 

where the subscript "app" indicates that the quantities are obtained from the approaching 
flow, 

Assuming that the sediment transport capacity for general scour and the sediment transport 



capacity for I d  scour are of the same order of magnitude and that their maximum values 
are equal, the general expression for sediment transport capacity is modified and rewritten 
as follows: 

where C is the summation of the parameters, cr, , u2, and q , normalized by their maximum 
values. The subscript "mar " represents the maximum value in en tire flow domain. Parameter 
C is expressed as follows: 

where F, , F, , and F ,  are proportion coefficients between 0 and I .  

It is noteworthy that the d i m e n t  transport capacity in equation (10) does not require 
cdibration case by case. 

NUMERXCAL SI[MULATION OF LOCAL SCOUR 

Numerical simulations of I d  scour at cylindrical piers were conducted to compare with 
the physical experiments performed at the TFHRC Hydraulic Laboratory of FHWA and at 
the University of Alberta by Ahmed (1995). First, three-dimensional flow fields around 
cylindrical bridge piers were simulated by the model using the same boundary conditions 
used in the physical experiments. After the 3D flow fidd stabilized, the model simulated 
sediment transport in the channels and local scour around the piers in an uncoupled mode. 
The 3D flow field was adjusted after scour reached a preselected increment, then sediment 
transport computation resumed, The 3D flow field and sediment transport were alternately 
calculated until the scour hole reached equilibrium. Figure 1 shows the downflow and the 
horse-shm vortex sirnufated by the model on the centerline of the channel. Figure 2 
illustrates the shear stress ratio on the plane of symmetry prior to scouring around a pier. 
The model agrees well with laboratory measurements taken by Ahmed (1995). Figure 3 is 
a pictorial view of near-equilibrium scour hole that resulted from a 4603 minute simulation 
with the 3D model. Figure 4 illustrates the model capability for simulating local scour as a 
function of time. Again, the model agreed very well with several long duration experiments 
that were conducted in the Federal Highway Administration Hydraulic Laboratory and with 
the equilibrium condition that was documented by Ahmed (1995) under a carefully 
controlled laboratory experiment. 

CONCLUSIONS 

The implementation of the stochastic turbulence-closure model has enhanced the capability 
of the computational simulation model in prediction of anisotropic turbuIence stresses. This 



in turn predicts more realistic secondary motions i n d u d  by the presence of the structures 
or obstructions in the free surface flows. Due to the fact that traditional empirical functions 
predicting the sediment transport capacity were based on two-dimensional flow 
characteristics, they are not suitable for application to local scour studies. The modification 
of the sediment transport capacity function by considering the effects of downward velocity, 
vortices and turbulence intensity has greatly improved this function's applicability to the 
numerical simulation of l a  scour processes. Through the tests of numerical simulation of 
3D flow field and local scour at piers, the model's potential in the application to local scour 
research has bsen demonstrated. 
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NUMERICAL SIMULATION OF LOCAL SCOUR AROUND PlER 

Velocity vector on cenierline prior t o  scour hole formation 

PlER 

BED 

Figure 1 . Downflow and horse-shoe vortex simulated in front of a pier 
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f l o w  

Figure 2. Comparison of shaer stress in front of a pier 



NUMERICAL SIMULATION OF LOCAL SCOUR AROUND PIER 
( U / ~ c r = 0 . 5 ;  Scour hole af ter  4603 mlnu te s )  

Figwe 3. A near-equilibrium scour hole around a pier 
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Figure 4. Comparison of scour depth vs time 



SEDIMENT TRANSPORT ANALYSTS OF THE ATHENS, OH10 I,PP 
AND A COMPARISON OF TWO 

CORPS SEDIMENT TRANSPORT COMPUTER MODELS 

Jon B. ~ripp' ,  Kenneth C. ~alstead',  Dr. S u v a  ~hamidipaty' 
and Jerry W. webb4 

Abstract Channel improcrements are a common means of providing flood protection for many 
communities. Many older chantlel improvement projects consisted of enlarging the existing 
channel cl+oss section in order to increase conveyance. While this technique proved to be 
effective in lowering flood depths, the associated reduction jn channel velocities often cause 
these projects to be susceptible to sediment deposition. As a result, excessive maintenance 
dredging is then required to maintain the design conveyance. One such local flood protection 
project is located on the Hocking River in Athens, Ohio. Sinct this project was completed in 
1971, approximately 95.000 ydl of material has been removed from the channel at a cost in 
excess of $325,000. 

At the request of the Hocking Conserva~~cy District, the local sponsor of the  project, the 
Hunlingtolz District o f  the U.S. Army Corps of Engineers investigated potcntial alternatives 
to the continuation of the currcnt dredging requirements. These zlltet+tlatives included s tn~ctura l  
modificatjons to the channel that woi~ld either reduce sediment cleposjtioti, or localize it within 
easily maintainable areas. The Corps computer prosrams HEC-2 and HEC-6 were used to 
assess the sediment trat~sport capability of the river with the various alternative scenarios that 
were studied. 

Due to budgetary and scheduling constraints, many Corps studies do not have sufficient time 
or filnding to conduct a fully involved and deta~led sedimentation study. For these situations, 
the computer software package, SAM, was developed for use in the initial assessment of 
sedimentation trends. This paper w ~ l l  compare and contrast the results which can be obtained 
using SAM with those that wcre obtairlcd using HEC-6. The lessons learned from this analysis 
of sediment transport along the Hocking River and the comparison of the rcsults of the 1 ~ , o  
 neth hods could prove to be useful in future studies of this type, and in the design of chanr~el 
jmpruvements. 

- - 

'FIydraulic Engineer, Baltimore District, Col-ps of Eslginecrs 

'~ydrnulic Engineer, Water Resources Bnginer ring Branch, Corps of Engineers, 502 Eighth St, I lu t~ t inglo~~,  
WV 25701 -2070 
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4~upervisory Hydraulic Engineer, Water Resources Engiileering Branch, Corps of Eng~neers, 502 Eighth St. 

Ht~ntiogton, WV 25701-2070 



INTRODUCTION 

The Athens, Ohio Local Protection Project (LPP) consisted of straightening and increasing the 
width of the original channel, The chaimel improvement begins upstream of the town at the 

remains of White's Mi11 Dam and extends downstream for approximately five miles. The 
LPP widened the Hocking River channel to 215 feet, inore than twice its original wictth. and 
shortened the stream by approximately 1400 feet through the Athens reach. A plan view of 
the original meanders tlvough the town and the alignment of the improvements are shown on 
Figure 1. 

A s  is common in many older channel improvement projects, this project provided an enlarged 
channel cmss section in order lo increase conveyance for flood damage reduction purposes. 
Sjnce its completion in 1971, the project is estimated lo have prevented over 78 million 
doIlars in flood damayes. As evide~lced by the magnitude of prevented flood damages, this 
project design is effective in reducing flood water surface protiles. However, as a 
consequencc, the dramatic change in the river's geometry has caused the project to be 
susceptible to scdiment dcposi tion. Signi ficatlt maintenance dredging has beet1 required to 
maintain the design conveyance. Sjnce project completion, more than 95,000 yd3 of material 
has been removcd from the channel at a cost in exccss of $335,000. Typical cross sections 
of the Hocking River for the original project design condition and for the 1 992 study condition 
are shown on Figure 2. 

Several futile attempts have heen made by the Hocking Conservancy District (HCD) to 
maintain the original design cliannel template. However, much of the deposition reappears 
at the same locations throughout the length of the project as soon as the next year. In 1992, 
the HCD entered into an agreement with the Huntington District of the U.S. Amy Corps of 
Engineers to cost share a study to determine whether there are any viable altenlatives to the 
continuation of the current dredging requirements. 

Subsequently, the Huntington Dislrict conducted a detailed study using the computer programs, 
HEC-2 and HEC-6, field reconnaissance, and engineering judgcment to qua11 t i fy the sediment 
transport charactel-islics of the riruer for current conditions and for the various alternatives that 
werc considered. Since thc current depositional pattern appears to be consistent, the study 
also investigated whether ttis Hocking River has reached a quasi stable condition, and whether 
significant flood events would flush the deposited sediment through the system. 

Following completion of the detailed study, the computer software package, SAM, was made 
available for use by Corps Districts in the initial assessment of sedimentation trends. I11 an 
effort to test the applicability of the new software, the Huntington District applied input data 
311d parameters of  the Hocking River and compared the results to the detailed study. The 
remainder of this papcr describes both studies and their respective results. 



DETAILED SEDthlENTATION STUDY WITH WEC-6 

exist in^ Conditions An HEC-2 model was developed for a 12.6 mile reach of the Hocking 
River at Athens, Ohio, using cross section data from a 1992 field survcy. A s e c o ~ ~ d  HEC-2 
model was developed for the original design geometry of the project. Both models employ the 
sane Manning's "n" vaIues and rating curve at the downstream end for starting conditions. 
Therefore, the diffcrencc between the two reflects the effects of deposit ion in the project. By 
comparing of the results of the two models for three large flood events, the reduction in 
conveyance, due to sediment deposition, induces an increase in flood profiles fiom 0.5 to t 
foot. 

While more than 95,000 yd3 of material has been removed fiom the channcl since prujact 
construction, comparisons of design and current cross sections show that the original channel 
cross sectional shape has been reduced. To regain the original conveyance of the project, 
either dredging efforts must bc increased, the sediment transport capacity of the channel must 
be increased, or the amount of sediment that enters the channel must be reduced. 

Develogment The Corps computer program, HEC-6, was used to 
model the erosion and depositional trends in the project. This program simulates the sedimen~ 
transport capacity of a river bv mathematical1 y modeling the interaction between scdimcnt 
inflow and the hydraulic characteristics of the study reach. The required input into HEC-6 
incI~ides such site specific information as geometry, inflow hydrology, sediment inflow, and 
sedirnant transport capacity. 

The geometry for the HEC-6 mode1 was obtained from the first HEC-2 model. Sediment 
samples were taken from the bed of the study reach and used to develop the bed gradation of 
the model. Forty years of streamflow records were obtained from local USGS stream gages 
for the hydrologic input to the HEC-6 model. The Corps's Sediment Weighted Histogram 
Generator (SWHG) program was used to reduce the 365 mean daily records of each year into 
blocked histograms of thirty events per year, The sediment yield of the watershed is required 
as input into the HEC-6 model. Using historical recol-ds of sediment inflow as a guide, 
Toffaleti's (1 948) computational technique was selected to characterize the total sediment load 
and the sediment distribution by size fraction for various discharges. Results of this technique 
were adjusted to reflect local conditions by using the regression relation between mean annual 
se.diment discharge and mean annual water discharge, as published in the USGS report titled 
"Summary of Fluvial-Sediment Studies in Ohio, Thl-ough 1987". 

Madden's (1985) modification of Laursen's (1958) relationship was selected for the sand 
transport equation in the HEC-6 model. Several othcr sediment transport rrlelhods available 
in HEC-6 were tested, but each produced thalweg elevations that became progressively 
unstable with time. In HEC-6, the basis for simulating vertical movement of the bed in 
response to scour 01- deposilion is the Exner equat~on foi- continuity of material. It was 



detennined that five iterations of the Exner equation produced the most stable results. Long 
term depositional trends of the model compared favorably to historic dredging records. 

The results of the HEC-6 computations are dependent on the data used to calibrate the model 
and the initial assumptions regarding the equations used to model the interaction of sediment 
with stream flow. Where possible, each step in the development of the HEC-6 model was 
compared with available information. When adequate data is not available, it is necessary to 
conduct a sensitivity analysis to assess the impacts of potential errors in the initial 
assumptions. This causes the development and calibration of an HECd ]nodel to be very labor 
intensive and time consuming. Depending upon the skill of the modeler and the available 
information, the development of an HEC-6 model to this point may require up to three 
months. In many situations, not all of the information is readily available, thus the creatior~ 
of the HEC-6 model can take even longer. 

Alternatives An array of conditions and channel maintenance options were analyzed in the 
this study. These included: 1) allowing the current coriditions to continue without maintenance, 
2) a compound channel through the project with a dry floodway on the right bank, 3) channel 
improvements downstream of the project, 4) an upstream sediment trap, 5 )  use of flood walls 
andlor levees, 6 )  reconstructing White's Mill Dam, 7 )  reconstructing White's Mill Dam with 
an upstream sediment trap, and 8) reconstructing White's Mill Dan1 with channel 
improvements downstream of the project. The performance of each alternative was measured 
by pulsing the peak discharges of three floods, the May 1990 event, the design flood, and a 
100-year flood, through the HEC-6 model at short time increments, both at the beginning and 
the end of the 40 years of record. This provides a "before" and "after" water surface profile. 
The effect that the alternative has upon the sedimentation in the project is reflected in the 
relative elevation difference between these water surface profiles. The results of the analyses 
of selected alternatives are summarized in the following paragraphs. Of these alternatives, only 
those that involve a sediment trap provide a cost effective and practical solution. 

Current Conditions Allowing current conditions to continue without maintenance dredging 
was modeled by running the HEC-6 model through the 40 years of flow records. The model 
indicates that a steady state condition will r~o t  be achieved in this  time frame and that 
deposition will continue in the project. The results indicate that the rising limb of the 
hydrograph would deposit more material in the project and that the peak discharge would not 
erode a significant amount of material. 

Compound Channel with a FIoodway The objective of a compound channel with a 
floodway was to create a self cleansing pilot channel to carry the normal river now and a 
floodway to pass the flood flows. The pilot channel was designed using regime theory and 
approximating the original channel dimensions of the Hocking River through Athens. The pilol 
channel meander was configured to coincide with the current sand bar deposition pattern. The 
HEC-6 model indicated that deposition in the pilot channel would be significantly reduced. 



However, the size of the floodway is limited by existing bndge openings and roads, As a 
result, the overall conveyance in the prqject would be reduced and the flood profiles would 
be increased. 

Downstream Channel Improvement An HEC-2 analysis indicates that improving the 
channel downstream of the project would reduce flood profiIes through the project reach. 
However, the HEC-6 analysis indicates that the sediment deposition problems would not 
improve, While the downstream channel improvement remains relatively clear and stable, 
material continues to deposit in the existing project. Eventually, without continued dredging, 
the benefits of the downstream channel improvement would begin to diminish. 

Sediment Trap Alternatives that included an upstream sediment trap were the most 
successful with respect to providing long term reductions in water surface profiles, and in 
reducing much of the maintenance required in the project. The concept of a sediment trap, a 
dredged hole in the stream bed, provides a local sink for inflowing sediment so that deposition 
is confined to one area. This alternative confines the maintenance of the project to monitoring 
and periodicaIly removing material from a single location rather that1 over the length of the 
project, The HEC-6 model indicates that the sediment trap reduces much of the sediment 
transport into the project and that flood water surface profiles would be reduced over time. 
A sediment trap of 600 feet in length and 300 feet in width would require the removal of 
20,000 yd3 approximately six times over a 40 year period 

ESTIMATION OF SEDIMENTATION USING SAM 

The computer software package, SAM, can be used to calculate sediment-discharge rating 
curves for given hydraulic parameters. These sediment rating curves can be integrated with 
flow-duration data to calculate the average annual sediment yield for a reach of river. 
Sediment yield is often calculated as part of a sediment impact assessment. 

A sediment impact assessment study uses a sediment budget analysis to assess the potentiaI 
for degradation or aggradation of sediment. With this procedure, the estimated average annual 
sediment load entering the project area is compared to the average annual sediment load that 
the proposed project is capable of transporting. If there is more material entering the project 
than the project is capable of passing, t l~e  difference will most likely be deposited in the 
project. If the project can transport more material than is entering the area, then erosion can 
be anticipated. A sediment budget analysis using the Corps computer program SAM is 
significantly less time consuming than a full scale HEC-6 study. However, when used for a 
sediment budget analysis, SAM provides results that are more qualitative, rather than 
quantitative in nature. The capability of SAM to quantify erosion or deposition at specific 
locations is limited. Since the objective of the Athens, Ohio sedimentation sti~dy was to 
jnvcstigatc several options to continued drzdging, thc sole use of a sediment budget analysis 



would not have been appropriate, even if the SAM package had been available. 

To determine average annual sediment yield, it is necessary to calculate hydraulic 
characteristics of the stream for stream flows of specific exceedence intervals. These flows 
were obtained from the USGS water data report number OH-94-1 for 90%, 50%, and 10% 
exceedence. The required hydraulic properties are velocity, depth, stream width, and energy 
slope. These values were obtained from the HEC-2 model for the reach of the Hocking River 
upstream of the project and for the reach within the channel improvement project. For a SAM 
analysis, it is not necessary to conduct extensive sediment sampling as is required for an HEC- 
6 study. OnIy a bed gradation for the study reach is required. All of the input used ill the 
S A M  model are reach-characteristic values. They do not reflect the localized changes which 
are characteristic of the alternatives that were analyzed for the detailed HEC-6 study. 

SAM contains a feature that provides guidance in the selection of sediment transport functions 
for the hydraulic parameters of the respective study reach. Both Yang's and Madden's 
modification of Laursen's equations were recommended by SAM to characterize the hydraulic 
parameters of the Hocking River in the project area. Since there is little evidence of armoring 
in the project reach, it was assumed that the entire sediment transport capacity is utilized. Both 
of these transport functions indicate that approximately 80% more material can be transported 
by the upstream reach of the Hocking River than can be transported through the project. This 
result agrees with the BEC-6 model insofar as indicating that the project reach will continue 
to experience significant sediment deposition. However, even if aIl of this excess material is 
assumed to deposit within the project, the SAM results slightly underestimate the depos j tjon 
when compared to the dredging records and the results of the HEC-6 model. Nevertheless, 
as an order of magnitude approximation, SAM provides satisfactory results. The conclusion 
of the sediment budget analysis is that the current Athens, Ohio project is a depositional reach 
that will require significant dredging to maintain design conveyance. The most significant 
advantages that a SAM study has over HEC-6 study is cost and time. Depending upon the 
skill of the modeler and the available information, a sediment budget analysis could be 
completed in two to three weeks. 

SUMMARY 

The Corps sediment transport models, HEC-6 and SAM indicate lhat the Hocking River. 
through the Athens, Ohio local protection project, is a depositional reach and will continue 
to be so as long as current conditions persist. A sediment impact assessment using SAM can 
be used to arrive at this conclusion in a shorter amount of time and at a lower cost than an 
HEC-6 study. However, an HEC-6 study is necessary to quantify the deposition and to assess 
the relative merit of different options to continued dredging. 
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DESIGN OF CHAKNEL RIPMI' USING OVERTOPPING FLOW METHODS 

By: Terry L. Johnson, Senior Hydraulic Engineer, United States Nuclcar Regulatory 
Commission, Washington DC ; Steven R, Abt, Professor, Department of Civil Engineering, 
Colorado State University, Fort Collins, Colorado 

Abstract: Using an empirically -based design method that was developed to determine riprap 
requirement sf or overtopping flow appl ications, n procedure has been developed for designing riprap 
for channels. To use this procedure. it is necessary to determine flow distributions through the 
channels and to apply these flow estimates to the overtopping flow method. Of particuiar 
i~nportance IS the application of the new procedure to channels with steep slopes. More common 
design methods, such as the Safety Factors Method, are sometimes more difficult to use and may 
overestimateriprap rcquircmetl~sfur sleep channels. The method is easily-applied and can be used 
to determine riprap requirements knowing only the discharge and slope of the channel. 

INTRODUCTION 

Design of rjprap erosion protection for channels with hydraulically steep slopes can present a 
problem, because riprap sizes required for supercriticd flows are generally very large. Further, 
h c c a ~ ~ s e  the depth of flow in  steep channcls is usually shallow (relative to the rlprap size). many 
common1 y-used design procedures, such as the Safety Factors Method (Richardson, et a1 . 1975), 
may have difficulty converging on an analytical solution. Difficulty in properly estimating 
Manning's 'n' values in turbulent flow regimes also leads to difficulty in estimating velocities that 
are used to size the riprap. 

Recognition of basic difficulties in sizing riprap for overtopping flows at shallow depths Ied the staff 
of the Kuclear Regulatory Commission (NRC) to sponsor a scries of near-prutolypeflume tests that 
were performed at Colorado State Lrnjversity (CSU). A testing program was performed over a 
period of several years to verify the adequacy of commonly-used methods for sizing riprap. One 
conclusion that was reached during these studies was that commonly-used methods may be overly 
consen~ative for embankments with slopes greater thm a few percent (Abt, et a!. 1987; Aht, et al. 
1988). 

The authors consider that one of the principal problemsassociated with riprap design on steep slopes 
is the use of Manning's 'n' values that may not be appropriate. Of necessity, designers must rely 
on estimates of -11' values to dctcrrninc parameters s u ~ h  as velocities, depths of flow, and shear 
stresses that become input paramekrs to other commonly -used design methods. Designers tend to 
reIy on estimates of 'n' values that attempt to encompass various types of losses, including localizd 
ene rg  dissipation, expansion and contraction of flow, and normal friction losses. Very often, the 
assumed 'n' value is really an apparent 'n' \,slue and its derivation has little or no basis, especially 
when ~ h c  depths of flow are relatively smal I.  



In an attempt to develop a design procedure with a limited number of variables, flume studies were 
performed at CSU. The tests were conducted on various slopes using riprap of vitrivus s i ~ e s .  The 
outbor flume facilities at CSU are very large and enable researchers to conduct studies under near- 
prototype conditions. The size of the flumes ensure that scale effects are insignificant and provide 
a great deal of confidence in the results of the testing. Because the flumes can effectively simulate 
overtopping and channel flows, the authors believe that extrapolation of the results can be perfomd 
with relative assurance of the validity of the analysis. 

Using the results of these flume tests, a design method was developed for determining riprap 
requirements for rock-protected embankment slopes sub-jected to overtopping flows (Abt and 
Johnson, 1991). This method was based on a regression analysis of data developed in the flume 
tests. The equation used to determine the minimum average (D,,) riprap size required to prevent 
failure was provided as follows: 

D,, = 5 -23 S qim6 

where: q, is the discharge at failure in cubic feet per second per foot of width (cfs/fi); S i s  the dupe 
of the embankment (in feevfeet); and D,, is the minimum median stone size required to prevent 
failure (in inches). 

This method also assumes that angular rock with a specific gravity of about 2.65 will be used. Other 
limiting assumptionsreiated to porosity. angle of repose, and stability coefficients are discussed by 
Abt and Johnson (1 99 I ). In addition, procedures for increasing the rock size to prevent movement 
were also discussed. Abt and Johnson recommended that the failure discharge (q,) be increased by 
a factor of 1.35 to prevent stone movement. 

The design procedure previously derived is easily rtdaptcd to riprap design for trapezoidal channels 
By assuming that the channel is merely an embankment subject to overtopping flows, the design 
procedurecan be used to estimate riprap sizes for the channel. In channels where the width to depth 
ratin is large, flows along the side slope can be ignored, and the flow rate to be used is simply the 
design dischargedivided by the channel bottom width. If normal depth occurs, the slope to be used 
in the design equation is the bottom slope of the channel. If normal depth does not occur, and the 
channel is subject to a downstream control, the slope to be used is the slope of the energy grade line: 
(discharge is computed as before). 

In cases where the channel width is small relative to the depth, the designer has the option to 
evaluate flows through various portions of the channel, including the center portion and along the 
side slopes. However, for ease of application, the authors recommend that the design discharge be 
computed similarly to the discharge if the channel were wide, although this will produce some 
additional conservatism. 

For triangular channels, it is necessary to estimate the flows occuring in the center of the channel 
where the depth and discharge are greatest. At this point, it will be necessary to use Manning's 'n' 
value estimates to determine the amount of ilow in a one-foot-nide strip in the deepest part of the 
channel. 



For any trapezoidal channnel, the riprap size ~ 1 1 1  need to be increased for the side slopes. The side 
slope correction coefficient (K) is discussed in detail by the U. S. Army Corps of Engineers 
(USCOE, 1 99 l), and the recommended relationship for the coefficient is a function of the side slope 
angle. For example, for a channel with side slopes of 1 Vertical (V) on 2 Horizontal (H), a side slope 
coefficient of about 0.88 is recornmcnded. The calculated value of D,, should be divided by- this 
coefficient to arrive at the proper rock size. 

Thus, the equation to be used to dcsign rjprap for the chiinriei side sIopts is expressed as fi~llows: 

where: D,, is the required median rock size (inches): S is the slope of the energy grade line (Wft); 
qf is the discharge in the channel (cfslft): and K is the Jimensjonless side slope correction 
coefficient. 

EXAMPLES OF PROCEDURE APPLICATION 

To clarify the application of the design procedure discussed above, several design examples are 
presented. It  is important to note that the examples are oversimplified, for the sake of clarity and 
ease of application. In reality, the authors expect that more complicated conditions will ofirrl elcjsl 

in the field and that designers will be requiredto refine estimates of flows occurring in various parts 
of the channels, This is particularly true if the channels are irregularly shaped or have variable 
depth and roughness. Although na t discussed in the examples, the authors expect that dcsigners will 
elect to perfom detailed computations of flow distributions in these channel segments. 

-1-1 C4& - Normal Depth 

For a trapezoidal charnel with side slopes of 1 V on 2 H. a width of 100 feet, a discharge of 3000 
cfs, and a slope of 0.03, the riprap requirements can he easjl y calculated. First, the failure discharge 
is estimated by dividing the flow by the bottom width of the channel. The design discharge is then 
increased by a factor of 1.35, to design for the prevention of stone movement. The resulting rock 
size is needed for the bottom of the channel. This size is then further increased by dividing the rock 
size by the side slope correction coefficient. The following example illustrates the method: 

The design discharge (q) is the channel discharge (3000 cfs) divided by the width (100 feet) and 
multiplied by a factor of 1.3 5 .  

D,, = 5.23 * (0.03)"4' * ( 4 0 . 5 ~ 0 3 b  = 9.2 inches - This size is required for the channel hottom 

For the side slopes of the channel, 

D,, = 9.210.88 = 10.5 inches. 



For a trapezoidal channei with side slopes of 1V on 2H, a bottom width of 20 feet, a discharge of 
2000 cfs, and a slope of0.03, the minimum average riprap size is computed by ignoring the flows 
that occur along the channel side slopes: 

For the channel bottom, 

D,, = 5.23 * (0.03)"" * ((2000120)* I .35)"'" = 18.0 inches 

For the side slopes. 

D,, = 18.010.88 = 20.5 inches. 

-a]-water C Effectg 

In this example it is assumed that a channel with a bottom slope of 0.03 and side slopes of 1V on 2H 
is constrictedat the downstream end, producinga backwater effect at the point where riprap is to be 
designed. The calculated slope of the energy grade line is used in lieu of the bottom slope in such 
cases. For a trapezoidal channel with a bottom width of 100 feet. a discharge of 5000 cfs, and a 
calculated energy grade line slope of 0.005, the riprap size is computed as follotvs: 

For the channel bottom, 

D,,, = 5.23 * (0.005)04" ((5000~100)*1.25)056 = 5.7 jnches 

For the side slopes, 

TI,, = 5.7/0.88 = 6.5 inches 

SUMMARY AND CONCLUSIONS 

Based on the results of new-prototype flume studies, a procdure has been developed for designing 
riprap for channels. The procedure eliminates the need for estimating Manning's 'n' values by 
requiring the designerto know only the slope and dischargeof the channel. The method is restricted 
for applications using angular rock with a specific gravity of about 2.65. 

The opinions expressed in this paper are the opinions of the authors and do not elvprcss the vieus of 
the Nuclear Regulatory Commission or Colorado State University. 
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REDUCING LOCAL PIER SCOUR BY FLOW REDIRECTION 

By J. R. Richardson and David M. Roberts, Department of Civil Engineering 
University of Missouri, Kansas City, Missouri 

Abstract: Laboratory investigations were conducted in a flume to investigdte non-structural 
methods for reducing local pier scour. The results indicate that the normalized pier scour can bc 
reduced by 10 to 30% by modifying piers with roughness elements that impede downward thrust 
of water in Lhc vicinity of the-pier face. Based on these results, it would be feasible ro develop 
countermeasures that can be retrofitted to existing piers, which wiII measurably reduce local pier 
scour. 

INTRODUCTION 

Since the failures nf Schoharie bridge in 1987 (killing tcn people, NTSB, 1988); the Hatchic 
bridge in 1989, (killing eight people, NTSB, 1990); and the 1-5 Bridge Failure (killing 8 people, 
Richardson, Jones, and Blodgett , 1997); the Federal Highway Administration lainched an 
extensive effort to a.ssess of the nation's bridges for scour. This effufl calls for evaluating al l  
bridges for scour, and either replacing or providing countermeasures to potect' these bridges 
(FHWA 1988 & 1991). 

According to the results of the National Bridge Inspection System (FHWA 19951, approximately 
282,000, (6 1 . I % )  of the approximately 484,941 bridges nationwide over water have been 
analyzed for scour. Of the bridges receiving a complete analysis, approximntcty 9,846 (3.5% u f 
the analyzed bridges) were found to be scour critical. 

Currently, the only method to permanently protect scour critical piers is to found the pier deeper 
in the streambed by replacement of the pier or by underpinning. Although the best approach for 
tong-term bridge protection, it is also the most costly. Given the number of bridges nationwide, 
this al~ernative will require significant expenditures. Alternatively, temporary countermeasures 
such as riprap can be employed to resist the erosive action of the fluid forces. However, it has 
been shown that riprap tettds to be removed by the flowing water over time. Although riprap and 
channel bed protection is likely the least expensive to constnlct, the additiona1 indirect costs o € 
periodic inspection, monitoring and maintenance can be significant (Richardson and Davis, 
1995). 

It is clear that alternate strategies and countermeasures are needed. One potential methodology is 
to shape piers in a to inhibit the formation of adverse flow conditions at the streambed. For new 
bridges streamlining the piers is effective in reducing pier scour. For existing piers, streamlining 
is not usually an option. Alternatively, the vertical jet of water that initiates and maintains near- 
bed vortexes can be impeded using horizontally aligned roughness elements. In order to 
determine the potential effectiveness of this type of countermeasure, a series of laboratory tests 
were performed in a flume at the University of Missouri from 1995 to 1997. A short summary of 
the findings this research is presented in this paper. Recommendations for continued study and 
ongoing development are also presented. 



MECHANISIM OF LOCAL PIER SCOUR 

Figure 1 illustrales Ihe flow patterns, which form as a result of a pier obstructing the flow. As 
the pier blocks the horizontal flow, the horizontal veiocity is converted to pressure head at the 
stagnaliuri point immediately upstrcam of the pier face. This causes the water surface to rise at 

this location causing an adverse pressure gradient in the vertical direction. This pressure is 
released by the formation of a vertical jet of water with a vector pointed vertically downward 
parallel to the pier face. At the streambed, the vertical jet turns horizontally upstream, interferes 
with frcc stream flow, and is redirected downstream. The curvjl~near path of the vertical jet 
forms a vortex (denoted the horseshoe vortex) near the bed, which i s  effective a1 eroding the bed 
and forming the cup-shaped erosion pattern indicative of local pier scour. 

Vortex 

Horseshoe Vortex 
I I 

Figure I Pier Scow And Horseshoe Vortex, Richardson & Davis, 1995 

The magnitude of local pier depends directly on the magnitude of the vertical jet of water caused 
by the obstruction. Therefore, hydraulic and pier geometry factors which tend to increase the 
magnitude of the vertical flow should be minimized. For example a sharp-nosed pier tends to 
split the flow, arld has been shown to have approximately 10% less scour than a round or circular 
column, and approximately 20?/b less scour than a blunt faced pier. 

The scour depth is also directly proportional to the flow velocity, pier width, and flow depth. In most cases it is not 
feasible to reduce flow velocity without enlarging the bridge opening. Likewise reducing the pier width is limited 
by the need to provide structural support of the bridge. Although the flow depth canriot be significantly reduced 
without increasing average flow velocity, the effective flow depth can be reduced by increasing the resistance to the 
vertical flow. This can be accomplished by installatio~l of horizontal protrusions that allow horizontal flow to pass 
the pier relatively uninhibited, but resist vertical flow. This is the basis for the study reported in this paper. 

LABORATORY S E n T  

Equipment and Instrumentation: Testing was conducted in a 0.20-m wide by 3.0-m long by 
0.28-m deep variable slope flume. The flume consists of a 1.82-m long rigid bed approach 
section; a 0.61 -m long test ssction with a floor recessed 0.1 S - n ~  (0.46-111 deep); and-a 0.6 1 -m long 
downstream section. The test piers were mounted in the recessed test section and filled with 



Kansas River Sand (D,, - 6.5 mm) to the elevatiur~ uf the approach and downstream bed 
elevation. Kansas River sand was glued to the floor of the flume upstream and downstream of the 
test seclion to provide consistent boundary rougtu~ess for the entire channel length. 

Two smooth Plexiglas circular rnodcl piers with diameters of 0.03 175-m ( 1  25-inch) and 0.0254- 
m (1-inch) were used as a standard for comparison of the modified pier shapes. Respectively, 
these pier shapes were denoted S and C. All of the modified picr shapes were constructed fiom 
the 0.03 175-m bar stock used for the S-shaped reference pier. Roughness elements were 
machined into the 0.03 175-111 slock to an inside diameter of 0.0254-m and rcsul ted in roughness 
elements which protruded horizontally Lp=0.0032-rn from the pier. Respectively, the maximum 
and minimum diameter of the modified piers was equal to the diameters of the S and C rcfcrcnce 
piers. 

Figure 2. Series 1 Pier Shapes 

The modified pier shapes were grouped into three different series based on the spacing of the 
roughness elements machined into the piers. For the first series, the spacing between roughness 
elements (defined as the vertical distance between pattern repeat (LJ ranged from 0.005-m to 
0.00635-rn. This produced a pier with horizontally aligncd groves with a ratio of L, to prul~usjon 
length (L,) of approximately 2.0. Initially, five modified pier shapes with LAp-2 (Series 1) were 
tested. These shapes are denoted as: R, H, 2, FV, and M shape (Figure 2). Based on the results 
of the series 1 testing, the R, M and Z shapes were eliminated. The remaining pier shapes ( H ,  



and W) were tested with L&-4.0 and were denoted L, and N respectively (Figure 3). For the 
third series, the element spacing of the L pier was increased to LJLP-8 and denoted as K (Figure 
3). 

Figure 3 Series 2 and 3 Pier Shapes 

TESTING PROTOCOL: Before each test the sand in the test section was mixed, pre-wetted, 
tamped and leveled. Extreme care was taken during start-up and shut down to insure that the 
scour hole which developed was the result of reported flow conditions and to insure that the 
scour hole was presewed for measurement and analysis. Start up procedures involved slowly 
filling the flume to a depth greater than the testing depth with the tail water gate closed. The 
discharge was then increased to the testing discharge as the tailwater was gradually opened. Test 
flow conditions were then established by adjustment of the tail water control to reduce the flow 
depth to the desired teshng depth. Shut down was conducted in an opposite fashion and the 
flume was slowly drain prior to post - test measurement of the scour pattern. 

A constant flow depth of 0.142-m was maintained for all tests. The approach Froud numbers 
ranged from, approximately 0.175 to 0.25, All tests were conducted as clear-water tests to 
eliminate the variability in scour depth measurements associated with the movement of dunes 
and other bed forms. 



Two long-term tests were performed using the 2.54-crn smooth pier and the Z pier to identify the 
time frame far the scour to fully develop. From these tests, it was found that the local scour 
reached a minimum of 93% of the maximum at testing durations of 75 minutes. In order to 
perform as many tests as possible the duration of each test was set to 75 minutes. It is 
acknowledged that the duration of each test was not sufficient to attain f i l l  equilibrium scour 
depths, however it was found that this duration was suMicient to achieve a scour hole, which was 
near equilibrium. 

Discharges, flow depths and velocity measurements were periodically checked during each test. 
Average approach velocity was determined using continuity with the discharge determined from 
a precision venturi in the supply line of the flume. Additional point velocity measurements were 
made using a SonTekr acoustic Doppler velocity meter. Flow depth and scour depths were 
measured to the nearest 0.0005-m (0.5mm) using a paint gage. 

Periodic scour depth measurements were made on 10-minute intervaIs with the point gage during 
testing. Post: test-measurements included re- 
measurement of the maximum scour depth, 
and preparing to-scale contour maps of the 
scour hole, and downstream deposition area. 
Each test was also photographed to further 
document the scour pattern. 

RESULTS 

GeneraI: To insure that during the course of 
testing that the bed material did not coarsen 
up due to winnowing of the bed material, 
periodic bed material samples were colIected 
and analyzed for grain size. From this 
analysis, it was observed that there was no 
significant variation in the bed composition 
during the course of the  testing. 

Scour Results: The measured scour depths 
for each test was normalized by dividing the 
maximum measured scour depth (YJ by the 
minimum pier diameter (a). The minimum 
pier diameter was used to normalize the scour 
depth so that normalized scour depths 
plotting below the reference piers would 
indicate a reduction in scour depth relative to 
the 0.025-m reference pier. Figure 4 presents 
Y,/a versus approach Froud number for the Figure 4. Ysla versus Froud 
series 1 piers. Additionally, the pier scour For Series 1 Pier Shapes 
depths for the two smooth reference piers (C 
and S) m also presented for comparison. The results indicate that the normalized, scour for the 
reference piers plotted consistently with each other. 



Of the shaped piers in series 1, the R pier 
indicated a tendency to increase scour depths 
at all Froud numbers. The normalized scour 
for the M shape was not significantly 
different than the smooth piers. The results 
of the H, W and Z patterns indicated that all 
of these patterns had an effect on reducing 
Iocal pier scour with the  H and W patterns 
displaying the greatest scour reduction. 
Considering these results, the shaping 
patterns that produced the most positive 
results were shapes in which the leading edge 
of the roughness element normal to the flow 
was sharp, This result was expected and 
indicated that sharp-edged protrusions were 
most effective at impeding the vertical flow. 

The R, M, and Z piers were dropped form 
fuhe r  consideration and additional tests of 
the H and W patterns were conducted. The 
spacing of the roughness elements of the H 
and W patterns were increased and re-tested. 
Spacing was increased by machining away 
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alternate elements of the H pier and denoted 
as L. Similarly, the W pier was modified and Figure 5 .  Ysla versus Froud 

For Series 2 Pier Shapes denoted N. Figure 5 presents the results of 
testing for the series 2 piers of L and R! The 
results indicate that the L and N piers reduced the normalized scour depth by approximately 10% 
to 23% with a minimum reduction of approximately 10% for the N shape at a Froud number of 
approximately 0.26. 

The nom~alized scour depth for the series 2 tests was less than for the same shapes tested in the 
series I tests indicating the importance of roughness element spacing. Additionally, increasing 
roughness element spacing resulted in more consistent scour reduction for the range of flows 
tested and than for the Hand W piers. To further investigate the effect of pier shaping, alternate 
elements of the L pier were machined out to form the K pier (series 3). The resulk from testing 
the H, K, and L are plotted together for comparison (Figure 6) .  Increasing of the spacing from 
the L to the K pier resulted in increasing the reduction in nom~aIized scour depth from 
approxiinately 20% to over 35% for Froud numbers ranging from 0.22 to 0.24. Outside this 
range, the scour reduction of the K pier was less than that of the L pier. 

It should be noted that all of the documented reductions in local scour depth were referenced to 
the smaller diameter reference pier. This indicates that the reductions noted are actual reductions 
it1 scour depth and that the added diameter of the protrusions had no influence on increasing the 
scour depth. Consequently, the results indicate that it should be possible to fabricate and attach 
non-structural vertical flow inhibitors to existing bridge piers without increasing the effective 
width of the pier. 



Scour Hole Shape: AIthaugh the results are not presented in detail in this paper, the influerice of 
pier shaping tended to reduce the extent of the scour hole. In the region downstream of the 
centerline of the pier most of the modified pier shapes resulted in increased depositio~~ af 
sediments. For many of the tests, vertical erosion of the streambed was absent downstream of 
the pier centerline. This result bolsters the proposition that the roughness elements not only 
inhibited the vertical water jet at the face of the pier, but also tended to redj~+ect the vertical flour 
downstream and reduced the magnitude of shedding w k e  vortexes. 

CONCLUSIONS 

The results discussed above 
indicate that effective scour 
reduction can be achieved 
by inhibiting the vertical jet 
of water that sets up and 
maintains the horseshoe 
vortex. This resulted in a 
lessening of the maximum 
scour depth. The degree to 
which local scour can be 
reduced depends on the 
shape and spacing of the 
roughness element. 
Optinla1 shapes have abrupt 
edges that result in 
separation of the vertical jet 
of water and the formation 
of shedding vortexes near 
the pier face. Spacing is 
also an important parameter 
in the design of this 
countermeasure. Based on 
this study, the optimal 
spacing is between 4< LJL, 
< 8. Although not 
investigated, the distance 
that the roughness elements 
protrude from the pier 
should also strongly 

I APPROACH FROUDE # 

influence the magnitude of Figure 6 Ysla versus Froud For Series 3 Pier Shapes 
local pier scour reduction. 

The results of this preliminary study indicate that bridge piers can hc modified by providing 
horizontal roughness elements to inhibit the vertical flow of water along thc pier face. l'his 

investigation only provides proof of concept. Additional and more detailed rescarch needs to be 
conducted before this countermeasure can be applied to an actual bridge. Further research needs 



to be conducted at larger scale sizes, with a wider range in bed material conditions and for other 
pier geometry's. 

Presently, there are few options and countermeasures that can be employed to protect the nation's 
existing bridge infrastructure from local pier scour. Existing options are either very costly (pier 
replacementlunderpinning) or are limited in their reliability (riprap) and need constant 
monitoring. Further development of this countermeasure is recommended in order to develop 
and deploy it as an additional countermeasure technique for protecting the nation's bridges from 
the devastating and catastrophic effects of local pier scour. 

Addition of pier retrofits to inhibit the verticaI flow cannot eliminate local pier scour altogether. 
Furthermore this countermeasure cannot protect a bridge that has piers which the  scour can 
severely undermine the pier. It is likely that a large percentage of the scour critical bridges 
nationwide are considered to be scour critical due to minimal geotechnical factors of safety. A 
reduction of 10 to 20% could be sufficient to upgrade these bridges in at minimal cost by using 
simple "strap-on" forms of this countermeasure. The resulting cost savings could be gpplied to 
targeting the most deficient and unsafe bridges in the nation. 

Additional studies are ongoing. Currently the authors have completed laboratory testing at 
FHWA ' s Turner Fairbanks Hydraulics Laboratory to dztennine optimal LJL,, Analysis and 
documentation of results are pending. 
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EROSION AND SEDIMENT TRANSPORT THROUGH RIPARIAN FOREST 
BUFFERS ls2 

D.D. Bosch, Research Hydraulic Engineer, SEWRL, Tifton, GA 3; RG. Williams, 
Agricultural Engineer, SEWRL; S. Inamdar, Agricultural Engineer, Biological and 

Agricultural Engineering Department, University of Georgia, Tifton, GA; J.M. Sheridan, 
Research Hydraulic Engineer, SEWRL; and RR Lowrance, Ecologist, SEWRL 

Abstract: The Riparian Ecosystem Management Model (REMM) has been developed to examine 
effects of riparian buffer management on the flow of water and transport of sediment and 
agrichemicals through riparian systems. The model simulates physical, chemical, and biological 
processes in riparian areas. Computation of sediment movement begins at the field-riparian system 
boundary. Erosion via particle detachment and overland flow are calculated for three riparian zones 
using a modified USLE approach. Concentrated flow erosion, transport, and deposition are also 
simulated. Sediment moving with the concentrated flow can be deposited ox transported out of the 
riparian area. The basis for this determination is the sediment transport equation, derived from the 
steady state continuity equation. The transport capacity is compared to the sediment available for 
transport and the difference is used to determine if channel deposition or erosion occurs. The 
effective transport capacity is computed using a modification of the Bagnold stream power equation. 
Verification and validation of the erosion and sediment transport components of REMM is nearing 
completion. Comparison of model output to observed data and other model predictions indicate the 
model is within acceptable ranges for most modeling efforts. 

INTRODUCTION 

Apcultural activities are a major source of non-point source water pollution in the United States. 
In conjunction with in-field conservation practices, the maintenance of riparian areas as buffer zones 
below agricultural fields can reduce sediment and agrichemical pollutants entering streams 
(Lowrance et al., 1983; Lowrance et al., 1984; Petejohn and Conell, 1984). Although general 
guidelines are available on the management of stream-side areas (Welsch, 1991), informati011 is 
lacking on how buffer zones should be designed to accommodate site-specific features. Options for 
managing riparian ecosystems may include decisions about application of fertilizers, upland 
loadings, widths of the buffers, composition of plant species, and timing and extent of grazing and 
harvesting. 

' Contribution from the USDA-ARS, Southeast Watershed Research Laboratory, P.O. 
Box 946. Tifton, GA 3 1793, in cooperation with Univ. of Georgia Coastal Plain Exp. Stn. 
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USDA-US,  Southeast Watershed Research Laboratory, PO Box 946, Tifion, 
GA 3 1793, phone: 91 2-386-35 15, fax: 912-386-7294, email: dbosch@tifton.cpes.peachnet.edu. 



The Riparian Ecosystem Management Mode1 (REMM) has been developed to examine effects of 
riparian buffer management an the flow of water and transport of sediment and agrichemicals 
through riparian systems (Lowrance et al., 1998). REMM has four major components: hydrology, 
sediment, nutrients, and vegetative growth. This paper presents an overview of the erosion and 
sediment transport components of REMM and comparisons of model output to observed data. A 
complete description is provided in Altier et al., (in review). 

METHODS 

As with the overall model, the riparian system is divided into three zones for the erosiori and 
transport calculations (fig. 1).  REMM detaches and routes sediment eroded in the upland and 
riparian areas through the riparian system using established procedures. Sediment is delivered to the 
riparian area from the upland distributed into particle size fractions. These must be provided as 
model inputs. Sediment generated within the riparian area as sheet and channel erosion is estimated 
by the model considering each zone as a flow element. 

computation of sediment 
movement begins at the 
field-riparian system 
boundary. Surface runoff 
from the field enters the 
riparian system as 
distributed flow, uniformly 
spread over zone 3 prior to 
c o m p u t a t i o n  o f 
infiltrationlrunoff excess 
within the zone. Erosion 
via particle detachment 
and overland flow are 
calculated for each zone in 
the riparian system. Rill or 
channel and interrill areas 

Figure 1 . Schematic diagram of three-zone buffer system. are characterized for each 
zone (fig. 2). The fraction 

of intesriil eroded sediment which reaches the channel is determined by the intenill delivery factor 
(Foster, 1 982), a function of interri 11 surface roughness. 

Concentrated flow erosion, transport, and deposition are simulated for channels within each zone. 
This allows independent evaluation of the concentrated and overland flow components. Erosion and 
dcposition are calculated separately for each of the three riparian zones. Flow is assumed to 
concentrate into a channel. The channel geometry can be used to more accurately represent flow 
conditions. A very wide channel can be used to approximate sheet flow. Sediment moving within 
the channel can be deposited or transported out of the riparian area. The transport capacity of the 
concentrated flow is calculated at the downslope end of the segment of each zone. The transport 
capacity is compared to the sediment available for transport and the difference is used to determine 



if channel deposition or erosion occurs, 

Overland Flow a d  
Erosion: Lateral inflow of 
sediment within the 
respective zones, assumed 
to occur at all times during 
a storm, results from 
interrill erosion on overland 
flow areas or overland flow 
for channel areas. Daily 
sediment load into zone 3 
from the field musl be 

- provided as user input, 
o b t a i n e d  t h r o u g h  
observations or modeling. 
Sediment is transported 

Figure 2.  Charact erj zation of erosion and sedimentation. downstream by rill flokv in 
the overland flow sequcilcc. 
without  deposirron. 

Characteristics of the A soi 1 horizon are used to calculate the erosion within the riparian buffer for 
each s tom event using a modified USLE approach (Wischmeier and Smi 111, 1 975). 

Sediment Routin? and Channel Erosion: The potential sediment load and sedlmenl transport 
capacity are used to determine whether erosion or deposition occurs in the channel. Potential 
sediment load is the lateral inflow load from rill areas plus that entering from upslope. If lhe 
potential load is less than the transport capacity channel erosion occurs until the transport capacity 
is satisfied or the limiting detachment rate is reached, which ever is less. The method used for 
sediment routing uses equations developed by Foster et al. (1 98 1) and Lane (1 982) and is applied 
in the AGNPS model (Young et a]., 1989). The effective transport capacity is computed using a 
modification of the Bagnold stream power equation (Bagnold, 1966). A detailed presentation is 
made in Young et al. (1 987). 

Sediment Composition and Particle Size Relationshi s: A mixture of primary particlcs i ~ n r l  
aggregates make up eroded sediments. The volume of several chemicals transported with scdimcnts 
are affected by particle size distribution. Due to the segregation that can occur in sediment transport: 
REMM routes sediment by particle classes to allow computation of soil-associated chemicals (Fos ttr 
et al., 1985). The particle classes used are primary sand, silt, and clay and small and large aggregates. 

Model test in^ and Apglicatian; 

The erosion and sediment transport algorithms used in REMM arc from published sources in lhe 
literature (Wischmeier and Smith, 1978; Dissrneyer and Foster, 19S4; Foster et al., 1981; Lane, 
1982; Young et al., 1989). Comparison of the overland erosion and sediment transport components 
of REMM to predictions by the AGNPS model indicate good agreement between the two. The USLE 



z,sion approach has undergone extensive testing and has been found to yield acceptable long term 
results. While less testing has been conducted for forested conditions, good results have been 
observed for forested plots of various management conditions ranging in size from 0.09 to 1 ha 
@issmeyer and Foster, 1984). The sediment transport and deposition algorithms used in REMM 
have also been found to yield good results (Foster et al., 1981; Lane, 1982; Young et d., 1989). 

The REMM msion and sediment transport components were tested using a data set collected at a 
riparian site at the University of Georgia Gibbs farm near Tifton, Georgia (fig. 3). The soil in the 
riparian forest is an Alapaha loamy sand on a 2.5% slope. The adj acmt 1.8 ha crop field is a loamy 
sand on a 1.5% slope. Corn was grown in the field in 1992,1993, and 1 994, millet and sorghum in 
1 995, and peanuts in 1 996. Crops were grown using canventiond agronomic production practices 
for the region, except in 1 996. The peanuts were planted in smll plots with bare alleyways. 

Figure 3. Location of the recording wells, middle tmwct  of sample wells 
in riparian bufFer, surface contours, and plot boundaries at the study site. 

The ma below the grass terrace in thd field which wntributes runoff to the ripuian buffer is 0.9 ha 
in size. One third of this area, 0.3 is assumed to contribute to each plot in the riparian b a e r  
(fig. 3). The riparian buffer d s t s  of a 8 m long grass filtm in zone 3, a 50 m long managed pine 



forest in zone 2, and a 10 m long hardwood forest in zone 1. (fig. 3), While three treatments were 
monitored at the site, only the mature forest treatment wiIl be investigated here. The mature forest 
treatment, in plat A, was 40 m wide. A more complete overview of the site is presented in Lowrance 
et al. (1998). 

Runoff and sediment bansport data collected at the site were used for model testing. Data collected 
at the site from 1993 to 1996 were used for comparison to simulation results. Runoff collectors 
positioned at the edge of the field were used to collect the samples uaed for establishing the upland 
inputs for the riparian buffer simulations (Sheridan et al,, 1998). Samples collected by runoff 
collectors positioned at the downslope edges of zones 3 and 2 were used to compare against model 
predictions. Samples were coIlected for each runoff producing event from 1993 to 1996. 

Input data for the overland erosion component of the model was obtained from lookup tables in 
Wischmeier and Smith (1 978) and Dissmeyer and Foster ( I  984). Rainfall intensity factors were 
calculated for each storm using relationships in Foster et al. (1980). A single channel was used to 
represent concentrated flow through the riparian buffer. Channel slopes were input as 2, 3.8, and 
2.6% for zones 3,2, and 1 respectively, with channel side slopes of 1%. The roughness coefficients 
for the channel reaches were input as 0.6, 0.5, and 0.4 for zones 3,2, and 1 respectively. Interrill 
roughness was assumed to be 0.4, which corresponds to an intenill delivery factor of 94% for clay, 
86% for silt, and 56% for sand particles. 

RESULTS 

l'he predicted mass of sediment delivered to the channel segment from interri 1 l erosion for the four 
years of simulation was very low (table 1). Both the observed and simulated sediment yields for the 
Gibbs farm ripatian buffer were also low (table 2). The accuracy of the m o f f  predictions varied 
from year to year and with position in the buffer. In general, simulated runoff exceeded observed 
runoff. A more detailed discussion on the runoff calculations is presented in Inamdar et al. (1 998). 
Annual predicted sediment yields entering zone 2 were approximately double the observed values, 
while yields entering zone I were somewhat less than observed (table 2). The accuracy of the 
sediment predictions appears directly related to the accuracy of the runoff calculations (Lnamdar et 
al., 1998). 

Table 1 .  Observed annual precipitation and simulated interrill erosion totals in each of the zones 

Year Precipitation Zone 3 Zone 2 Zone 1 
(mm) (kg) (kg) Iks) 

1993 1002 0.2 1.6 0.6 



Sediment yields were calculated for each zone as a fraction of the mass entering the grass buffer 
(table 3). A sediment yield greater than 100% indicates more sediment leaving the zone than had 
entered from the field. This could be attributed to channel scouring or intenill erosion within the 
zone. For model simulations, approximately 70% of the sediment entering the grass buffer (zone 3) 
from the upland was predicted to be deposited there (table 3). This was slightly below the observed 
rate of 80 to 90% for most years. In 1993, the year in which a net of 0 deposition was observed in 
the grass buffer, more sediment left zone 2 than entered from the field. The total sediment load in 
1993 was very low, 4.5 kg. Most of the yield leaving zone 2 was accounted for in a single storm on 
March 5. Deposition rates within zone 2 for both the observed and simulated values were 
approximately 95% for each year except 1993. 

Table 2. Observed and simulated annual runoff and sediment totals at various positions in the 
riparian buffer. 

Table 3. Observed and simulated sediment yield rates at various positions in the riparian buffer as 
a percentage of sediment entering zone 3 from the field. 

year 

1993 

1994 

1995 

1994 

Observed Data 

- 

year 

Simulated Data 

Runoff 
entering 
zone 3 

(mm> 

22 

317 

109 

219 

1995 17.4 3.5 34.3 4.9 

1996 1 19.4 2.5 33.2 0.9 

Simulated Data 

Sediment 
entering 
zone 2 

Observed Data 

Sediment 
entering 
zone 3 

Yield from 
zone 1 

Yield from 
zone 3 

Yield from 
zone 3 

----- (%) ----- 

Sediment 
entering 
zone 1 

Yield from 
zone 2 

Yield from 
zone 2 

Sediment 
entering 
stream 

Sediment 
entering 
zone 2 

----- (kg) ----- 

----- (%) ----- 

109 

5.4 

1993 

Sediment 
entering 
zone 1 

1.3 

44.8 

14.6 

104.9 

(kg) ----- 

102 

4.5 

130.2 

42.6 

3 15.7 

26.7 

3.9 

28.9 

34.4 

0.9 

5.1 

2.1 

2.8 

20.0 

3.9 1994 

1.2 

5.1 

2.0 

3.0 

4.6 

12.5 

7.4 

61.4 

9.6 

4.9 

7.0 

1.5 

7.9 



As with all sediment data f?om this site, the values are very low. Because of the design of the runoff 
collectors. the accuracy of the measurement decreases with decreasing sediment concentration. 
Arguably, the error in the observed data may mask any meaningful comparisons which could be 
made. Thus, i t  is difficult to compare event based data from this site. Additional model testing is 
being conducted on sites with higher sediment loads. 

SUMMARY 

REMM has been developed to examine the effects of riparian buffer management on the flow of 
water and the transport of sediment and agrichemicals through riparian systems. The model 
simulates physical, chemical, and biological processes in riparian areas. REMM is based on buffer 
system specifications recommended by the USDA Forest Senlice and the NRCS as a national 
standard (Welsch, 1991). It is intended for use by researchers as well as by planners as a decision 
tool to aid in the effective management of these areas. 

Verification and validation of the erosion and sediment transport components of REMM is 
underway. Comparison of model output to observed data and other model predictions indicate the 
model is within acceptable ranges for most modeling efforts. Continued development and refinement 
of the model algorithms is currently undenvay. 
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The purpose of d~rnensional analysis is to reduce information abut a phenomena fmi s s~ngle 
premlse. which is that the phenomena can be described by a dimensionally correct equation among certain 
variables. Sediment discharge by means of overland flow 1s a function of the h?draulic propemes of flow. 
the phys~cal properties of soil, and surface characteristics. Sediment transport as a result of erosion under 
simulated rainfall can be assumed to be related to a number of hfferent variables. Elimination of sorrle of 
the variables is possible since some are closely related to others, some are redundant, and some havc 
relatively less eRect than others on serllment dscharge. Therefore, sediment transport is rclated to the 
following variables : 

4, = # ( u , q o , d , ~ 5 d , , , X , v , g , ~ , ~ , , S o , P )  
where, 
q, = unit sediment hscharge 
u = Iongtu&nal mean velocily 
qo = unit discharge 
d = flow depth 
dso = grain size at whch 50 percent of the particles are finer than the inhcated size 
X = long~tud~nal distance 
v = kinematic viscosity of water 
g = gravity 
p = mass density of water 
p, = mass density of solid particles 
So = bed slope 
P = porosity 

In 1972 (Kil~nc and kchardson) the mechanics of soil erosion from overland flow generalcd by 
s~rnulated rainfall were stuhed experimentally and analytically. The experiments were conductcd In a 4' 
deep. 5' wide, and 16' long flume at the Colorado State University Engineering Research Ccntcr The 
results of th~s investigahon resulted in the following a m e n t  transport equation for sheet and rill crosion 
for bare sandy soil : 

2.035 1664 q9=25500q,  So- jlij 

where q, is in the units of (tondm x s). 

Considering various soil types, vegetation, cropping factors, and conservation pracuces yields the 
following equation (Julien, 1995a) : 

2 0 3 5  1664 q,=25500q0 S, -CP ( 16) 
0.1 5 

where K, C, and P are USLE coefficients. 

The approach that is being wed In this research is to use thc modified Kilinc and Richardson 
equation to determine the sediment transport, transport the U m e n t  from one overland grid cell to the 
next by three grain sizes (i.e., sand, silt, and clay), and [hen determine how much sediment stays in 
suspension and how much depsits on the receiving cell. In this scheme, the sediment transporlcd oul of a 
grid cell will first be assumed to come from sediment already in suspension, sccond from prev~ously 
deposited sediment, and lastly from the soil surface (Figure 1). 

Once the hrection of flow (Figure 2) and the unit sediment discharge have becn computed, the 
upland erosion is broken down into three size fractions (sand, silt, and clay) and routcd based upon how 
much Wrnent is in suspension. previous deposition, and how much sehment has been eroded from the 
soil surface (Figure 3). In order to determine how much sediment stays in suspension and how much i s  
deposited on the receiving cell, the trap efficiency for each size fraction must be cornpuled 

- Xol, 
-. 

T = ] -- hP' 
El ( 2 5 )  



wherc. 
T,, = trap efficiency for cach size fracllon 
X = longitudinal lcngth 
w ,  = fall vclocil!: for each s i x  fraction 
h = flow depth 
V = flow velocity 

1 he trap efficiency indicates how inuch sedimcnt drops out for each sizc fraction. thus the remaining 
volume of sedirncnt is assumed to stay in suspenaon. 
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Figure I - Flow Chart for the Upland Erosion Schcmc 
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Figtrc 2 - Topographical Representation in Overland Flow 
Rouling Scheme. 

Schematic of Upland Erosion Scheme 
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Figure 3 - Schemat~c of Upland Erosion Schcmc 

STUDY AREA 

Goodwin Crcck {Figurc 4) is a tnbutarq. of Long Creek which flows into the Yocona hver. one of the 
nlnln rivers of thc Yazoo River Basin. Thc Goodwin Creek watershcd is located in North Mississippi. 
approximalcl) 60 miles finm Mailphis, Tennessee and is extenstvely gaged by the Agricultural Rcscarch 
Sen~icc ! A R S )  as a rescarch watershed in the areas of upland erosion, instrcam sedimcnt transpotl, and 
watershcd hydrology. Thc Vicksburg COE pronded most of the col~struclion fiinds whcn this {ratershed 
\bas original11 established In 1977 (Black~narr, 1995). 

Thc Goodwin Creck watershcd 1s divtdcd into fourteen ncstcd subca~chmenls with a flow measLlrirlg 
flumc constnic~ed at cach o f  thc drainage ourlc~s. The dra~nnge arcas abovc ihese stIcam gaging sites 



range from 0.63 to 8.26 square miles. Twenty-nine standard recording rain gages are urufomly located 
within and just outside the watershed. 

Instrumentation at each gaging site includes an electronic data acquisition system whch consists of a 
VW-radio telemetry system with a microcomputer. This system collects, temporarily stores, and transmits 
the data at the predetermined intenrals to a central computer at the National Sedimentation Laboratory 
(NSL). 

The Climate of the watershed is humid, hot in the summer and mild in the winter. The average 
annual rainfall during 1982 to 1992 from all storms was 56.7 inches, and the mean annual runoff 
measured at the watershed outlet was 5,7 inches per year, Data from a standard dimatological station near 
the center of the watershed is also transmitted through the telemetry system. This information 
complemmts climatological data available from the U. S. Weather station at Batesville, Mississippi. Thc 

Figure 4 - Goodwin Creek Watershed 

scope and quality of data being collected at the Goodwin Creek watershed has recently attracted the 
attention of scientists from NASA and NOAA working on large scale hydrometerology. 

The watershed flows approximately from northeast to southwest, it drams a total area of 8 26 square 
miles, with the outlet at latitude 89"54'5OW and longitude 34'13'55". Terrain elevation ranges from 72 
meters to 123 meters above mean sea level with an average channel slope of 0.004 in Goadwin Creek. 
Land use and management practices that influence the rate and amount of sediment delivered to streams 
from the uplands, range from t i m b e ~ d  areas to row crops. The Goodwin Creek warershed is largely free 
of land management activities with 13 percent of it's area being under cultivation and the rest in idle 
pasture and forest land. Periodic acquisition of aerial photography and satellite data contribute to complete 
aerial, coverage of land use and surface conditions. The predominant soil texture for Goodwin Creek 
watershed is silt loam with a small percent of sandy loam. 

Measurements collected at each site and transmitted through the telemelty system includes water 
stage, accounting of autornat~cally pumped sediment samples, air and water temperature, and 
precipitation. Manual san~pling of total sediment loads is also carried out during storm events at stations 1 
and 2 using bedload and depth-integrating suspended samplers. Surveys of channel geometry, bed 
material, bank geotechnlcd properties, and channel migration were conducted at periodic inten~als to 
keep track of channel morphological change. 

In evaluating the ability of CASCZD-SED to accurately simulate upland erosion on the watershed 
scale. Three storm events were u d  in the calibration and vellfication of the model, however only the 
results from the storm went occurring on October 17-18, 1981 will be presented. 



Simulated streamflow hydrographs were compared to observed hydrographs at five locations on the 
main stem channel and one major tributary. Simulated sediment hscharge hydrographs were compared to 
observed hydrographs at eleven locations dong the main stem, tributaries, and upland areas. A total of 
seventeen rainfall gages were used to calculate overland flow runoff in the watershed. 

The storm went of October 17, 1981 began at 9: 19 pm and had a total rainfall duration of 3 5 hours 
with very little rainfall preceding this event. Total rainfall for h s  event varied from 2.55 to 3.11 inches 
with an average value of 2.85 inches. Tomi runoff varied from 0.87 inches at the upper streamflow gage to 
0.64 inches at the downstream gaging location. 

A cornpanson of the hydrograph plots and the hydrograph parameters (Table 1 to Table 3) show that 
CASCZD-SED hd a varying degree of simulation success. CASC2D-SED was able to consistently 
simulate the overall shape and rate of rise. The time to peak was simulated within 3% at some places 
(gage 8 and gage 5) ,  but was off by approximately 15% at gages 2 and 4. CASCLD-SED simulated the 
told volume of runoff low by approximately 20% across the watershed. The peak flows were within 1% 
to 8% throughout the watershed except at gage 3, which was off by 266%. 

A comparison of the sehment rllscharge plots and the sediment yield parameters (Table 4 to Table 5) 
show that CASC2D-SED was able to pxhct upland erosion off of the Goodwin Creek Watershed inthin 
an acceptable range of -50% to 200% of the actual upland erosion. Ths range (-50% to 200%) u 
generally accepted by sedimentation engineers as being acceptable when comparing computed sedimen~ 
yields versus actual se&ment yields. 

Table 1 - Goodwin Creek Watershed - Time to Peak (Minutes) 
Gage I October 17-18 I 
LD. 

1 
2 
3 
4 
5 
8 

Table 3 - Goodwin Crsek: Watershed - Peak Flow (CFS) 
1 Gage I October 17-18 1 

Table 2 - -win Creek Watershed - Total Runoff (Inches) 

1981 

Gage 
I.D. 

1 
2 
3 
4 
5 
8 

Obs. 
266 
23 9 
207 
195 
191 
181 

I.D. 

1 
2 
3 
4 
5 
8 

October 17-18 
1981 

Comp 
254 
223 
213 
181 
188 
179 

1981 

DifT 
12 
16 
6 
14 
3 
2 

% DifT 
-11.7 
- 1.4 
-26.0 
-14 3 
-23.1 
-19 4 

Obs. I 
0.75 
0.7 1 
1.00 
0.77 
1.08 
1.08 

Comp. 
0.64 
0.70 
0.74 
0.66 
0.83 
0.87 

% DifT 
- 1.4 
6.6 

-21.9 
8.4 
-5 6 
-4.4 

Obs. 
1405.1 
1286.5 
1050.6 
347.2 
560.3 
260.2 

Camp. 
1385.3 -- 
1372.0 
820.1 - 

376.4 - 

529.1 
218.7 



Table I - Goodwin Creek Watershed - Sehment Yield vons) , 
I Gage 1 October 17- 1 8 1 

I.D. 

CONCLUSIONS 

Table 5 - Goodwin Creek Watershed - Sediment Yield (TonslAcre) 

From the results of the three storm events discussed in this paper, CASCZD-SED was able to 
accurately sirnula led the rainfall-runoff processes on the watershed scale, The erosion and deposition 
patterns computed by the upland sediment scheme was accurate when compared to the field observations 
made on the Goodwin Creek Watershed. The upland erosion scheme implemented withn CASC2D-SED 
computed whrnent yield, in the upland areas, within a reasonable limit (-50% to 200%). 

The linkage of CASC2D-SED with the GR4SS GIS helped in the manipulation of input gnds and the 
animation of output grids These tools were essential in the verification of the upland erosion algorithm. 

In the channel system, there are other components (i.e., gully erosion, bank failure, and bed erosion) 
that contribute to the total sediment yield. In order to compute total sediment yield, from the watershed, 
thc estimation of serllmertt from ihese components will need to be implemented within CASC2D-SED. 

This leads to the final conclusion, namely that CASCID-SED was able to accurately estimate the 
sediment yield from the upland areas, however. if the goal is to computed total sehment yield from the 
overland and channel system, then the sdrnent contribution due to channel processes needs to be 
implemented and verified. 

1981 

Gage 
I.D. 

Dbs. 

Drainage 
Area 

Comp. 

October 17-18 
1981 

C/O 
Yo 
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r NTRODUCTION 

The urbanization process brings about a great deal of human interference that causes various changes to the 
environment. Many of these interferences happen without any criteria. Erosion, for example, can bring about several 
serious environmental, economical and social problenls if control measures art not considered. 

In the Pampulha river basin located in Belo Horizonte, the third largest Brazilian city, the urbanization process 15  the 
main factor which influences the sediment production. Unplanned city growth, associated with the occurrence of 
major rainfalls, soil susceptibility to erosion processes, and the steep slopes, intensify the erosive proceues as well 
as their consequences. 

The temporal evolution of the sediment production is strictly linked to the urbanization process which is related to 
thu process of urbanization and occupation patterns. These stages of evolution of the urbanization proccsr, 
diversified along the urbanization process, are [inked to various factors, such as soil susc~ptibllity to erosion and 
steep slopes which allow for erosion source points. Associated with heavy rainfalls, those processes increasc rht. 
production of sediments in the basin. (Oliveira, 1996). 

The soil loss due to rainfall in the basin has been estimated by the Modified Soil Loss Equation (Ml!SI,E). 
associating the sediment production with the evolution of urbanization in gradual scenarios of occupation. 

Having the results o f  such studies in hand, it is possible to evaluate the sediment production in the basin under study 
and the silting of the reservoir from 1958 to 1994. The applicabilit) of  the   nod el used has been considered 
adequate. 

GENERAL ASPECTS OF THE STUDIED BASlN 

The basin has an area of 97.6 km2, 43 kml of which are in the district of Belo Horizonte and 54 6 km2 are in the 
neighboring district of Contagem. It is drai~led by 40 water courses, that are distributed according tu studies by Silva 
et a1 (1994), in eight sub-basins, as corresponding to the main tributaries to the basin: ~ ~ u a  Suja, Barauna, Paracatu, 
Tejuco, Mergulhgo, Sarandi, Ressaca and Born Jesus. The Sarandi and Born Jcsus sub-basins are in a later stage of  
urbanization, while the Ressaca sub-basin is practically hlty urbanized with just a few industrial areas under 
development. These are the largest sub-basins in the Parnpulha watershed. 

The reservoir, bearing the same name as the basin's, was designed and built to store a volume of 18 million m'. as 
corresponding to a flooded area of 2.6 1 km2 and a perimeter of 2 1 km. 

The tropical climate of altitude presents a rainfall regime with an annual mean of 1500 mm. The rainy season 
occurs in the months of October through March, concentrating 90% of the annual total, and in December there is  a 
monthly mean of 3 15 rnm (Baptista et a], 1995). 

According to srudies by Silva et al (1994), the soil is a result of the excessive alteration and dessication of the 
substract of gneiss-granite composition, under the warm and humid tropical climate conditions, and il ranges from 
high to average erodibility patterns. As for the topography, it presents slopes with gradirtlts of up to 40%. 



URBANIZATION DEVELOPMENT 

During the settlement period of the city of Belo Horizonte, the Pampulha area, as well as the surrounding areas of 
the Conragem district, consisted of zones of low demographic density and dominant rural activities. The 
construction of the Pampulha dam was carried out from 1936 to 1938, and following it the Leisure Complex of 
Pampulha w a  built in 1941. This resulted in the urban development of the area and several indiscriminate soil 
parcellings started to take place in its surroundings and neighbouring areas. However, urban occupation started in 
the 701s, even after some measures of soil use and urban occupation had beer; taken. It was in the 40's that there was 
considerable social and environmental impact. After the establishment of the industrial town oi' Cel. Juventino Dias, 
in Contagem, there was considerable social and environmental Impact, since this area had got only rural 
characteristics. 

At present, there are no empty areas in the portion of the river basin located in Belo Horizonte, as for soil parcelling 
or urbanization. The real estate business activity has already taken up the valleys and areas with steep slopes, taking 
off all the vegetation without any control. In Contagem, the dominant reminiscent areas have been inhabited in a 
disorderly fashion. and the matter concerning water pollution and sediment production was thoroughly disregarded 
(Oliveira, 1996). The predatory occupation has happened in both municipalities and i f  has raised serious 
consequences for the drainage nehrlork and the dam itself. After the dam was open to use, on January 3 1 ,  1958, the 
process of occupation of the upstream areas has been intensified, and so has the progressive process of 
environmental degradation of the  water courses, whose main cause can be associated to the inflow of domestic and 
industrial sewerage, soiid wastes and sediments carried along through the streams that make up the drainage 
nenvork of the basin. 

SlLTING OF THE PAMPULHA RESERVOIR 

The large sediment inflow happens mainly during the rainy seasons. The runvff from the rain water carries a 
significant amount of sedimena, leading them into the drainage channels that will lead them into the pond. therefore 
causing its silting. Cross-sectional profiles carried out in 1958, 1984 and 1 989 allowed Vignoli (1  992) to perform 
studies on the evolution of the silting process and the reduction of the design life of the Pampulha reservoir. These 
are shown in Table 1. A 1994 cross-sectional profile indicates the volume of sediment stored in the reservoir is 
estimated as 8.1 . lo6 m?. 

Baptista et a! ( 1995) pointed out that between 1979 and 1 98 1, due to the urgency of adopting corrective measures in 
the short run, a sediment volume of about 1.2 x lo6 rn3 has been removed from the reservoir using drag-line 
equipment. In the subsequent period from 1989 to 199 1, new dredgings were carried out, this time using hydraulic 
equipments; three million cubic meters have been removed. Disposal of the dredged material has been done in the 
reservoir ares, forming islands, which if properly urbanized would allow for areas of cornmunily use. 

Table I - Evolution of the Silting of Pampulha Reservoir 

- - 

EVALEATION OF THE SEDIMENT PRODUCTION PER EVENT IN THE PAMPULHA BASIN 

The methodology adopted in the present evaluation of the sediment product ion per event in  the Parnpulha basin was 
based on the Modified Equation of Soil LOSS below. 'me soil loss has been calculated for each sub-hasin, 

1989 

I 11.3 
6.8 
219.0 
3 1 .O 
2247 .O 

Year f 958 1 984 - 
2.4 

Volume (hm3) 
Silting (deposited volume- hm3) 
Solid Transport rate (lo3 m31year) 
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considering the extreme conditions of surface flow, in scenarios of urbanization evolution for the years of 1964, 
1972, 198 1 .  1989 and 1994 (SILVA et a], 1996). 

where: 

Y = sediment production for an isolated event, in ton; 
Rw = flow factor: 
K = factor of soil erodibility, in t h-I MJ" mm"; 
LS = conjugated factor of length and slope; 
C = factor of soil use; 
P - factor of preservation practices. 

The Rw factor has been calculated by the following equation: 

where: 

QS = volume of  surface flow in m3; 
qp = peak flow in m3 s-'. 

In order to estimate QS and qp, the urbanization process in the watershed has been mapped, as previously mentioned 
in this paper. The methodology used was the SCS triangular unit hydrograph, since it incorporates soil type and land 
use on the calculation of the maximum potential retention. 

Due to the simplified idea of separating flow by the SCS model, the concentration of the rainy periods in a short 
period of time, as well as the impossibility to calibrate the parameter CN of this model from streamgage data, the 
antecedent moisture condition 111 has been adopted (humid soil close to saturation), thus resulting in critical 
conditions of flow and consequently, a more unfavorable situation of sediments production in the basin under 
study. The CN'S have been estimated respecting the proposed scenarios and discretizatian of urbanization patterns. 
Having the CNlIl values in hand, he average mean was used in order to find a common value, applicable to all the 
arca of the sub-basin, presented in Table 2, along with the respective characteristics of each sub-basin. 

For each year, it has been considered that at least a rainfall of 2 year-return period has occurred on each sub-basin. 
Generally, rainfall with intensity lower than 10 mm/h are not considered as erosive; in the Sarandi sub-basin, which 
i s  the largest one. rhe rainfall intensity of 2 year-return period has been estimated as 13 rnrnh. On the top of that, 
rainfall of returns periods of 5, l0,25, 50 and 100 years have been added according to the frequency of events. 

Factor K evaluates the soil susceptibility to erosion, in function of the permeability and soil structure, % of organic 
maaer and granulometry, and it has been calculated by the Wischmeier and Smith's equation (Paiva, 19951, as 
follows: 

where: 

M = (% silt + % very thin sand) x ( 100 - 4% of clay); 
ka = % of organic matter; 
kb = relative cottlicient of soil structure; 
kc = class of soil penneability. 



A single value for K has been adopted for all sub-basins, since the present available data have come from the canal 
of the islands formed by the maintenance dragging of the reservoir which are 17% of clay, 50% of silt, 3 1% of thin 
sand and 2% of organic matter (Oliveira, 1996), resulting in parameter ka = 2. The soil was considered as a thin 
granular structure with moderate permeability, with values from kb = 1 to k = 3, respectively (Paiva ct a], 1995). 

The land-use factor C was adopted according to the occupation patterns (Silva et a], 1996) and its weighted average 
mean has been used for each sub-basin, in each context of simulation. The corresponding factor to the conservation 
practices P was established according to the average slope of each sub-basin. The values of the factors C and P are 
based on studies of Lencasrre and Franco ( 1984) and are shown in Table 3. 

Table 2 - Characteristics and CNITl of each Sub-basin 

The value of the grouping factor and the length of the slope level (LS), was determined by the Williams and Bemdt 
equation (Paiva, 1999, given by: 

where: 

m = exponent, whose value varies according to S ,  adopting the value of 0.5, since S 2 4.5 ( Paiva et all 1995) 
S = % of slope; 
L = length of the slope, in m, whose value was calculated as !A of the width of the equivalent rectangle of the basin, 
according to studies of Lencasme and Franco (1984) and Paiva et a1 (1 995). 

The values of sediment production per event, in tons, found for each sub-basins, are presented in Table 4. The 
evolution of the sediment production together with the growth of urbanization can be verified in Figure 1 and 2. 
These show present sediment production for an event with return period of 2 years for the two basins with the 
largest areas, one in the urbanization phase and the other practically fuliy urbanized, with some industrial areas. 

Table 3 - Values of C and P for the Sub-basins 



Table 4 - Production of Sediments per Event in each Sub-basin of the Pampulha Watershed 

Year, TR Paracatu G = F  Tejuco Mergulhb * Agua. Suja 
1374 
1552 
1598 
205 
508 
1856 
2000, 
2023 
266 
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2404 
322 
83 6 
3020 
3039 
2995 
410 
1088 
3672 
3 604 
3519 
488 
1317 
443 5 
4254 
41 17 
579 
1583 

ANALYSIS OF THE EVOLUTION OF THE SEDIMENT PRODUCTION AND THE SILTING OF THE 
RESERVOIR 

In order to develop the calculations of the annual production of sediments of the sub-basins and, consequently, of 
the Pampulha watershed, it was necessary to gather data regarding the number of rain events which occurred in the 
region under study. Therefore, the series of ningage data have been abstracted for the period 1964 - 1994, for the 
Horto and the Gas Plant gagings starions, respectively, Data have been treated for each sub-basin and all events 
which happened in each sub-basin were specified for the different return periods. They were then quantified, and the 
total annual production of sediments for each sub-basin was calculated, by multiplying the number of recorded 
events by its respective production, The value of this sediment annual production of each sub-basin was estimated 
graphically. 
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Figure 1 - Production of Sediments in the Sub-basin Figure 2 - Production of Sediments in the Sub-basin 

of the Sarandi Stream for Event I ,  with TR = 2 years afthe Ressaca Stream for Event I ,  with TR = 2 years 

t h e  tots[ annual production of sediments of the Parnpulha watershed was calculated by adding the annual 
production of each sub-basin, allowing the plotting of Figure 3. Once this production has been estimated, and due 
to the lack of data to predict t!!e propagation of these sediments along the water courses, the reduction factor Ejwas 
uzed in order to obtain scdirnent inflow to the reservoir. According to Carvalho (1994). "...Ef represents a 
coeflcient that transforms the total erosion of the bmin i# 0 portion that goes IOMIU~& the outside." Therefore, 
knowing the values of the silting within the periods of 1957 - 1984 and 1984 - 1989, supplied by Vignoli ( 1  992), the 
factor Efwas calibrated, within those periods, since it varies according to the changes which took place ia the basin, 
due mainly to urbanization. 

In the absence of data for the 1958- 1963 period, the 2-year event for 1964 has been adopted (Oliveira, 1996). This 
can be justified since in 1957, the Parnpulha leisure complex, the major focus of sediment production, had already 
been built. In order to calculate the total production of the sediments of the Pampulha Basin in the period o f  1958 - 
1984, the overall sum of the annual production in this period was conducted, resulting in a value of 14,340,000 m' . 
As the volume of silting was 4,900,000 m', the value of Efas beeing the ratio between the silting volume and the 
sediment production, can be cstin~ated as E 51.BQ = 0.342. Similarly, the value o f  Ef for the years 1984 - 1989 was 
found to be E ntr .s9 = 0.470, since the silting volume and the related production within such a period are 1,900,000 
rn3 and 4,040,000 m3, respectively. 

Regarding the period 1990 - 1994 and in order to verify the validity of thz MUSLE, the inflow uf sediments was 

estimated, using the same value of Ef ,, - ,,, reaching a value of 2,000,000 m3. Therefore, the value of inflow of 
sediments can be estimated in the period of 1957 - 1994 as 8,800,000 m3. 

According to Champs (1 991), the reservoir trap-efficiency was estimated as 94,8%. Supposing that a 100% ttap- 
efficiency compensates for any dredging and sediment removal operations, the 5-year prediction of time variation of 
the reservoir silting has been performed by considering three scenarios from the year 1994. These correspond to 
minimum. average and maximum sediment inflows to the reservoir. According to these simulations, it i s  predicted 
that a complete siiting of the reservoir will take place in the year 2012, for average conditions of sediment inflow. 



Figure 3 - Total Annual Production of Sediments in the Pampulha River Basin 

Figure 4 - Temporal Evolution of the Silting of the Pampulha Reservoir 

CONCLUSIONS 

This paper is the first consolidated study of the production of sediments in the Pampulha watershed and the volume 
of inflow into the reservoir. Only after a systematic hydro-sedimentometric monitoring of the tributaries of the 
reservoir under question, one will be able to estimate, with less uncertainty, the production of sediments and the 
silring volume. However, we can assure that the Modified Soil Loss Equation has fulfilled the expectations, 
considering that the volume obtained through this model has surpassed only by 10% the volume of the rneasurcd in 
1994. 

The Unity of the Pampulha Management Program - UGP, created by Belo Horizonte City Hall in 1995, has 
proposed the adoption of dredging operations for taking out the silting deposition from the pond with an estimate of 
40,000 rn3/month during 10 months. This figure was based on the study of Vignoli (1992), which represents an 
annual intlow of sedime~its around 380,000 rn31year. However, based on the results presented in this paper. the 
a n n i ~ a l  sediment inflow in the basin under study varies according to the intensity and frequency of rain events and 
also with the evolution of the urbanization process. It is not possible to adopt a volume of constant dredging from 
thc reservoir, since it is known that there is always the uncertainty of large rainfall events. 

It can also be stated that the increase of the sediment production is directly proportional to the evolution of- 
urbanization, as depicted in Figure 1 ,  mainly when it occurs in an indiscriminate and predatory way. Other physical 



factors may influence the process, but the impact of the anthropic activities are presented as the major factor. It can 
be observed that as the urbanization process comes to a standstill, the production of sediments becomes stable as 
shown in Figure 2. 

As adopting structural measures of silting control, when technically possible, carry panial and questionable 
efficiency, thus postponing the problem in time and space, besides bringing about environmental and financial 
Losses to the community, it is obvious that non-structural measures are necessary to find a satisfactory solution for 
the problem. Therefore, the control actions in terms of erosion and silting of the reservoir should be linked to the 
characteristics of the sub-basins as for its preventive and corrective featwes, in spite of the difficulties to control the 
problems, considering the problems of erosion in the basin. (non-point sources). 

As far as corrective measures are concerned, we recommend actions to recover the urban areas that have already 
been degraded by erosion, through remodeling the topography, whenever possible, through the construction of 
effective systems of stormwater drainage, together with the construction of the street network, conservation of the 
landscaped areas and last but not least, dredging out the silting from the drainage canals and reservoir. 
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PREDTCTING SEDIMENT YIELD FROM ARlD DRATNAGE AREAS 

BY 
Timothy J. Randk, Ry draulic Engineer and Chih Ted Yang, Supervisory Hydraulic 
Engineer, U.S. Bureau of IlecIrmmation, Sedimentation and River Hydraulics Group, 

Denver, Colorado 

The application of the unit stream power hnction for predicting the sediment yield from 
arid drainage areas is presented through a case study of three proposed reservoirs near Yuma, 
Arizona. The unit stream power €unction incorporates drainage area, length, slope, runoff, sediment 
particle sine, and surface roughness characteristics. This function is thought to be an improvement 
over empirical formulas proposed for the southwestern United States. 

INTRODUCTION 

W i e n t  yields can be estimated fiom historical measurements of a stream's sediment load or from 
reservoir sedimentation surveys. In the absence of such measurements, sediment yields must be 
estimated from one or more predictive methods. The long-term prediction of sediment yields for arid 
drainage areas are often difficult because runoff and sediment load data are usually unavailable. Most 
empirical formulas are usually not appIicable to arid drainage areas because they were developed for 
drainage areas with very different characteristics (i. e., rainfall, runoff, vegetation, etc.) . 

A physically-based procedure to predict sediment yields is presented based on a unit stream-power 
hnction that incorporates drainage area, length, slope, runoff, sediment particle size, and surface 
roughness characteristics. An example application of this procedure for three proposed reservoir sites 
along the All American Canal and Gila Gravity Main Canal near Yuma, Arizona is provided. The 
drainage areas of the proposed reservoirs are among the driest in the nation (Olmstead et aI., 1973). 
Although rainfall runoff is infrequent in this arid region, the sediment yield during runoff can be 
significant due to the rainfall intensity and sparse vegetation. 

PREDICTIONS OF SEDIMENT YIELD 

The factors that determine sediment yield can be summarized as folIows (Strand and Pemberton, 
1982, and Yang, 1996): 
• rainfall amount, intensity, and runoff; 

topography, soil type, and geologic formation; 
ground cover; 

a land use; 
t upland erosion rate, drainage network density, slope, shape, size, and alignment of channels; 

sediment characteristics, such as grain size and mineralogy; and 
rn channel hydraulic characteristics. 

St rem Power Eqwion for W r o s i o n :  The unit stream power theory stems from a 
general w n q t  in physics that the rate of energy dissipation used in transporting materials should be 
related to the rate of material being transported (Yang ,1973 and 1996). The minimum rate of energy 



dissipation theory states that when a dynamic system reaches its equilibrium condition, its rate of 
energy dissipation is at a minimum (Yang and Song, 1986 and Yang, 1996). The minimum value 
depends on the constraints applied to the system. The rate of energy dissipation per unit weight of 
water is 

dY/dt = (&dQ (dY/&) = VS = unit stream power (1) 

where Y is the potential energy per unit weight of water, 
t is time, and 
x is the reach length, 
&dt is equal to velocity (PI, and 
dY/& is equal to the energy slope (S). 

For the equilibrium condition, the unit stream power (VS) will be at a minimum subject to the 
constraints of carrying a given amount of water and sediment. Sediment transport must be directly 
related to unit stream power (Yang, 1996). 

The basic form of Yang's (1973) unit stream power equation for sediment transport is: 

Log C = I + J L O ~ ( F ~ V O  - VCJ/w) ( 2 )  

where C is the sediment concentration, 
I and Jare dimensionless parameters reflecting flow and sediment characteristics and 
are determined from regression analysis of laboratory data, 
V is the flow velocity, 
S is the energy slope of the flow, 
o is the sediment particle fall velocity, and 
P',, is the critical velocity required for incipient motion. 

Moore and Burch (1986) tested the application of equation (2) to sheet and rill erosion. They 
reported from experimental results that 

I = 5.0105 *0.0443 
and 

J = 1.363 k0.030 

Velocity was computed fiom Maling's equation because it is difficult to measure for sheet flow and 
they expressed unit stream power as 

where Q is the water discharge or runoff rate, in rn3/s; 
B is the width of flow, in m; 
S is the energy slope; and 
n is the Manning's roughness coefficient. 



Moore and Burch (1986) also developed equations for rill flow. However, the average rill spacing 
must be specified. Only the equation for the simpler case of sheet flow was used in the case study 
because no site-specific data were available on rill spacing. 

Yang's (1973) unit stream power equation was intended for open channel flow. The critical unit 
stream power required for incipient motion (V2)  may not be directly applicable to sheet and rill flow. 
For sheet and rill flows of very shallow depth, Moore and Burch found that the critical unit stream 
power required at incipient motion can be approximated by a constant (additional research is needed 
to determine if this constant can be universally applied): 

Combining equations 4 through 8 yields: 

Log C = 5 .O 105 1.3 63 Log [((Q/B)0.4 S'.3 / 0.002 d s ) / w ]  (7) 

Flood: Application of the sheet erosion equation requires a prediction of the 
long-term hydrology for the drainage area. F l d  hydrographs for various return periods were 
available for the case study. However, long-term sediment yield predictions must be based on all 
f l d s  that are expected to occur over the period of study. The annual flood series accounts for 
only one flood per year, therefore, must be transformed into a partial duration series to account 
for all f l d s  over the period of study. 

The partiaI series is made up of all floods above some selected base value. The base value is 
chosen so that not more than a certain number of floods (N) are included for each year. The 
partial series can then indicate the probability of floods being equaled or exceeded N times per 
year (William Lane, Verbal communication, August 1996 and Linsley, et. al., 1975). 

where P,, is the annual probability of floods being equaled or e x c d e d  once per year, 
T is the annual return period, in years, associated with the annual probability, 
P,,, is the probability of floods being equaled or exceeded N times per year, and 
N isthenumberoffloodspecyear 

Solving for PpM, equation 10 can be expressed as 

where Tpdd is the partial series return period, in years, associated with P,,*,, 

CASE STUDY 

The sedimentation volume of three proposed reservoirs near Yuma, Arizona was predicted for 
100 years of future operations. The proposed reservoir sites are located beside the All American 



Cad and Gila Gravity Main Canal. Both canals originate below Imperial Dam and flow along the 
edge of the foothills that border the flood plains of the Colorado and Gila Rivers mullard, 1994). 
These proposed reservoirs would be able to store available water for irrigation in the United States 
and to help provide required deliveries to Mexico. Available water would come from scheduled 
irrigation r h s  that are subsequently canceled due to rainfall over irrigated lands downstream and 
also from runoff into the Colorado River below Parker Dam. 

The g e n d  drainage areas of the propsed reservoir sites are desert foothills with steep to very steep 
terrain (Bullard, 1994). Surface topography is composed of jagged rock, gravel, and sand. Little 
vegetation grows in these basins except for sparsely spaced desert brush and clumps of grass. Stream 
bottoms are steep and sandy. Bullard (1994) reported that the drainage areas appear to be capable 
of producing flash flood conditions and large sediment volumes in the event of intense rainfall. 
Drainage am characteristics for each of the proposed reservoir sites are summarized in table 1 .  The 
overall drainage areas ofthe two reservoirs along the All American Canal were each subdivided into 
three drainage areas and analyzed separately. 

Table 1. Resewoir drainage area characteristics. 

Picacho Wash 

These drainage areas are in a very warm desert climate where the frequency of rainfall events, that 
actually produce runoff, is expected to be one to two times per year (Earl Burnett, Verbal 
communication, August 1996). 

Flood hydrographs with return periods of 100, SO, 25, 1 0, and 5 years were computed by Bullard 
(1994) for each drainage area. These hydrographs were determined from regional rainfall data 
because there were no site specific measurements. The flood hydrographs were computed using 
5-minute time steps with the total durations ranging from 2.3 to 14 hours. Sediment concentrations 
were computed for each discharge using the unit stream power equation for sheet erosion (eq. 7). 

'The average drainage width was computed as the ratio of the drainage length to area 
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The Manning's n roughness coefficient in equation 7 was assumed to be a constant of 0.030. The 
width (B)  and slope (S) for each drainage area are listed in table I .  Sediment load was computed 
fiam each concentration and discharge value. Sediment loads was converted to volume assuming a 
bulk density of 70 Ib&. Using this procedure, sediment volumes were accumulated for each flood 
hydrograph and for each drainage area. 

The soils of the drainage areas are p d l y  sand and coarser (Bullard, 1994). The median sediment 
particle size was assumed to be within sand-size range but the size was not precisely known for any 
of the drainage areas (Earl Burnett, Verbal communication, August 1996). Therefore, sediment 
volumes were computed assuming a range of sand sizes (0.06 mm to 2.0 mm) . 

Sediment concentrations (computed from eq. 7) were found to be sensitive to particle size, 
Example results for the All American Canal East Reservoir, Mission Wash drainage area are 
presented in table 2. The range of possible particle sizes was reduced by examination of the 
computed peak sediment concentdons. A maximum probable concentration of 300,000 ppm was 
assumed for the sand sizes of the study area. This is a reasonable limit based on other streams 
where long-term measurements exist. For example, the maximum mean daily concentration of 
record for the Rio Puerco near Bemardo, New Mexico (a major sediment producing tributary of 
the Rio Grande) is 230,000 ppm. 

Table 2.-All American Canal East Reservoir, Mission Wash sediment yields. 

Equation 9 was used to compute the partid duration series for a range of return periods assuming no 
more than two floods per year, for a total of 200 floods over a 100-year period (see table 3). The 
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largest flood wnsidered was that associated with the 200-year return period because, of all the floods 
larger than the 100-year flood, half would be greater than the 200-year flood. 

Table 3.-Transformation of annual flood series to a partial duration series assuming no more 
than two floods per year. 

The sediment volumes for the flood return periods listed in table 3 (5th column) were computed from 
regression equations (specific to each drainage area). The regression equations were determined from 
the logarithms of the sediment volumes (dependent variable) and the logarithms of the corresponding 
flood return periods (independent variable). The 100-year sediment volume was computed by 
accumulating the products of the sediment inflow volume, corresponding to a given range of 
floods, and the numkr of times floods in that mge that are expected to m u r  during a 100-year 
perid (see table 3,  last column), Since the proposed reservoirs would normally be operatsd to 
completely contain runoff from local storms, they are expected to contain all of the sediment. 
Therefore, the trap efficiency for each reservoir was assumed to be 100 percent. 

W: Summary results for the three different reservoirs are presented in table 4. The finest 
sediment particle size (0.06 mm) was eliminated for all three drainage areas entering two of the 
reservoirs because the computed peak concentrations exceeded 300,000 ppm. Also, the 0.1 mm- 



particle size was eliminated from two of the three drainage areas entering All American Canal East 
Reservoir and the 0.06 mm-particle s i i  was eliminated from two of the three drainage areas entering 
All American Canal West Reservoir. 

Table 4.l-Summary results of 100-year sediment volumes by three methods. 

Discussion: Resuks from the sheet erosion equation provided the lowest sediment yield estimates of 
other methods tried. The sheet erosion equation is potentially the most accurate method because it 
takes into account the important variables of drainage slope, width, roughness, and sediment particle 
fall velocity and the runoff velocity, duration, and frequency. The drainage slope (8, runofvelocity 
(y), and sediment particle fall velocity (w) are represented as dimensionless unit stream power 
( V S h ) ,  which has been shown by Yang ( I  996) to be applicable to a wide range of conditions. 

The sheet erosion equation is especially applicable to the drainage areas of the proposed reservoirs 
for the following reasons: 

the drainage surface is mostly composed of sand and particle cohesion can be ignored, 
there is little or no vegetation to resist erosion of sediment particles or complicate estimates 
of roughness, 

• a reasonable estimate can be made for the total number of the runoff events over a 100-year 
period in this very arid climate, and 

• a maximum probable limit on sediment concentration can be applied to reduce the range of 
sediment particle sizes. 

The accuracy of the method could be improved if field measurements were available for runoff, the 
average sediment particle size distribution, and the surface area of the drainage that can be considered 
non-erodible (e.g., exposed bedrock). 

'The sediment yield was computed assuming the next coarser sedirnent-particle size for two 
of the three drainage areas so that the computed peak concentrations would not exceed 300,000 ppm. 



CONCLUSIONS 

Application of the unit stream power equation for sheet erosion accounts for all of the important 
variables ~&&g sediment yields in arid drainage areas (i.e., drainage topography, runoff, sediment 
particle size, and surface roughness). For the case study, a reasonably accurate range of sediment 
yield predictions is provided by the sheet erosion equation. The method accounts for 200 floods, 
occurring over a 100-year period and a reasonable range of sediment particle sizes. The maximum 
100-year sediment votumes could only be greater if peak sediment concentrations exceeded 
300,000 ppm or if the runoff magnitudes or their frequencies are greater than expected. 
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RESEARCH ON ICE REGIME IN YELLOW RIVER 

By Ke Sujuan, Engineer, Bureau of Hydrology, YRCC, Zhengzhou, China; Zhang 
Xuecheng, Engineer, Bureau of Hydrology, YRCC, Zhengzhou, China; Lu Guangqi, 

Senior Engineer, Bureau of Hydrolow, YRCC, Zhengzhou, China 

Abstract: Research on ice regime in Yellow River has been developed and considerable 
research positive results have been made since 50s. h I n s  paper, the generalization and 
summation of ice regime research achievements was presented. It would be the basis for further 
research on ice regime in Yellow River, 
Key Words: Ice regime, Ice Jams, Forecasting schemes and models, Yellow River 

Ice regime is a natural phenomena in rivers in the cold regions. As the biggest river in north 
China, ice regime in Yellow River is serious and disaster by ice jams or dams is often taken place 
because of the complicated river facies, the geographicai position, high sediment concentration 
etc. Ice regime includes mainly ice slush run, freeze-up, ice jams, ice dams, broken-up. Among 
them, ice jams and ice dams are the major factors forming the disaster in ice slush run period. 
Research on the conditions, rules and mechanism creating ice regime would be useful for ice 
control and defending. 
Research on ice regime in Yellow River was started in the middle period of 50s. Its main aim 
was to forecast ice slush run and freeze-up date. The broken-up date and the high'est water stage 
of broken-up forecasting were added in 60%. The heze-up period, the biggest discharge of 
broken-up and the tendency of freeze-up and broken-up forecasting had been added since 70s. At 
that time, the forecasting schemes were mainly through empirical correlation curves and formula. 
The forecasting statistic models based on the physical mechanism were established and the 
forecasting mathematical models being of close theoretical basis were developed in 90s. 
Research on ice jams in Yellow River was started in 60s for observing and studying ice jams at 
Liujiaxia to Yabguoxia reach in the upper Yellow River. In 809, research on ice in water was 
added, and a great development was obtained. But research on ice dams was still on the tentative 
stage up to now. It would develop the research level on ice dams to a new step if 97's National 
natural fund project "The formation mechanism, harm and defending measures of river ice and 
ocean ice" could be performed successfully. 
In this paper, the generalization and summation of ice regime research achievements was 
presented. It would be the basis for W e r  research on ice regime in Yellow River and be 
significance for decreasing ice disaster in Yellow River. 

ICE RF,GIME FORECASTING SJ3EMES 

Index method: 



For the condition of ice slush run: Ice slush run would be started if on2 of the following three 
formulatiuns was satisfied: 

Tal<-5"C and TapcOUC (1) 
Ta<OoC and TV5-5OC (2) 
T~<O'C and Ta1< - 1 O°C (3) 

Where TaI indicates daily minimum air temperature, Tap indicates daily average air temperature, 
Tah indicates daily maximum air temperature. 

Far the condition of freeze-up: If the following formulations could be satislled the river would 
be fioze-up: 

Ci>80% and T,=O°C and Th<OOC and Talc-10°C (4) 
C1>80% and Th<-5"C and Ta1<-150C (5) 

Mere  Cl indicates ice siush run concentration, Tw indicates water temperature. 

For Luokou to Lijin reach in the lower Yellow 'River, the conditions of freeze-up are as follows 
from analyzing the observed data: 
(1 ). Daily discharge at Lijin section is less than 350m3/s and the average velocity less than 0.6m/s 
at the same day; 
(3,). Daily average negative air temperature gets upon 6 days steadily; 
(3). The accumulated value of daily average negative air temperature gets upon 35OC; 
(4). Daily average air temperature get less than -7'C and daily minimum air temperature gets less 
than - I  1°C at the same day or previous day. 

Empirical correlation method: It includes mainly building correlation figures, correlation 
between the forecasting factors at upper section and the lower section, auto-correlation between 
the previous factors index and the forecasting factors etc. The forecasting factors include the date 
of ice slush run, ice slush run concentration, the date of freeze-up, the date of broken-up etc. 

Practical ice regime forecasting schemes; 

For forecasting the date of ice slush run: The thermal factors is mainly considered in 
forecasting the date of ice slush run. With the thermal factor action viewpoint, ice slush run 
would be started when water temperature gets or less than OO@. 

The heat flux of water body could be indicated as: 
QFQ x T w  (6)  

Where QT indicate the heat indux of water body, Q indicates flow discharge and 'T, indicates 
water temperature. 
From equation (a, we know that the heat flux being direct proportion to water temperature. 
When air temperature becomes negative, great amount of heat of water body loss, so water 
temperature becomes higher, the heat flux becomes greater, then the date of ice slush run 



becomes later. The qualified percent of the forecasting scheme is between 80 and 95%. But the 
intensity of temperature fall is not appeared in this method, it is inadequacy in this method. 

For forecasting the date of freeze-up: The thermal factors and hydraulic factors are considered 
in this type of forecasting schemes. After ice slush run has started, when air temperature 
decreases continuously or keeps under O°C, water body begins loss heat, the concentration of ice 
slush run becomes greater continuously, water flow begins to be obstructed and flow velocity 
decreases. When the concentration amount of ice slush run gets a limited value, flow velocity 
decreases to limited value and the negative air temperature gets a limited value, the freeze-up of 
river starts. Because of water temperature keeps near O°C after the beginning of ice slush run, it 
could not reflect the thermal changes, so only air temperature could be used to represent the 
thermal factors, and water discharge is used to represent the hydraulic factors. These two factors 
are used to establish correlation curve to the date of freeze-up. The qualified percent of the 
forecasting scheme is between 78 and 91%. 

For forecasting the date of broken-up: Here the thermal factors and hydraulic factors are 
mainly considered. The thermal factors include air temperature at previous period or accumulated 
air  temperature, the hydraulic factors include the average flow discharge at the limited time 
interval before river broken-up, water storage and ice frozen depth. These factors are used to 
establish correlation curve to the date of broken-up. The qualified percent of the forecasting 
scheme is between 78% and 100%. 

For forecasting the magimum water stage of broken-up: Here the hydraulic factors are mainly 
considered. Sometimes the thermal factors are also considered. The factors include water stage at 
previous period, air temperature, water storage, the date of freeze-up, ice frozen depth, broken-up 
regime etc. These factors are used to establish correlation curve to water stage of broken-up. The 
qualified percent of the forecasting scheme is between 76 and 94%. 

For forecasting the maximum water discharge of broken-up: The hydraulic factors are the 
main factors affecting the maximum water discharge of broken-up. Here water stage at previous 
period, discharge and water storage are used to establish correlation curve to the maximum 
discharge of broken-up. The qualified percent is between 72 and 79%. 

For forecasting the tendency of freeze-up and broken-up: Here only the lower Yellow River 
is considered. The forecasting scheme of the tendency of freeze-up and broken-up in the lower 
Yellow River is based on establishing inequalities curve and equation between the month average 
discharge at Luokou section and the month average air temperature at Beizhen section. 

Ice reg-c models: The thermal factors, hydraulic factors and topography 
of river channel are three main factors affecting ice regime. For the same reach, the thermal 
factors and hydraulic factors are the main factors. The thermal factors include solar radiation, the 



heat exchange between gas and water, net radiation and evaporation condensation etc. Here the 
air temperature and water temperature represent the thermal factors, the discharge or velocity 
represents the hydraulic factors. It is to establish one dimensional or multivariate regression 
equation between these factors for forecasting ice regime. 

For forecaeting the date of ice slueh run: Equations of forecasting t4e date of ice slush run on 
deferent reaches are deferent. The follows show that equations at Shizuishan, Zhaojunfen and 
Toudaoguai sect ions: 

Shizuishan section: R1=3 .4537+1 .2649x1+2.26x2 (7) 
Where RI indicates the date of ice slush run, XI indicates the date that water temperature equals to 
air temperature, x2 indicates water temperature on the same day. The qualified percent is 85%, 
the average forecasting period is 1 5 days, the longest period is 3 0 days. 

Zhaojunfen section: R1=30.8957+0.2382x1+2. 1 579x2 - 1.45 1 5x3 (8) 
Where R1 indicates the date of ice slush run, xl indicates the date of daily minimum air 
temperature becoming negative, x2 indicates the minimum water temperature on the same day, x3 
indicates water temperature on the same day. The qualified percent is 95%, .the average 
forecasting period is 15 days, the longest period is 22 days. 

Toudaoguai section: R1=3 1.0097+0.1 796x1+2.58 i9xz - 1 .3538x3 (9) 
Where R, indicates the date of ice slush run, xl  indicates the date of daily minimum air 
temperature becoming negative, x2 indicates the minimum water temperature on the same day, x3 
indicates water temperature on the same day. The qualified percent is 95%, the average 
forecasting period is 15 days, the longest period is above 20 days. 

For forecasting the date of freezeup: Equations of forecasting the date of ice slush run on 
deferent reaches are deferent. The follows show forecasting equations at Shizuishan, Zhaojunfen, 
Toudaoguai sections and for the lower Yellow River: 

Shizuishan section: R~50.0809j-0.6957~~+1.941 3x2 (10) 
Where xi indicates the date that air temperature getting O°C, xz indicates average water 
temperature on the same day. The qualified percent is 95%, the average forecasting period is 24 
days, the longest period is above 30 days and the shortest period is 16 days. 

Zhaojunfensection: Rt--1.9292t0.67'16x1+47.035x2+ 1.5203~~ ( 1 1 )  
Where xl  indicates the date that air temperature becoming negative, xz indicates average flow 
velocity on the same day, x3 indicates the minimum air temperature on the same day. The 
qualified percent is 95%, the average forecasting period is I9 days, the longest period is above 28 
days and the shortest period is 6 days. 

Toudaoguai section: R~7.7805+0.8913~1 (12) 
Where xl indicates the forecasting date of keze-up at Zhaojunfen section. The qualified percent 
is 90%, the average forecasting period is 22 days, the shortest period is 12 days. 
For the lower Yellow River, the inequalities are showed in follows: 

December: I f  Tsll< 1 - &12/270 Then freeze-up Else no freeze-up 

January: If TIN< 1 - a L1/l 85 Then freeze-up Else no freeze-up 



Here, TB12, TB1 indicate monthly average air temperature in December and January at Beizhen 
section respectively. g~11, a LI indicate monthly average discharge in December and January at 

Luokou section respectively. 
There are many schemes for forecasting the date of freeze-up in lower Yellow River. For 
example, 
follows show two schemes: 

Rf = -3.4446+1.05 1 15~13.10 .9498~~ (13) 
Where XI indicates the date that daily average air temperature at Jinan section becoming negative 
steadily, xz indicates average flow velocity at Lijin section on the same day. The qualified 
percent is 84.4%, the average forecasting period is 6.2 days, the longest period is 14days. 

Rf = -1.0922+1.05 13~~+7.22198~2+0.9297~~ (14) 
Where xl indicates the date that daily average air temperature at Beizhen section becoming 
negative steadily , x l  indicates average flow velocity at Lijin section on the same day, x3 
indicates the date difference between the dates that daily average air temperature at Jinan and 
Beizhen sections becoming negative steadily. The qualified percent is 84.4%, the average 
forecasting period is 12 days, the longest period is above one month. 

For forecasting the date of broken-up: Equations of forecasting the date of broken-up on 
deferent reaches are deferent. For the upper Yellow River, the date is estimated from 1 March, 
for the lower Yellow River, the date is estimated from 1 Jan1lary. The follows show forecasting 
equations at Shizuishan, Zhaojunfen, Toudaoguai sections and for the lower Yellow River: 

S hizuishan section: %, = 1 2.2725+43.5507x1 - 0 . 0 2 7 ~ ~  -0.0675~~ - 1 . 2 2 9 6 ~  (15) 
Where & indicates the date of broken-up, xl indicates the maximum depth of ice cover, x2 

indicates the discharge at Lanzhou section in the last ten-days of February, x3 indicates the 
accumulated value of the maximum positive air temperature from I January to 15 February, x4 
indicates the predicted value of air temperature in the first ten-days of March. The qualified 
percent is 95%, the average forecasting period is 16 days, the longest period is 23 days and the 
shortest period is Sdays. 

Zhaojunfen section: Rk = 1 7.4708+17.7433x1 - 0 .9849~~  (16) 
Where xl indicates the depth of ice cover before melting, xz indicates the maximum air 
temperature in the first ten-days of March. The qualified percent is loo%, the average forecasting 
period is 20 days, the longest period is 27 days and the shortest period is 1 1 days. 

Toudaoguai section: Rk = 28.7527+0.2 1 65x1 - 0 . 2 2 4 2 ~ ~  (1 7)  
Where xl  indicates the date t h ~ t  air temperature becoming positive, x2 indicates the accumulated 
value of air temperature in lodays after becoming positive. The qualified percent is loo%, the 
average forecasting period is 24 days, the longest period is 35 days and the shortest period is 14 
days. 
For the lower Yellow River: Rk = 2.8667+0.7793xi - I -0 .0295~~ +4.4949x3 (18) 
Where xl indicates the date of daily average air temperature becoming positive, x l  indicates 
frozen-up length, x3 indicates the stage difference between fiozen-up maximum stage and 
broken-up maximum stage at Lijin section. The qualified percent is 70%, the average forecasting 



period is 17 days, the longest period is 40 days. 
For the Iower Yellow River, the inequalities are showed in follows: 

Sunkou - Luokou reach: 
3 3 

If TJi< 0.024 Qsi - 6 1 Then fighting broken-up Else verbal broken-up 
1 1 

Luokou - Lijin reach: 
3 3 

If T ,,< 0.06 8 Lj - 124 Then fighting broken-up Else verbal broken-up 
1 I 

Where TJi<indicates the average air temperature at Jinan section, a s ,  and G L i  indicate the 
discharges at Sunkou and Luokou sections respectively. The qualified percent is 80% to 90%. 

Ice reeime forecasltin~ ma- Ice regime forecasting mathematical models 
being of close theoretical basis were developed in 90s. At present, thermodynamics, dynamics 
theories and empirical methods are mainly applied in establishing mathematical models. Now the 
mathematical models have been established for the lower Yellow River and are being studied for 
the upper Yellow River. 

For discharge routing: There are hydrological and hydraulic methods for discharge routing. In 
hydraulic method, one- dimensional equations for no steady flow, i.e. St. Venant equations are 
mainly applied for discharge routing with numerical solution. It wuld be solved by explicit and 
implicit methods. 
In hydrological method, St. Venant equations are solved by simplifying as water balance equation 
and channel storage equation. 

For forecasting the date of ice slush run: Generally, the date of water temperature getting 0°C 
point could be regarded as the date of ice slush run. So the key problem is to solve water 
temperature value. Here, one-dimensional convective-diffusion equation is applied: 

~ ( ~ C P A * )  + 4QpC~f i l v )  - a ( W a J f i )  +QB 
L 

- 
a ch (19) 

Where p indicates water density, Cp indicates water specific heat, Tw indicates water 
temperature, Ex indicates the coefficient of vertical diffusion. If vertical diffusion was neglected, 
the vertical distribution of water temperature could be written as: 

d(&pA&\u) + YQKP-) = + @B 
a l 3  (20) 

By finite difference method, water temperature could be solved. 

For forecasting the date of freeze-up: Here, ice slush run concentration, discharge and air 

temperature are mainly considered. Discharge can be solved by discharge routing method, air 
temperature can be solved by its forecasting method. Ice slush run concentration can be solved by 
applying one-dimensional convective-diffusion equation. Substituting piLiCi for pCpTw in 
equation (1 8), equation solving ice slush run concentration can be written as: 

a(QprLiC~) a(ApLKr) + = a( A F x ~ I L I K I J ~ )  
d ck r?ir + BmT (21) 



Where pi indicates ice density(917 ke/m3), Li indicates potential heat flux shaping icc(80 caVp), 
Ci indicates ice slush run concentration, @T indicates heat exchange ratio per unit area. By 
applying finite difference method, ice slush run concentration can be obtained. 
For the lower Yellow River, with analyzing observed data, the condition of freeze-up can be 
written as: CiTa2aQ, where ~0.008, T, indicates negative air temperature. 

For ice cover thickness calculation: After shaping ice body, the growth of ice cover thickness 
mainly depend on the heat exchange between ice and gas. So the following equation can be 
applied in ice cover thickness calculation: 

dhildt = a@$piLi (22) 
OF Kia(Tx-Ta) - Kwi(Tw-Tm) 

Where Ts indicates ice surface tmperature, T,,, indicates melt point temperature, K,, indicates the 
coefficient of heat exchange between ice surface and gas, Kwi indicates the coefficient of hean 
exchange between ice surface and water body, hi indicates ice cover thickness. T, and T, are both 
close to O°C while calculating ice cover thickness, 

For forecasting the condition of broken-up: When air temperature warms back to above OgC, 
ice cover is melt continuously by heat, ice cover thickness becomes thinner, its intensity bewrnes 
weaker. The critical condition breaking ice cover can be indicated by the following inequality: 

2(.tC hi + f )+2p10hi <(T~ + T&B (23) 
where 7, indicates the stress of rivcr bank , hi indicates ice cover thickness, f indicates the 
vertical stress of ice slush, p1 indicates the rubber coefficient of river bank, Ti indicates the shear 
stress of bank to water body, TE indicates the gravity component of ice cover, B indicates ice 
cover width. 
For practical application, because of limited condition, inequality (23) needs be simplified 
suitably, i.e., substituting ice cover thickness, discharge, positive air temperature for ice cover 
intensity, the stress acting on breaking ice cover, ice cover melt ratio respectively. The simplified 
inequality is written as: Q, 2 10ahiY 1 (CT,++l). Here Q, indicates upstream inflow, hi indicates 
ice cover thickness when air temperature becoming positive. CTH indicates the accumulated 
value of air temperature a f k r  h o m i n g  positive, a indicates the coefficient of broken-up(4 for 
fighting broken-up and 22for verbal broken-up), y is a index(0.95 for the lower Yellow River). 

Ice Research on ice jams in Yellow River was started in the 
beginning of 60s when observing ice jams factors at Liujiaxia reach. Research on ice dams has 
not been developed yet, only some qualitative analysis was in progress. For example, for the 
lower Yellow River, the conditions shaping serious ice dams include: flow discharge on the date 
of freeze-up is less than 400m3/s, the maximum ice storage in ice covered reach is more than 500 
million m3, lhe ratio of discharge at the date of freeze-up to the maximum discharge above the 
cross section shaping ice dams is Iess than 0.03 and ice thickness in freeze-up reach is more thm 
0.2m. 



CONCLUSION 

From above description, we can conclude the follows: 
(I), Research on ice regime in Yellow River has been developed and considerable research 
positive results have been made since 50s. 
(2). Ice damage in Yellow River is often taken place with complicated ice regime, few observed 
data and few ice regime mechanism mastered completely by us. 
(3)Research on ice jams and dams which often lead to ice damage are developed in primary level. 
They are the main objects in further study. 
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PRELIMINARY ANALYSIS OF THE INFLUENCE OF CLIMATE 
CHANGES IN CURRENT DECADE ON WATER AND SEDIMENT 

IN THE UPPER AND MIDDLE YELLOW RM3R 

By Peng Meixiaag, senior Engineer; Qi Shuhui, assistant Engineer; Zhao YlngIL, Engineer. 

Hydrology Bureau of Yellow River Conservancy Commission, Zhengzhou, 450004 

Abstract: Aimed at the abnormal phenomens of that thetw was the minimum average runoff of 50 years since 

the new China is established in the upper and middle Yellow River area from 1986 to 1995 and however the 
sediment into the yellow river was not decreased correspondiigly, the climate background is analyzed and 

emphasized in the paper, and find that there were enormous changes in many climate factors, including 
precipitation, air temperature in the river basin, and relative to them, the subtropical high pressure in western 

Pacific, height field over the Tikt  Plateau and India and Burma trough, typhoon activities, and so on. There had 
been long ENS0 phenomenon and three times of ENSO events in the Pacific tropical region since 1990s, which are 

exceptional over a century. Jt is the abnormal of those factors that lead to the less runoff and much sediment in the 

upper and middle Yellow River. 

INTRODUCTION 

In recent years the on-coming flow. to the YelIow River was reduced by a wide margin, additional due to great 

continuous water diversion, the phenomenon of flow cutoff often occurred in non-flood season. It is statisticed that 
annual average runoff was reduced by 35% than the annud mean, however the sediment into the Yellow River was 

not decreased correspondingly. Aimed at this phenomenon, this paper analyzed and emphasized the influence of 
climate background of climate changes on the sediment and flow in the upper and middle Yellow River beyond 
Sanmenxia area. 

THE MAIN CHARACTERISTICS OF SEDIMENT AND FLOW VARIATION 

It is analyzed that the annual average runoff in current 10 years of the upper and middle Yellow River has main 
characteristics as follows: ( 1 1 Lanzhou station in the upstream and Jinghe, Luohe and Weihe in the midstream 

possessed the minimum value since 1950s, as well as the runoff since 1990s was less to varying degrees than of the 
preceding 40 years. ( 2 1 The degrees of runoff decrease in aH the year and flood season of Jinghe, Luohe and 

Weihe were similar, while the station of Lanzhou, flood season obviously exceeds the annual. If deduct the section 

of decrease in flood season, the general tendency of runoff of Lanzhou station in non-flood season is increasing 
also. It is indicated that the runoff decrease of the upstream is concentrated in flood season. ( 3 ) Although the 

runoff of the reach between Hekou tower and Longrnen ( following called for short Helong reach ) in flood season 

or all the year was not as great as that of 1950s and 1960s. It also possessed increasing progressive tendency, 

especially obvious in flood season compared with 1980s. 



Since 1980s, the sediment into Jinghe, Luohe and Weihe in flood season was more stable, although of the current 6 

years ( i990-1995 1 slightly increaqed compared with 1980s. However the sediment into Helong reach in flood 

season presents the same increasing tendency progressively as the runoff. In current 6 years it was increased by 

1,300 million tons compared with 1980s. If we consider that water and soil conservation could reduce sand 300 

million tons annually, the natural sediment into Welong reach in flood season during the current 6 years would be 

higher than the normals by 37 million tons or more. 

ANALYSIS OF INFLUENCE OF CLIMATE CHANGES 
ON TEIE SEDIMENT AND FLOW 

It is analyzed and indicated that the volume of water and sediment of the uppr  and middle Yellow River mainly 
depen& w the precipitation and time distribution, while the conditions on the influence of the air temperature on 

the volume of sediment and flow is more complex. The tendency of regional climate changes in current years is 

analyzed preliminary as follows, of which the purpose is that provide a comprehensive climate background. 

Influence of precipitation sudden change in the upstream on the runoft Figure 1 presents a yearly developing 
curve of the precipitation ( real line ) and mnoR ( dotted line 1 in flood season of the area beymd Lanzhou 

station. It is found that from Figure 1 the two CUT- 

ves show the identical varying tendency, which - 450 

E indicates that the volume of the runoff in flood E 400 
Y 

season beyond Lanzhou area mainly depends on , 350 
0 

the precipitation in the valley; Round about 1986, '= 
S 300 ,- 

both runoff and precipitation appeared a sudden .S g 250 change, i.e. turned the period between flood tind 
low flow spell into the continuous period only of 200 

low flow. This kind of changes was the first time in 1955 1965 1975 1985 1995 

recent 45 years. Since 1990s Ihe runoff and precip Figure 1. The developing curves oithr precipitation(rem1 line) 

itation are on the small side in the continuous 6 and runoff(dotted line) in flood season beyond Lanzhou area. 

years, especially to the precipitation, the mean va- 

lue of 6 years is less by 14% than normal years, which i s  very rare in history of the area beyond Lanzhou station 

with little variation. The precipitation in 1991 (236rnm) i s  the minimum since I950s, while in 1990 (276mm) it 

took the third place from the end in history. Another obvious characteristics is draught and 'long duration and 

strong intensity. The runoff of the upstream in recent I0 years is rather low by 40% compared with normal years, 

due to the little persistence precipitation io the area beyond Lanzhou station. 

lnfluencc of the precipitation variation in the midstream on the sediment and flow: It is statisticed that the 

average precipitation in flood season in current 10 years of the midstream area beyond Sanmenxia station 

possessed the minimum value (335mm) since 19JOs, which was lower than normals by 5%. However, the 

distribution of precipitation was very unevenly, more in North and less in South was main feature of it, the area 

with rather little precipitation was mainly concentra~ed in the flow-producing area of midstream--Jinghe, Luohe 



and Weihe valley. Especially in the current 6 yzars the average precipitation in flood season is only 326rnrn, of 

which the minimum value (256mm) since 1950s appeared in 1991, the value of 1994 (271mm) which nccupied the 

third place from the end in history was a little larger than of 1991 and 1972 (254mm). This is the main reason that 

the volume of stream flow in the middle Yellow River in cumnt 10 years considerably decreased obviously. 

The area with great precipitation mainly focused in 

Helong reach, especially in midsummer (from July 

to August) possessed the most obvious greater 

precipitation than normal years. The developing 

process between precipitation in midsummer and 

sediment in flood season (oblique line) of Helong 
resch is presented in Figure 2. It is quite obvious 

that this two curves asume synchronous changes 

but of their better relationship of correlation before 

E 250 E - 
zoo g -- 
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0. 
loo -g 
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50 

1974. The proportion coefficient between precipit- 

ation and sediment increased obviously after 1974. Figure 2. Developing chart of  the precipitation in midsummer 

and sedimcn t in flood senson(obIique line) of Helong reach. 

Table 1 lists out the average percents of precipitation per I0 days in midsummer of current 10 years of Helong 

reach. It is  shown that from the figures and tables the precipitation in midsummer of Helong reach in 1986-1995 

appeared the slowly increasing tendency, and assumed much more concentrated precipitation and increased 

intensity. For example, the precipitation during the first ten days o f  August in 1994 reachcd 102tnm that was the 

highest record in history. While the rain in the first ten days of August in 1992 was 84mm which w a  only 

secondary to that of 19M (94rnm) and occupied the third place in history, the sediment corresponding to them. 

Table 1. The statistical tabk on the anomaly percent of precipitation of ten days of 
Helong reach in current 10 years. 



According to the average characteristic value of hard rain and gust in midsummer af each decade of Helong reach, 
it is found that the day-time and cover area of hard rain in current 10 years both increased obviously, especially in 
cunent 6 years, the rainy day-time reached 3.8 times averagely, which is equal with the late 1950s. The day-time of 

gust was not obviously increased but the intensity and cover area wee shown the maximum value of the 

corresponding period m history, that indicates the times of gust in current 10 years was not as many as that of the 

preceding 30 years, but there was an outstanding characteristics---cover area was large. For the reasons above, the 
sediment into the channel of the upper and midstream increased obviously. 

Relationship of air temperature variation and runoff: The decrease of runoff in the upper and middle Yellow 

River was affected by the changes of dry and thermal climate to a mat extent. The precipitatiun and isothcmal 

value in flood season of each decade beyond Sanmenxia area are presented in Table 2. It is found that the high 

temperature and great precipitation in 1950s and 1960s lead to  the warm and wet as principal weather 

characteristics. Cold and dry was taken as main feature in 1970s and 1980s, i.e. the air temperature was low and 

precipitation was little. However, the tendency which air temperature gradually increased and precipitation 

gradually decreased in current ten years appeared acting out of character. The author considers that the climate in 

the upper and middle Yellow River area is developing toward the direction of warm and drought. 

Table 2. The precipitation and sum of air temperature level in flood 
season of each decade in the area beyond Smnmenxia station. 

Notes: Temperature level is cited from the data of northwestern regions 
(6th station) statistic4 by National Meteomlogy Service. Id [eve[ 
is of megathem, 5th level is or microthem. 

ANALYSIS OF CLIMATE BACKGROUND 

From the analysis above, we know lhat in current 10 yews the precipitation and runoff in flood season of the main 

flow-producing area of the upper and middle Ydlcw River, the regions beyond Lanzhou station and linghe. Luahe 
UIJ Weihc vnllcys, both possessed the minimum value in the corresponding historica1 period. The main silt- 

producing area--Helong reach did not reduced on precipitation and sediment in flood season, on the contray 

presenting an increasing tendency. This kind of abnorrna[ phenomenon showed by precipitation and sediment is 

necessary to connect with the large scope of the climate background, the basic situation of the subtrupical high 



pressure in western Pacific, height field over the Tibet Plateau and India md Burma trough, typhoon and sca 

temperature field and so on are analyzed preliminary as folIows. 

Analysis of periodic cllmatt of the subtmpical high pressure: The changes of the location and intensity of the 

subtropical high pressure is an important factor that respct to the occurrence of the precipitation distribution in 
flood season and large scope of drought or cxcessivt mh in China. The yearly change route of the location of ridge 

line of the subtropical high generally is that moving northward firom winter to summer and withdraw southward 

from summer to winter, the latitudes in midsummer is highest. This kind of interannual changes sometimes appears 

abnormally that the northeastern location is not in midsummer but in July or September. That is to say, the 
interannual changes have two types (figure 3) : singlepeak (type of I ) and double-peak (type of 11 ). But in 

general, the interannual changes of the ridge lint 

location of the submpical high is taken the single- 

peak as principal ones, during recent 45 years there 
-30 

has 30 years being the type of sing1eptak which 
constihrted 65%. In fact, the development of this 

hvo types has certain periodicity. Of current 45 ye- 7 25 
k 

ars, the period of 1 95 1- 1979 wok the single-peak as 8 
t3 priority which constituted 76%. Correspondingly, 
. - 

the precipitation in flood season of the upper and C 

20 - 
middle Yellow River was on the great side and so 

did the sediment and flow correspondingly. For exa- 
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mple, the nine of the sandy years which the sedim- 
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ent in flood season of Helong reach was in excess months 
of 1,000 million tons meanly appeared in this period. 

In 1980s the double-peak waschanged as priority Figurc 3. The !wo t y p  of climate changes of the 
that constituted 70% during ten years, correspond- ridge line o f  subtropical high pmsurc. 

ingly the precipitation and the air temperature were 

both on the low side, the sedimcnt decreased obviously in flwd season of the uppw and middle Yellow River; 

Since 1990s the type of single-peak was resumed as main pcriod, thm had 5 years during the recent 6 years being 

the type of single-peak. 

In fact, the intensity and extent of westward extension of the subtropical high also occurred a sudden change in 

current 10 years. It is statisticed that the intensiry and area of the subtropical high were both maximum since I950s, 

there were persistence 3 years of 1993- 1995 broke the historical record and in 1995 created the maximum value in 
history. In the meantime, the ridge point of the subtropical high mtched westward was also io the west 

abnormally. It reaches 7 of longitudes to the west in recent 6 years cornpad with normal years. The area beyond 

Lanzhou station and Jinghe, Luoht and Weihe valleys were almost controlled by the sphere of influence of the 

subtropical high, so the midsummer possessed dry and less rain m main characteristics. However the reach of 
Helong was right in the zone of northwestern front of the subtropical high, which charactmisticed that much 



precipitation and more process of hard rain and gust in midsummer. Naturally the sediment and flow also increased 

correspondingly. 

Analysis of climate oscillation of the height field over the Tibet Plateau and Indian and Burma trough: 

Figure 4 presents the yearly developing curve of geopotential height of the 5OOhPa Tibet Plateau (25-30*n, 80- 

1000~)  and India and Burma trough (15-200x, 80- - 

and middle stream, its correlation possibility rea- Figure 4. Yearly developing curves o f  geopotential height over 

ched 78%; In the end of 1960s this two height li- Plateau(rea1 line) and Indian and Burma trough in flood season. 

elds were changed rather low obviously, corres- 

pondingly the upper and middle Yellow River occurred much more low flow which possibility was 70%. 

10O0s ). We can clearly find from the figure that 6050 
this two height fields have the osciilatim period 2 

CI with around 40 years, which presents the better a 

relationship of positive correlation with the run- 5950 
m 

off in flood season of the upper and middle Yell- - 
ow River before 1981. For instance, the height 5 5850 

0 
field over Plateau was slightly high in 1950s and = 

a t960s, the geopotential height field over India *- 

57Nb and Bunna trough was normal and a IittIe higher. 

Since 1987 this kind of relationship has been changed that the two height fields were both obvious higher than 

normal years, while the moff of the upper and middle Yellow River was obvious less than normal years. It is 

analyzed and found that the sudden changes was also occurred in India and Burma trough in current I0 years, the 

height field was persistently high. There had 5 years (1987, 1988, 1993, 1994, 1995) during the ten years occupied 

the highest value in the corresponding period in history, of which the continuous 3 years of 1993-1995 broke the 

historical record. It is fully indicated that India and Burma trough was very weak unusually. The summer southern 

branch trough was not active corresponding to h e  southwestern monsoon (followed by numerous warm wet air 

flow) that influenced on the upper and middle Yellow River was obvious weaker than nonna) years. In addition, 

the height field over the Tibet Plateau was a little higher than normal years and small high pressures over the 

Plateau moved eastward and combined with the subtropical high, which impels the subtropical high to strengthen 

step by step the extension westward and arisen northward. As a resuit, it i s  necessary to lead to that the area beyond 

Lanzhou station and Jinghe, Luohe and Weihe valleys would be often controlled by the subtropical high pressure, 

the weather is more drought and less rain. 

Analysis of the characteristia of typhoon activities: As well we know, typhoon that stretched northward to 

interland relates to the occurrence of considerable floods in history of the middle Yellow River. Therefore typhoon 

is an important climate factor which influences on the precipitation and silt production of the upper and middle 

Therefore much more flod occurred in the upper 1955 1965 1975 1985 1995 

. E 
a 

Yellow River, especially to the midstream area. However, see h m  the landing location of typhoon in current 10 

years, basically in the regions of Zhuangdong, Zhuangxi and Southern sea which landing location is to the south 
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for a l i nk  blt northern landing location in 1994. Moreaver, there had no typhoon landing directly to north which 

influences the middle and lower YelIow River area. 

Anatysis of sudden changcs in tbe sea temper~ture field: Professor Wang Shaowu of Beijing University points 
out in his paper 'The simulation and forecasting research of ENSO" that m China Be drought or excessive rain 

only of Hetao region in the Yeilow River area was of consistent rate of 65%-70% with ENSO, drought occurred 

when ENS0 appeared. The author also found in the past research that the better relationship lies in between ENSO 

and precipitation in flood season of the upper wd middle Yellow River. Sine 1980s, the obvious sudden change of 
dimate appeared in the sea temperalure field of the tropical Pacific, the interaction of atmosphere and sea leads to 

the rare abnormal phenomena since half or one centmy recently. Its main characteristics presentr: (I)  The events of 

ENSO since 1980s are of western types, i.e. the increase of the sea temperahue firstly occurred in the middle 

equator and eastern Pacific, the center of warm water was spread to the offshore of western Peru kom west to east 

which duration is 14.7 months; However most of the ENSO events in tht preceding 30 years were of eastern types, 

which du&on was only 12 months. (2) In the beginning of 1990a, the persistence long ENSO events occurred in 

the tropical Pacific, which the period of occurrence was shorten considerably and possessed the varying 

characteristics same as annual period. For example, from Febrwy of 1990 to 1995, the phenomena which the sea 

temperature of tropical Pacific was persistence higher appeared a long time of 5 years. The sea level pressure of the 
tropical southern Pacific continued the anomalous type of w a t  high and.east low, the index of southern oscillation 
experienced negative anomaly of 5 years. Likewise, there also had 5 years or more which the convection of the 
middle Pacific area was very active. This kind of anomalous conditions of the atmosphere and sea was not resumed 

ail long although, it was coi~tin~lous~y appeared three times of ENSO events in 1991/1992, 1993, 199411995, which 

this anomalous characteristics is very rare during centuries. (3) The sea temperature of the tropical Indian Ocean 

sustained the type of anomalous cold, compared with the cycle of ENS0 occurred in the past, the sea temperature 

in the equatorial Indian Ocean presents the periodic variation with same phase as of the equatorial Pacific. 

However, since 1990s it a p p r e d  the periodic variation with inversion phase, i.e. when the sea temperature of the 

equatorial Pacific increased abnormally, the equatorial westem Indian Ocean was anomalotls cold . 

REFERENCES 

Guishu Xiong , et al., 1988. Forecasting for Silt-reducing Action of Water Conservancy Project in the 

Upper and Middle Yellow River. Journal of Yellow River (1). 

Jijia Zhang. 199 I .  Development of research on a long-range weather forecast. Meteorological 

Publication of Beijing. 

Peng Meixiang, Qiu Shuhui and Zhao Yingli 

Address: No. 12 East Chengbei Road, Zhengzhou 450004, China 

Tel: 0371-630328 1. 

Fax: 037 1-5958244. 



ANALYSIS OF CHARACTERISTICS OF FLOW AND SEDIMENT 
IN THE YELLOW RIVER 

By Qian Yunping, Engineer, Hydrology Bureau, YRCC, Zheagzhou, China; Dong 
Xuena, Engineer, Hydrology Bureau , YRCC, Zhengzhou, China; Lin Yinping, 

Engineer, Hydrology Bureau , YRCC, Zhengzhou, Cbina 

A&m& The Yellow f i v e r  is the second longest River in China. Its flow and sediment 
changes are becoming more complicated, more flexible due to human activities, 
changeable climate and geographical features. The flow and sediment characteristics may 
be roughly described as less water with more sediment; different sources of flow and 
sediment; unbalanced distribution of ffow and sediment during the yew and great annual 
fluctuation. Since the 1970s especially in the 1990s, some new variations and changes 
have been added to flow and sediment features of the Yellow River. Fast grow& 
economic development, pressing situation of supply a d  demand of water resaurces, 
frequent cut-outs in the lower reaches, serious river course deposits and shrinking. All 
this, we will account for the new variations of flow and sediment of the Yellow River. 

The Yellow River originates from Yueguzhonglie Basin, which is 4500 m above the sea 
level and in the north of Bay d a l a  Mountain. The River covers 9 provinces of Qinghai, 
Sicuan. Gansu, Ninxia, Inner Mongolia, S M .  Shanxi. Henan. Shandong etc. Its total 
Length is 5464 km with an area of 75200 h2. 

The Yellow River is divided into three reaches. The upper, middle and lower reaches. A). 
The upper reaches begin fiam the River's origin to Hekouzhen in Inner Mongolia. This 
river course is 3472 m long, with an area of 428000 km2. The region from hmhou 
upward is  high above the sea level, cold and wet .The major branches have Huangshui 
River and Tao River. Its a n n d  rainfall is 500 to 700m.The region between Lanzhou 
and Hekouzhen is aaid and semi-arid. The annual rainfall is 200 to 300mm,but its 
vaporization is 1 800 to 2OOOmm,with small Mow. This region owns advanced diversion 
works. It has the welt-known Ningxia irrigation Zune and Inner Mongolia irrigation Zone. 
B). The middle reaches cover the area h Hekouzhen to Taohwyu in Henan province. 
The river course is 1206 km, with an area of 344000 kml. Along the two banks of the 
River between Hekouzhen and Langmen, there are a lot of minor branches, flowing into 
the Yellow River in a shape of %ather. The main branches are Hong River, Kuyie River, 
Wuding River and Yanshui River. The loess hills and gullies cover 70 percent area of this 
region The loess layer is very thick, soR and spongy. The terrain condition is bad, with 
sparse regulation cover. h summer, it often starms with great intensity, but short duration, 
Water loss and soil erosion is very serious. Most of the region belongs to the area with 
much and coarse sediment. Most of the area is mwntainous area, with an annual average 
rainfall of 456mm. There have few diversion works in the Yellow River. The area from 
Longmen to Sanrnenlda is 191000 ha, the River length is 244 km, with loess plateau 
terrace along the two banks. The major branches are Jing River, Luo River, Wei Rtver 
and Fen River. Most of the area is loess plateau gullies, with the m u d  rainfall of 539 



mm cover most areas. The region between Sanmenxia and Huayuankou is semi-wet, with 
a total area of 41 600 h2 The River course is 257 km The major branches are Yiluo 
River and Qin River. The annual average rainfall is 649 mm, with tequent storms in 
flood season, whch result in the most flood sources of the Yellow River. C). The Lower 
Reaches begin from Taohuayu downwards. The River course is 786 km The region along 
the lower reaches is wet and semi-wd, with an annual average rainfall of 5 0 0  mm to 700 
m m  The river course is well known "suspended river" with few inflows. The major 
branch is Dawen River. Since the 19503, with the fast development of diversion works, 
the amount of drawing water from The Yellow River is growing very rapidly, in the 
1990s, It has come to 1 lOX 10' m3. 

2.1 Less water, More sediment 

Most regions mvmd by the Yellow River Reaches are arid, semi-arid and poor in water 
resources. According to statistics of 1950 to 1995, the natural runoff at Huayuankou 
Station is 574 X 1 0'rn3.~he surveyed runoff of annual average is 425 X 10' m3. The toM 
sediment discharge of Sanmenxia station, Heishipan station and Wuzhi Station is 13.55 
X 10' tons. The annual average sediment discharge and sediment concentration has made 
the highest record among all the rivers in China. In contrast to the Ymgtze River, the 
Yellow River's water amount is only 1/17 of the Yangtze River's, but its sediment 
discharge is three times higher than that of the Yangtze River. It is quite evident that the 
Yellow River has more sediment, less water. In the 1990s, the Yellow River basin has 
suffered sustained drought periods. The surveyed runoff from 1990 to 1995 is only 287X 
1 0' m3, which is much lower than averaged data. Shortage of water resources is becoming 
more serious. Large quantrty of sediment is transporting by insufficient water. This leads 
to serious sediment accumulation in the lower reaches and terrible shrinking of river 
course. 

2.2. Different sources of h w  and sediment 

The Yellow River's flow distribution and sediment distribution are quite uneven and they 
have different origins. The region from LanZhou upward occupies 29.6% of the total 
River's area. The annual average inflow is 336 X 10' ma, holding up 58.5% of the river's 
totd inflow amount. The region has the main water resources of the Yellow River, but its 
sediment inflow is only 1.19 X 10' tons, taking up 7.2 percent of the River's to total 
sediment inflow. The area between Hekouzhen and Longmen holds up 14.8% of the total 
area of the River basin. Its inflow is 66 X 10' m3 occurring only 12% of the river's inflow, 
but its sediment amount has come to 8.88 X 10' tons, holding up 53.5% of the River's 
totd sediment amount. The region offers the major sediment sowces of the Yellow River. 
The region from Longmen to Sanmenxia holds up 17.9% of the River's total area. Its 
water amount and sediment amount is respective1 y 95,4 X 1 0' m' and 5 24 X 10' tons, 
holding up respectively 16.9% and 316% of the River's total amount. The region is also 
a major sediment origin of the Yellow River The district between Sanmenxia and 



Huayuankou take up 5.5% of the River's total area. Its inflow is 59 X 1 0'm3. sediment 
inflow is quite small, only 0.4X 10' tons. As flow and sediment have their own sources. 
plenty or low of water is inconsistent with much or less of sediment Statistics shows 
there have four kinds of major compose (see table 1). 

Mom water m d  
more d m e n t  

The Yellow River's flow and sediment have different sources. The River's origin and the 
lower reaches have ample water. This refers to the river reach from Lanzhou upwards 
and the area between Sanmenxia to Huayuankou. In the middle reaches, 

Table 1 The Yellow River's runoff-sediment compose in t y p i ~ a l  years 

More water and 
hs sediment 

-* 
Runoff 
(lo8 m3) ) 571 1 644 1 699 

Less water and 
more sediment 

-- 
Year 1972 

contents 
Par 

Longmen area k d  ?ing Ger ,  Luo River and Wei River reaches. So the sediment from 
the Yellow River's benches is experiencing a process of small quantity t~ large quantity 
and large quantity to d l  quantity. The river stretch fiom the River's origin to L&ou 
increases its m u d  average sediment amount gradually from 0.1 kdm3 to 3 kglm3, The 
river reach from Eanzhau ta Hekouzhen is fiom 3 kglm3 to 32 k@in3. From Longmen to 
Sanmenxia the sediment amount at this river stretch is between 30 wm3 to 35 kglm3. At 
Huayuankou station, it diminishes to 29 kdm3 .At the river stretch h m  Huayuankou to 
Linj in station, due to serious d i m e n t  accumulation, sediment amount is brought down 
to 25 kghn'. 

Typical years 

Less water d less 
sedimsnt 

3.1 Yarly changes of flow and sediment 

1954 

Table 2 is a list which offers us average rainfall of the river stretch from HuaYuanKou 
upwards, runoff amount at HuaYuanKou Station and three stations' [SanMenXia station, 
HeiS h i m  station, WuZhi station] sediment discharge in different years. 

there comes large quantity of mud and sand. This refers to area between Hekouzhen to 

Rmoff 
(1 0' m3) 

sediment amount 
(Lo" t) 

t958 1967 

298 

.33 

287 

6.18 

220 

2.88 



r 8 i d  than-mughiy the sune changing pattern. However, the w ~ y s d  nmoff is quite 
different. The higteest nmoff of the Yellow River basin apptsred in the 1960s. The 
natural nmoff at Lijin station came to 674.7X 10' m3. It was M . 3  X 10' m3 at 

Table 2 A List of the rainfall, runoff and sediment in different years 

Htqunkw station. W of water came &om L a d m  upwards. The mtud nmoff at 
LanZhou station was 365 X 10' m3, bldhg up 57 pncent of the inflow st Huayutdou 
station. Tbe Yellow River enjoyed abundant wa&~ rwwce5 in the 1950s and 1980s. 
However, in the 19SQ,wa&r amount begins to shrink, and in recent year$ the basin area 
have suffered sustained years of drought. Between 1990 to 1995, The average 
runoffby practical v a t  Huayuankou station is only287.1X 10' m3, 176.5X 10' m3at 

Etem 

Rainfill (mm) 
Nshdnmoff 
( 1 0 ~ )  
s m  natoff (10' 
ms) 
c w r w i e d d d  
Sedimeat- 
(IO't) 
w- 
rtiacbarse(l0't) 

Lgm st&&, which a ve& big lbwer that rveritge iml. m e  exists a vay big difference 
b e t w ~ t h t c h a n ~ 8 t t d o f ~ d d d t h e ~ t r e n d o f ~ e d r u 1 ~ 1 R  
And this ~fiaasing deviation has a tendency to grow ouad increase since the 1970s. This is 
canaistent with the fast-growing irrigation d d .  The M e d  watef amount &om the 
YeUow Riva is i d  fiom 113 X 10' m3 &the. 1950s to 300X 10' m" in tba 1990s. 
So rapidly grow@ & m u d  of diverted water for irrigation is the main m r r  ~ ~ d t b ~  in 
the diminishing runoff by practical survey. 

Yearly changes of sediment have mch to do with ma& changing pattern. From the 
d avmge sediment discharge of Slurmemia, Heishigum and W m  station in 
Maent paid of b e ,  we've got to know &at the maximum of 17.7X 10' tons in the 
1950% the minimum of 7-,4 X 10' tons is in the 1990 b 1993 pdod. The ameyed annual 
werap stdimem discharge is 26% smaller than the annual average sediment discharge 
and obstructed sediment put to g a k .  Among all the things, 7% was rim in the 1950s. 
In sixties, it waa mhmd by 32%, in sev& the reduction is 17%; in eighties it camc to 
51%. h the early 1990s. it haa brought down to 55%. The saditnent storage in the 1950s 
b c m d  fiom 1 X 10' tons 5 X 10btons. So it is obvious that the surveyed diminishing 
sediment disc- hss mcb to do with the increasing sediment storage. The sediment 
storage mninly refas to the diverted sediment for inithorn, water presetvation projects 
and rwrer~oirs' sediment storage. 

In the light of a b w e d o n  infbrmation, we come to know that the raiddl is major 
suppleme~taty water m m r c e  of runoff of the Yellow River. So natural runoff and 

195D6- 
1929 
450 

S75 

482 

19.7 

17.7 

3 3  A n a d  Dirtr ibdn of ZCow and d i m a t  

The Yellow River's nmoff amount is mainly depending on precipitation, which is 
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6% 
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15.1 
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1970- 
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13.8 

1980- 
1989 
433 

591 

413 

13.3 

8.2 

1990- 
1995 
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474 
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12.8* 
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1950- 
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concentr~ed in flood seasans [from July to Odober]. The m u a l  average value holds up 
60% of the whole year's runoff amount, 

In fifihr and sixties, the moff  amount from My to &tuber occupied 60% of the annul 
total amount afthe whole basin. In seveaties and eighhes, gneat changes took place. First, 
the permtQe of July-Oct . runoff in the who* ycar is reduccd. For instance, in the upper 
reaches, reduce to 53%. Mera~whde the monthly nmoE in non-fl ow3 sewtons wm 
increasing. In the nineties. the percentage of runoff in the whole year in non-flood 
seasom continues to rise. The percentage of Jdy-Oct runoff is making a sharp plunge. In 
the upper reaches, it is d o e d  &om 53% to 3% in eighties. In the middle reaches. It is 
bought down to 43% fiom 5% in the 19808. The lower reaches also see ten point 
p e r v d = - .  

There are two masons accounting for the changes menXioned above. One is reservoirs' 
qdation. T& mesns store wrrttx in flood saws, discharge water in no+flood seasans. 
The dm one is the y ~ l y ~ ~ s t n ~ i o .  w e  of the diverted water for irri@m in m h  
river stretch Rmmin' &orage regukiom make great impad upon the annuaf 
Mbution of runoff wltvcyed by the d o n  on the tnmk river. Before Liujiaxia 
Rwwoir was built @dore 1968). T h  July-Oct mff at W o u  station field up 64.5% 
of the aumal yield. When Liujiotlria r amoh  began to store w e r  in the 1968 to 1986 
period, huhuu  srution's m E  from J d y  to October occup4 52.4% of the yearly yield, 
Afta bgyangxh Rmnvoir was finished in 1986,from 1986 to 1995, the pamtage of 
JuIy-0~#. &off at Lanzhou Won was brought down to 43% of the yearly mop. S i  
the d l i s h a t  of the two m o i r s ,  the pwcantaSe ofrunoff in flood m s  has beta 
cut down by 20 phta p e r m .  

The & diatrihtion of sediment is roughly Ch6 ~ m c  as mff s yearly distribution, 
which is concatrated in flood mwm. Sediment discharge in flood stasom is 8#?? of the 
amrual to total amount, in tbe months which has the most large middl amount. The most 
largc discharge is in July and August. It is also the time when tk Yellow River 

its 40% raiafatl of a whde year. Also in My and *st, m e  trunk streams' 
sediment dischge b f d  up 50% of ths yield, 70% at ~t Borne driver' d m ;  
8 0 0 r 6 t o W ~ a t s o m e ~ t i v e r ' o f h ~ ~ .  

4.1 Rapidly p w h g  wattr demrtnd of fndmtrlea and rgrielrlture b the mJs w n ,  
whica luds to tbt d ~ m a d q  tton. 

Tbe p r o v i m  regions aad people living dons ?he Y a w  River valley mainly depend 
on the Y e l k  f i v e r ' s  watar resoma for tb ir  economic development aad daily life. 
With the fast-growing emno& ddopnmt, the irrigated area by drawin8 water frm 
h e  Yelfcrw River d the 1- Y e w  River is Incr& from I .403 million hmz in the 
19% to 4.38 d l h n  hrn' in the I-. in 6ftim average w8tes con~unqdon for 
agriculture in the r e o n  fiom Huayunkw upwm& is 203 X I@ m5, but io the 1990s, it 
has come to 185.3 X 10' m3, almost 8099 incream. In the 195h, average watm 



consumption for agriculture in the region from Huayuankou downwards is 19 X 10' m3, 
but in eighties and nineties it has reached lOOX 10' m3. Meanwhile, the lower Ydlow 
River suffers frequent cut-outs. At present, the percentage of runoff utilization has come 
to 53%, which is much higher than that of other countries. But it is still insufficient to 
meet the needs of agricuitural and industrial development in the lower Yellow River. This 
problem has been dearly reflected by frequent cutouts in the lower reaches. 

4.2 &Yemoirs' regulation function 

Many water conservancy projects have been built on the Yellow River's trunk streams 
since the 1950s.For exrunpie, Longyangxia, Liujiaxia, Babanxia, Gingtongxia, 
Sanmeaxia rewoirs. These projects and reservoirs have changed the yearly distribution 
of flow and sediment. This also makes the flow process more bdmced and sediment 
more concentrated. Longyangxia, Liujiaxia and Sanmenxia reservoirs perfom great 
regulation function upon the Yellow River's flow and sediment. Longyangxia and 
Liujiaxia reservoir control clear water resources. Sediment sources come mainly from the 
middle Yellow River. The inflow fiom the upper reaches can dilute sediment 
concerxtratiun, The two reservoirs store water in flood seasons, discharging water in non- 
flood seasons. This has changed the mual water distribution and made flowing process 
well distributed. The two reservoirs' storage in the upper reaches, to some extents, has 
increased the sediment concentration of the middle and lower reaches. The practice of 
"store clear water, discharge muddy water" by Sanmenxia Reservoir makes little impact 
upon the annual water regulation. Its main function is to regulate sediment. The sediment 
discharge in non-flood seasons is quite small, but in flood seasons, the discharge is 
bigger. 

4.3 Affect on the reduction of flow and sediment by water and soil conservation 

In the early seventies. h the middle of the Yellow River, people launched a drive to build 
traced fields, open up sand bank arid plots in order to preserve water and soil. In some 
other places, people started to populace the benefits off building dams by water force, 
opening up terraced fields by machines and afforest a wild stretch of land by plane 
seeding. This greatly improved water and soil preservation. The sediment-control dams 
built in this period had played an important part. The comprehensive regulation and 
management improved the ecological environment and the local people's living 
conditions. And they also performed the function upon reduction of water and sediment. 

In the 1980s, in some sediment contributing areas, if storm intensity was not so strong, 
the annual reduction of water is 20X 10' m3 to 30 X 10' m3, sediment reduction is 3 X 10' 
tons to 4 X 10' tons. By p r d c d  survey, the percentage of sediment reduction was about 
40 percent to 50 percent on account of the comprebmsive regulations we adopted. 
However, at present, the comprehensive measures and regulations we've adopted have 
really played key roles in preserving water and reducing sediment, but only on condition 
of mild storm intensity. But if the storm intensity becomes stronger, their functions will 
not be so evident. Even water calamity might take place. and this wouId increase the 
sediment amount of the Yellow Rive. So the Yellow River's sediment is far from being 



reduced steadily and smoothly. We still have a long way to go 

Add it all up, Human activities have made great impact upan the flow and sediment 
variation of the YeUow River. The environment of the Yellow River Basin has been 
greatly changed. H u m  activities are interfering with the nature. The emerging new 
problems and variations that the Yellow River's flow and d e n t  are wnfionting are 
still expectiq further study and investigation. 
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By Xu Jianbma, Engineer, YRCC, Zhengzhou, Cbiea; Li Xuemei, Engineer, YRCC, 
Zbeagzhou, China; Cui Qhg, Enghttr, YRCC, Zhengzhou, Chin% Zhangthcag, 
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a Flowing through the vast Loess Plateau, the YeIlow Rver (Y.R.) is of 
concentrated ~~t w c e s  and with 74% of tutd sediment coming from an area of 
100 thousand krn2 wbere soil and water commation has been wried out in large wale to 
contml soil and water low. According to analysis, sediment to the Yellow River has been 
significantIy reduced in current: 20 yews, and the anmud sediment reduction by water 
cowmation projects in the main aedimnt yield areas in the middle Yellow River is 370 
to 490 rniuion tone. 

The Yellow River flows through the Loess Plateau with area of 430,000 lad in the u p p  
and middle racks, and is filmous in heavy sediment load of mmud a w e  sediment 
d i b g e  of 1.6 billion tons for the bess Pkeau is of dry climate, &equent stom, 
sparse vegetdon, h s e  @es and poor erosiowresistant loess. The distribution of 
sedimerxt yield is m e n  in time and space. There ate 74% of the sedimeut 
w n c e n W y  yielded fiom the won of H e k d n  to Longmen of around 100,000 b2 
area w h m  the tributaries of the Ydow River very often happen flows 
with sediment conterrt of 1,500 to 1,700 kg/m3, which bring &out severe silt in 
Smenx ia  resxmoir and lower r d s .  The distribution of sediment to the YeiZow Rim 
also is varied in h e  with 85% of yearly sedimetlt yield in flood season. There is poor 
water resource in the Yebw River bash of m a 1  total 58 billion m3 of water fbw that 
is mainIy from the region of ti- Ladmu where it is of less sediment, and there is anly 

in fhd smmi. The status ofheavy sdmmt load witb less water resource, 
different s o m a  of water and sediment, and serious i m b d m  of the per- of 
water and sediment make the lower Yeflow River channel heavily niW and becarrte a 
famous "suspended rim", wbich bmgs about difficulty to flood protection. 

According to the properties of the water and sediment of the Yellow River, it is 
mgkd in the paper that key for h e s s i n g  the Yellow River is d r n e r r t  wntrol, and 
the flood disaster can be fitl-y ~ ~ t d  only if the -anent in sevm soil 
and water toss arearp we speeded up, the d i m e  into the Y e h u  River is decreased, aad 
the pmhbilrty of happening hypawmmtraid flows is redud, the sediment content of 
the trihtaries in the middle Yellow River is lawered, the d h m t  and water are adjusted 
in the lower reaches, and sediment -0- capacity is increased. In order to &eve 
the purposes, China central and 1 4  govments  have invested a lot to developing soil 
and water comevation in huge scale, and have made great improvement MI the t a d  
swhm conditions. 



2 Achievements in n e  Y e w  
af Water anU&hmt 

2.1 Soil and Water Conservation Achievements 

There have been 7 hydraulic electricity stations in the stem of the Yellow River with total 
installed capacity of 3,3 10 thousand kw, 15 reservoirs of each with storage of over 100 
million m3 in the stem and tributaries, 130 reservoirs of each with storage of I0 to 100 
million m3, 819 reservoirs of each with storage of 1 to 10 million m', the total reservoir 
storage is 52.3 billion m3 (Longyangxia and Sanmenxia reservoirs are not included), and 
the effective irrigated area in and out the river basin is 4.38 million hn? up to 1995. The 
acculated controlled areas have reached to 14.41 million hmz, in which there are terraced 
land of 3.8 1 million hm2, afforestation of 7.87 million hm2, warping land of 0.38 million 
h2, and grassland of 2.34 million hm2. The status of water and sediment in the Yellow 
River has been changed significantly because of development of water conservancy and 
hydraulic electricity and enlargement of controlled area of soil and wqter loss in the 
middle reaches. 

2.2 Change of Runoff and Sediment Transport Records 

Table 1 shows that the runoff records of stations in the middle Yellow River are changed 
greatly, i.e., the recorded runoff are 24.2 billion m3, 15.8 billion m3, 16.7 billion 

Table 1. StatisticsofannudmmnoffandsedimentinthemiddleYellowRiver 
1950 1960 1970 1980 1990 1986 1950 1970 1950 

Item hver Region t o t o t o t o t o t o t o ~ t o  

yellow ~iiouzhen to 77.1 69.4 53.9 37.1 43.9 42.3 73.3 45.1 57.4 
River Longmen 

Upper Longmen 319.9 335.1 283.9 275.2 218.3 222.3 327.5 265.4 292.4 
Runoff W& UpperHuaxh 85.1 95.8 59.2 79,O 50.6 54.8 90.5 64.8 76.0 
(XI@ Fenhe Upper Hejin 17.5 17.8 10.3 6.6 4.3 5.1 17.7 7.6 12.1 
m3/a) Beho U p p a ~ o u  6.7 8.8 5.9 7.4 7.2 7.2 7.7 6.8 7.2 

Y W  UpperHeuhguan 40.0 35.3 20.5 30.0 13.4 14.6 37.7 22.2 29.1 
w e  Upperxidong 15.7 14.0 8.2 7.3 2.8 3.3 14.8 6.6 10.2 
Yellow Mddlereach~s 242.1241.1158.0167.4I22.2129.3241.7153.1192.0 
hver 

UppaHekod~m 1.53 1.79 1.14 0.98 0.45 0.52 1.66 0.91 1.24 
Yellow Hekouzhen to 10.36 9.53 7.54 3.71 5.18 4.88 9.94 5.53 7.44 

W m e  River Longmen 
Upper Longmen 11.89 11.32 8.68 4.69 5.63 5.40 11.60 6.44 8.68 " W e h  UpprHm-xian 4.29 4.36 3.84 2.76 2.95 2.79 4.32 3.22 3.70 

'Sbg F d c  Upper Hqin e 
0.70 0.34 0.19 0.05 0.02 0.02 0.52 0.10 029 

l3e1ludac Upper Zhuangtw 0.93 1.03 0.89 0.50 0.89 0.72 0.98 0.73 0.84 "'" Y h h e  Upper Hadogvln 0.36 0.18 0.07 0,09 0.005 0.02 0 27 0.06 0.15 
Qmhe Upprxlsodong 0,13 0.07 0.04 0030.003 0.01 0.10 0.03 0.06 
Yellow Middlereaches 16.77 15.51 12.57 7.14 9.05 8,44 16 13 9.67 12.48 



m3, and 12.22 billion m3 respectively in 1950s to 1960s, 1970s, 1980s, and 1 990 to 1995; 
and SO be the sediment discharge, the recarded sediment discharges are 1.613 billion tons, 
1.257 billion tans, 0.7 14 billion tons and 0.905 bitlion tons respectively in 1950s to 19609, 
1970% 1980s, and 1990 to 1995. It can be seen from mentioned above that the inflow and 
sediment in the middle Yellow River has changed a lot. 

3.1 Climate 

Soil erosion in the middle Yellow River is dominated by storm floods, therefore, climate 
factors, precipitation and M l  intensity and their distribution in space and time, and 
their change are directly related to runoff and sediment yield. Tfae aunual average 
precipitation of M c s  in the main sediment emsion area of from Hekouzhen to 
htrgmen is 5 10 mm, 479 mm and 449 mm respectively in before 1969,1970s and 1980s. 
The accumukatiow of daily rainfall: over 10 mm are 360 nun, 326 mm and 317 mm 
respectively in 1950s to 1 960s, 1970s and 1980s. All above demonstrate that there have 
been decrease in precipitation in current 20 years, which is advantageous to the natural 
runoff and sediment yield decrease and bringing the hydraulic and water and soil 
comation projects into a MI play in sediment deduction in the area. According to 
estimation, the mff deduction from climate is 600 to 700 million my in 1970s and 
1980s in the middle Yellow Rivw that accounts f i r  11 to 13 percent of total mff 
reduction, and d i m e a t  deduction is 120 to 240 million toris that is 20 to 40 percent of 
total sediment reduction, thus, runoff and sediment reduction are mainly caused by 
human activities. 

3.2 Runoff and Sediment Reduction from EydraaIic and Water and Soil 
Conserv~tfon Pmjects 

3.2.1 Fouadamentds of Runoff urd Sediment Reduction fmm Hydraulic and Wafer 
and Sod Consetvation Projets 

The hydraulic and water md soil conservation measures in the area are mainly terraced 
land, ffirestation and grassland, warping land, reservoirs, irrigation, and so o n . T m d  
land is leveId land of mere soil and water loss to stress water infiltration, and there w l l  
be no mmff as well as no mil and water loss in normal rainfalls. However, the sediment 
reduction effect is less in large stoms with some damages of taraced land. 

Forest and grassland protect the under soil from splash erosion of raindrops and flow 
erosion from nmoff through dead Laves and Laves of growing p h t s  have also the 
effects of rainfall interception, and the roots can increase infiltration and decrease runoff. 
Experirnmtal research of plots in Suide and Lishi show that the sediment reduction effect 
is evident and stable if there is 78% vegetation cover, but there will be less runoff 
reduction effect without vegetation covering the h d  surface all and without deep dead 
leaves. 



Warping land is formed through silting the warping dams built in gullies for block 
sediment (such as check dams, warping dams and small reservoirs, and so on).Those 
guIly erosion control projects are aimed at storage of water and sediment eroded from 
upper areas. The effects for block wata and sediment will be ended as soon as the storage 
capacity is silted up, and after that, the only benefit come from the protection of colIapse 
in the silt influence area. Rewvoirs store sediment in dead storage or silt storage, the 
principle for sediment rBductim is as same as warping land before silted up. higation 
through drawing water from large rivers can more w la carry some sediment into the 
Iand, thus reduce water and sediment discharge h the rivers. 

322 Evdaatim of tbt EHcct of Runoff and Sediment Reduction from Hydraulic 
and Water and Soil Cunscntmdon Projects 

Calculation of runoff and sedimertt reduction from hydraulic and water and soil 
cmsemtiot) projects B cumnt)y two methods, hydrologid metW snd water 
and soil, comerdon mcthod. The water and mil c o ~ m  mdhad is based on the 
principles of water and sediment reduction by each measwles arad calculated item by item. 
The hydrological m h d  is based mainly on that tbe influence of human being on 
watersheds is reflected in the recorded pmmes  of runoff and sediment. Runoff and 
sediment we characterited by raiafsrll ad Iand &ace d t i o n s .  Tbe hydraulic and 
water mi3 soil coumation projects can improve the land wfh conditions but can not 
charrgc the ~~ in the mrq -fore, rainfall is considued without influence by wster 
and soil conservation measurp#i. On these bas& the basic point of hydrological m & h i  is 
to establish the mthemtiml model w cxphicaI h u h  through the water atmd bent 
reoords Wore artificial water md sod mwmatiog then the rainfail data &er water and 
soil consdm mmures carried a r t  can be subthkd in the above mentioned h m i a  
or maM, aad the compmh&ve bent reduction process can be obtained by 
coqmisoa of the cdcutation with the c o n ~ i n g  mods. Table 2 shows the 
d&ed & a s  of watw and sediment reddon throu* wgta d soil comation 
measures by both hydrological 4 water and sod comerdon me4hods. 

Tbe average mff reduction in the middle Yellow River in 1970s to 1980s is around 4.8 
billion m3, sedim- d o n  is 368 to 492 million torts. B a d  on hydrotogid rnethd, 
the regions of m f f  reductions pmmtagcs of tlae total in the same period are as 
fillowing in proper order: the upper Xianyaq region of Weihe river is 40.3%, Fenhe 
river is 30.9/0, d the r e o n  h m  H e k d n  to Lmpm is 27.8%, in which the 
reductions of Weihe and Ftnhe are mainty from water utilization in irrigation and 
ml&vely less k r n  watw and soil consemtion projects; and the regions of sediment 
redudion-e8oftbe#al a r e a s f o l l o w i n g i n ~ o r d e r :  theregion h 
Hekowhm to Longmen is 61.8%, the upper Xmyang region of Wcihe river is 13.4*r$, 
P& is 10.4%. The region from HRkMlZhen to Longmen i8 the one of overhided with 
coarse sediment in the Yellow River baain, so the mximum sediment reduction is of 
adv-e to tbe river's silt reduction in tbe Ioww reaches. Accordmg to the dculation 
by some specialists, the silt in the lower Yellow River c b l  will be decreased 50 to 70 
miliion tans with 20 to 30 million tons of cume dimeat  of size equal to or larger than 
0.05 mm if h e  is sediment reduction of I00 million tons in tke region fmm Hekouzhen 
to Longmen, but the major project fbr sediment reduction in the region is warping dams 



and reservoirs which is made up of 9Ph of the total. There are 6.9 billion m3 of storage 
for sediment silt in the region, in which 4.45 billion m, mounting for 64%, had been 
silted up till 1989. Thus, it is very difficult to deal with the unlimited sediment only on 
these limited storage. 

Table 2 shows t b t  there is relative less sediment and runoff reduction by climate factor 
in 1970s and 1980s which is only 13% in runoff reduction and 20% in sediment reduction, 
and the most is by human's activities but it will be hard to maintain effective relying on 
the existing dams and reservoirs. Therefore, it is necessary to increase investment, speed 
up further the management in the areas of serious water and mil erosion, and make the 
Yellow River to bring more benefit to mankind. 

Table 2. Effects of water and sediment reduction through water and soil conservation 
measures in the middle Yellow River 

HYQo10gical matbod W a t e r d s d  
ccmsebvation method 

Item River w o n  1970 1980 1990 1970 1970 1980 1970 
to to t o t o t o t o t o  

1979 1989 1993 1989 1979 1989 1989 
Y.R. k h u h e n  to 11.63 14.86 10.07 13.25 11.32 14.49 13.00 - 
jlnshe UP- 0.17 0.34 0.26 0.17 0.37 0.26 
Beiluohe Uppa Liji lhe 0.39 -0.01 0.20 0.39 0 0.20 

( x 1 * m 3 ) W ~ i h  U ~ X i l u p ' a n g  25.19 13.27 19.23 21.36 23.67 22.52 
Fenhe Upper Hejin 13.60 15,90 14.75 13.77 12.20 12.W 

Total 50.98 44.36 47.67 47.21 50.73 48.96 
Y.R Hekowhen to 2,75 3.32 3.73 3.04 1.94 1.83 1,89 

w e n  
Sediment Jlfighe Upper Qingyang 0.36 0.35 0.35 0.36 0.35 0.35 
&+charge Beiluohe Upper hujiahe 0.45 0.28 0.36 0.45 0.28 0.36 

(xlO8t) Weihe Upper Xianyang 0.46 0.86 0.66 O S O  0.60 0.55 
Fenhe Upper Hejin 0.61 0.42 0.51 0.58 0.48 0.53 

Totd 4.63 5.23 4.92 3.83 3.54 3.68 
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THE NECESSITY OF MODELLING NON-UNIFORM SEDIMENT IN AN 1-D MORPHOLOGICAL 
MODEL FOR A GRAVEL BED AND A SAND BED RlVER IN THE NETHERLANDS 

By Don Duizendstra, Project Engineer Morphological Research, Ministry of transport, Public Works and 
Water Management , Institute for Inland Water Management and Waste Water Treatment, Arnhem, 

The Netherlands; 
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Abstract: 
For a p v e l  bed river and a sand bed river with coarse and fine sediment ~ i t h  drfferenl geometric standard 
deviations morphological cotnputations have been made with an unrform and a graded 1-drmensional numerical 
model. For the gravel bed river the river bed dweIopment is calculated for a period of 15 years with both models. 
The con~pulations with the uniform m a 1  show severe erosion along the river reach, while the computed erosion 
with the graded model is less mere .  Along the river reach the differences between the bed levels computed with 
both models vary between 4 . 2  and 3.0 metre. For the sand bed river these differences are much smaller and vary 
between -0.40 and 0.40 metre. The erosion and the sedimentation counputed by the graded model show a more 
gentle behaviour with less extreme values. Further two series of computations are carried out for the gravel bed 
river with varying sediment mixtures. In the first series the sediment mixture is varied from very coarse gravel to 
very coarse sand and in the sacond series the geometric standard deviation of the sehmenl rnixtures is varied 
between 1.0 and 2.73. The results of these co~nputations show a large influence of the grain size and a small 
influence of tlte geometric standard variation on the bd levels cotnputed by the uniform and the graded model. 

INTRODUCTION 

The complexity of computer mdels to simulntc river 
t~~orphology is sttll growing, accounting for more and more m50 U r n  

dexribing parameters and their interactions. The required 
cornpritation time will increase. but Jsa the data to be 
collected to run the mdel and the ahbration tirne of the 
model. To reduce the required effort it has to be decided 
which effects can k neglected. The present paper concerns 
1-D morpl~ological maielling of rivers and the question 
when the effect of graded sedi~rlerlt on the bed level rmn be 
neglected allou~ng the uw of a model for uruform 
sediment. In a number of a s t s  it is quit clear that a pded 
sediment m d e l  should be u d ,  for example in cwe of 
dominant annowing and gram sorling or when erosion will 
expose bd layers of quite different co~nposition. The 
present consideratio~ls are restricted to the less clear cases to 
c i ~ m  the adequate model. 

Co~nputations have b z n  wried out with both ;I model 
based on dorm d r n e n t  lransp01-t and a inodel bad m 
graded sediment transpon. The &lent has been specifid 
by the mnm diameter and tire goometric standard deviation 
of the sedunent ~nixture and Merent values of these 
pmmncters were used. The w~nputations lave k n  applied 
to the river IJssel, king a sand bed river, and. to a reach of 
tl~e river Rlline with a gravel bad. To illustrate the decl  of 
changing the m a n  dmneter and the geo~netric standard 
deviation of the d n l e n t  ~nixture a new mdel hs been 
built. In tlus t d e l  the cross d o 1 1  is urllforrn 
and the kd slope is canstrtnt. For each sedinlent mnix;(ure the cl~nging bed slopes and ChCq values were computed. 



1-DIMENSIONAL MORPHOLOGICAL MODELLlNG 

Since several decadcs a nurllkr of co~npulcr d c ' s  \VCR dcvclo@ at WL.~DELFT HYDRALJL~LICS 10 s i ~ ~ l d a t c  1-D tnodelliog of 
the flow ;uid 111orpholo~ of a network of rivcrs and cIa11trcIs. At the sane time kjkswatem%MUZA developed a d e  
for 1-D flow modell~ag. Siilce one dmdc wrjn~,l+Fr HYDRAInlCS and RIZA closely cwpenlc in genemting the wlrlputer 
code SOBEK i incd to rcplncc Ilic !ndeIs dcvcloped before. 

The SOBEK rnodelllng qste~n  simulates the ~norphology of 
nctwork of rivers and charmets for uniform d m e n t .  The 
~nathernatical m d e l  is hued on the St. Venant flow 
qllilljons arad a continuity equation for the bed level and 
&men! t m s p r t .  A coupling behvecn the bed and flow 
vanation la& to a Qllarmcal sirnulation of h c  ri~er 
~ n o r p t ~ o l o ~ .  In SQBEK-donn the &men! tnixme of 
the W an bc d e h b e d  in the way requrred for Ihe spedc 
h tnen t transport relation. These parameters 
(cli~mcteristic grain sizs) rnay v q  in space but will not 
be rharlged during the sitnulation as at1 &xt  of tllc rndel 
equations. 
Sincc a Tcw ycrm M'~DL;U:I- !LYDL~LZCILICS and RIZA havc 
extended tile SOBEK li~odcl to sirnulate the v'qirlg 
scditncnt co~liposiuo~r of tlte bed. The used t ndc l  
correspor~ds to thc ~n~ulcl  dcscritwl by Ribberink. but luls 
kc11 cstcndd 1r1rh ;I bookkeeping systcin for the 
urlderlayer. I l m  gcidcd scllu~ictlt will tx split 111 a mit~ber 
01- cl;lsscs fif strictly unifonu scxhmer~t. For each class ;1 

s:p,jrate luass blancc is applid md the vertical rllixilig 
t;~kes plaw ni t t i i l l  onc or two acthe t;ll;ers. c;illed tllc 
(rdrisprt <and exchange layer. Tlic \.ertjc;rl ni?;ing wi~lun 
e ;~c l~  layer is immediate and the l;iyer tlicki~css i s  fised or 
rclated to tlie dune hcigbt. In SOBEK-graded tllc 
underlayer conrp~sition can vary h t l l  it] t~orizo~ital and 
vcrtical direction, w e r e  tlm lop side a n  be adaptad by 
s e h m e ~ l b ~ l u l ~  or crosion and - t i e  applid hkkeep ing  
qaern gwnnlres conservai~on of sedi~netit. 111 the present 

x-grid point I , 

coinputatiom the Mqer-Peter and Miiller sedi~ncal 1' 
Imnspri rel;lljon I~as b n  used for the computations mtli =I - 
SOBEK-~rnifonu In SOBEK-graded the sedlmetlt transpod 
pcr fr;~cllon a c:llcul;ded acmrd~ng to the s11t1c fonm~lii Definition sketch l a p r  system 
bl~t tlic C ~ I ~ I C I ~  Sllicld~ pralneter has 
t n ~ o  corrected for tlic luding and esposurc C ~ ~ C C I .  uqtrlg tl~r rsptessloll dcnvcd by Eg~;~ziiroff (1905) il~ld I I I I P T O V ~  by 
Ashlda ;u~d  Micluue ( 1972). 

SAND BED RIVER 

D~scri l~t iun model awa: The rivcr IJsscl 111 t tie Netherlands is a bfiincl~ of the nver Rlulie n11wi11g from rllc bihucation at 
Wcstctvoort to the TJssel lake, n w  letlgttl or I tic rivcr till K;unpen is 106.5 14 km. TIE mdtll of tile river varies betweer1 60 
rllctrc at Westewcart to 1?Y ltictre ;a L111ipc1i and tlie avcrage slope is 0.8 10". Ttlz drsct~vge varies from 124 m3/s to 
1790 m'/s ith a1 a\-cragc of 350 tn3/ss. A imul~bci o f  lalcral d~scl~arges x e  ptrsent. some dredging takes place a ~ i d  the 
u p s t r ~ ~ m  se&i~ ic~~ l  supply is about 60.000 to 1~00 ~ n ~ l ~ e a r .  T11c grair~ size varies fronl : h u t  7 i t m  upstream to 0.55 
11ui1 dorvnsl~;ial rutd the gcotnetrid staiidard dc\i;j~ion froln j . 5  to 1.7 (cscluding sorlie peaks). Tlis uhxns Illat 
3nnoi1nng Iaycrs car1 occur. Thc possible effocts of t h ~ x  I;l!c.rs arc supposal to be rlunor. Tllc nlodcl schcmnli;r,ltior~ is 
kilowi> 10 tY: roiiglt 



Computations; For the cornputatiws with the g m d d  and the tulifonn [nodel the modcls are only ru~tcd on h s i s  of t l~c  
water flow. Tlle mdel  was pri~narily developed for flon sitnulation. Tile hcight of dikes arid 1loodl:~nk is [lot nccll- 
rate in all ~ 2 s e s  This meals that Ihc excll;ui_re 
flow bctlvern the f l d m d s  and the tmin W n ~ n l t  nlikture Llkd 

channel is rlot schernatised amrrately ~vlucl~  t ~ s  
considerable effects on the morpl~ologic,ll 

- . . . . . - - -. . - . - . . . . . . . -. - - - . . - - 
development. Tlie ~norpl~ologicll activities m 

+! 

restrictad to tllc area i d h i n  [lie summer dikes. .? 5 
The characteristic grain 5iz.e used in the & 

-. . - - - - - - . . - - . . . . 
utllfonn model have been derived horn the data 5 
ussd in the graded model, nlucl~ were derived 
from field measurements. The computational 
grid comprises 428 gnd points. In the 
co~npulations (he one-hycr option was used with 
a constant cornpsition of the lladerliiyer i ~ l d  8 
&liirnt fractions were taken into accouult. Tl~e 
thickness of the transport Iayer m s  fixed ntlil sct 
to 0.015 metre. In both mcdcls llle sar~ie ovemll Iktunct a l ~ n ~ :  rivw (loll) 

tuning constant (0 .5)  M ~ S  used for lllc 
cornputation of the d l n c t l (  
transport. The sirnulnliou 1i111c nna froin J a n u a ~  1'" I 9?1 lo Dcce~nber 27"' 199 1 Upstrcn~l~ :I Iilnc-scrics of discllargcs 
and bad levels were imposed a~ld  doi~~istre;ur~ a tiit~e-scrics of watcrlcvcls. 

Results: Tlte differerlces behweo Ihc. mensured and tllc co~npr~tcd k d  Imels are s~tbsl;~)~t~:il but ttlc dtlcrctlccs hetnecn 
the d t s  of the gmded a id  the unifonu ~llodel i e  ntdesr On the hxis of these rcadrs 110 prcfcrct~cc aln bc glicrl 

to zithcr a gmdcd sedirnent or umionu s l d ~ ~ r l c ~ ~ t  
n l d d  for tile IJsseI. Apart fmln h\0 l l i u d i ~ t l ~  htrmpr rirrr hrd Jr\clop~nrnt IJ5scl 

PC,* at h r i  897 mid krtl 910 ttlt: gncld- 
sedirnent itlode1 . w n E  ro yerfortrl equal1 y \:ell or \fIRI'C~nnlkrnl - - -  

slightly better 11l;ln l l ~ e  uuufontl model. In ~p i l e  .5 , ., 
of the Largc diffcrenues iir model concepts and 
computation lime the cUcct of the gradatiotl of 2 
the mix- 011 the tKd level is snlall for the - - 
yregn, -, rile rneKrrces between both 2 - 
r~iodels a n  be firFther redticad bl; incrmsing the 1. - - -- .. - - -. 

~Iuckness of the tmlsport layer. The filer bed ; + - ,w .. 
Icvels were coinputed after a si~nul:~~ior~ p o d  or 3 

; > + * : , - ,-.---.*-.,,..L --,- ?--. ---.---.- --- 
CI -, 20 y m s  a id  avcmgcd over 4 kill. r. e E w - - - + - F - z m CI 

CKAVEI, BED RWER 

Description modci area: The Rl~ inc  river l i a a ~ ~ s t r e i ~ ~ n  of the weif ilcar 1ilc'cxl,cir11 t r l  German) has tbc l j p ~ c ; ~ l  
cl~arilcteristics of a gravc1 bed river with coarse s e d i a ~ c ~ ~ t .  Tllc modelled rivcr reach Iius a Icugt11 of 12.3 kilolllclrc. 
ii ividth varying between 135 ; ~ n d  175 luctre and an average slope of 5 10.' arid stiins 1 kilomctre d o n l ~ s t ~ c : ~ ~ ~ )  of 
ttte weir Tfl'ezheim. The ]nodel scbctnntizatiotl is known to bc ruugl~ 

By 111c weir the sedimeat traruport is interntpled and Ilugc. erosioi~ is espcctcd. Wit11 suczcs 10 Cicrm;~n> 

sediment ~nnnagernen( prograni r c l 5  developed and carried our by which the river was an~Iic~;rIly suppijcd n ill1 
scdir~lcrit and bl; w t~ich thc expected huge erosion dowtistrr:iut of t I IC  wcir was reduced co~niclcrablj~. This ncll 
documcrl~cd case  a as used Tor scvernl comp1It;llrons wit11 the 1 - d ~ o ~ e ~ ~ s i o n a l  r~tunericnl n~orphologjcel r i~odels 
SOBEK-gmdcd artd SOBEK-uniform In 111ese co~l~pti~atiotls two situalinr~s arc scllernntised, n S I ~ U : I ~ I O I I  in which 



sediment was st~ppl~ed and a situation in wiucb no sediment was supplied. In this paper the computations in which 
no sediment was supplied will be described. The cornputcd nver bed development with the graded and the uniform 
111odel will be described and compared with each other. 

Computations: For the computations with the graded and the unifonn model the models are only tuned on basis 
of the water flow. An important goal of these computations is to get a picture of the ddferences between the results 
of the graded and the uniform model for a coarse sediment mixture. The computational gnd comprises 17 grid 
points. An one-layer model was used for the computations with the graded model. At the upstream model boundary 
tbc seditncnt transport was set to zero and at the downstream boundary a Q-h (kscl~arge-water level) relation was 
applied. Tl~e calibration constant in the sediment transport relation in both nldels was set to 1.0. The sediment 
mixture in the graded model is schematised with four classes and in the unfinn rnodel with the charactenstic 
grain size hameters, Dm and Dw. The computations are carried out for a period of 1 S years. For the first period of 
5 years a flow curve was available. This flow curve is used 3 times. 

Schematization of sediment mixture c--dddwm l ~ l d l l m . Z B ~ 1 ~  
by SOBEK-graded 

Class of grain sizcs Percentage 
mnetre 4wo 

0.002 - 0.006 13 - 
0.006 - 0.016 2 1 X 

i m  
0.0 16 - 0.035 42 - 

I 

0.035 - 0.018 24 P 
z 
S - .- 

Schematization of sediment mixture n 

by SOBEK-uniform lrm 

Cluracteris~ic p i n  sizcs (~nctrc) 
Dm 0.0235 0 

0 365 73[) lDSi 1480 1- 

D9n 0.042b aaVr 

Results: The dflerences in the cornputed sediment transport and the corresponding erosion of the river bed by the 
graded and the u~iifonn model are substantial. The computed sediment transport by the uniforn~ model is 50% 
larger than the sediment transport computed by the graded model. After 15 years the erosion downstrea~n of the 
weir is overrated by tlie uniform mcdel with 2.5 metre and reduces in downstreamn direction. The reduced sedirncnt 
transpori and die carrespanding erosion computed by SOBEK-graded are esplained by the formatiom1 of armour 
layers. The computed composition of the transport layer after 15 years has coarsened and indicates that an annour 
layer is  farmed. 

-1.00 ! I I I 1 

337.2 34R4 W3.6 346.8 W.0 
D i m  along riwr (h) 

I S f f m  it1 riwr I d  t k v e l o ~ t  twtwm 
SOBEKClW and WEEK 

Grain size of tramprt layer hy .WHEK-GKA 
0.MO 

0.020 
337.2 540.4 343.6 3488 

Mstarwe along river (km) 

- - .  
I*-. ,> 

w w  

a00 - I 

h 
-. . - - - 

. 
, . _ .  

E =-i -SA- w - 
* 
2 Ino- z 

om- 
2 

- 198L 
- - lr#n 

- - - 1m 

- 

' . * -  -\';-/-. & q. .-... . .. 
1 4  



FROM A GRAVEL BED RIVER TO A SAND BED RIVER 

The differences in the computed bed levels by the graded and the uniform model after 15 years are 
quite large for a grave[ bed river and are quite s~nall for a sand bed river. An explanation for h s  daerent 
behaviour is found in the representation of the sediment mixtures in both models. The sediment mixtures are 
described by the grain sizes and the geometric standard deviation (GSD). To analyse the influence of the grain 
size and the GSD several computations were carried out in which the g m n  size and the GSD were changed. 

Computations: To analyse the influence of  the grain size and the grain size distribution two series of compu- 
tations were carried out with a simplified model based on the W'ezheim model, with a constant width (150 metre1 
and a constant slope. In [he first series computations were carrid out with four selment mixtures with mean 
diameters varying from very coarse grave1 (0.0249 metre) to very coarse sand (0.00078 m e w )  with a constail GSD 
(2.73). For the very coarse gravel mimre  the initial kd slope is 5 lo4 (Lfletheim case) and for the very coarse 
sand mixture the initial bed slope is 0.8 (IJssel case). For the intermediate sediment mixtures the bed slopes are 
linear interpolated with respect to the mean grain size of the mixture. For eacli sediment mixture and 
corresponding k d  slope , the corresponding Chtzy values and water depths werc computed as a function of the 
corresponding Shields value wit11 the rougl~ness predictor of Engelund and Hansen (1967). ?'he Q-11 relation 
(Iffezbeiru case) is adapted and the thickness of the transport layer is kept constant (0.06 metre). In the second 
series the GSD of the sediment mixture is changed from 2.73 till 1.00. A sediment mixture with a GSD value of 
1.00 is an extremely uniform mixture. this mixture only consists of one grain size. In the computations with 
SOBEK-graded four classes of grain sizes were used whlle in die computations wit11 SOBEK-u~lifortn the 
corresponding characteristic grain sizes DgO and Dm are used. 

Grain size distribution sediment mtxtrlres in p metres 

Results: With the graded and the uniform model coinputations were carried out for the gravel sediment mixture 
with a GSD varying from 2.73 till 1.00. The graded inodel shows less erosion (approxiinatel? 4 rnetre at the 
upstream model boundary) and shows differences for tire varying GSD values and a largc difference for rlle 
extreme uniform mixture with GSD= 1.00. The unifor111 model shows rninor diEerences for the varying GSD values 
but a large difference for the extrclne uriifonn mixture with GSD=1.00. The bed levels cornputed by both rilodels 
for the extreme uilifor~n mixture are almost identical. 
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Thc differences in the coinpuled bed levels are caused by the dflerent representations of the co~nposition of the 
sediment mixture. To illustrate the effects of the varying GSD values. the computed bed levels were reduced with 
the computed bed levels for the estre~ne un~fortn tnixture (GSD=I .DO). Tlie differences between these adapted bed 
levels illustrate the ddTere11ces between the graded and the unifonn model. It is sho t~r~  that for the gravel mixture 
there are some differences for varying GSD values To illustrate llle effects of varyi~~g mean grain sizes the 
con~puted bed levels for llre four sed~lnent mixtures were adapted in (he same way. I t  is shown that the influence of 
the Dm is large. The dlfferenccs between tlre co~nputed bed levels by both models almost disappear completely Tor 
the finc mixture of y e w  coarse sand. 
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There is a large difference betwcen the resulls of the graded and the unifonn model for the coarse ~u ix t~ l rc  and ;I 

stuall difference for the fine sedinle~lt mixture. This has to be related to the reduction of the sediment tr;i~lsp~t by 
the fontlati011 of an arrnoured layer. To illustrate this effect the co~npositioii of the tra~isport layer is conlp~~ted 1.01 

bat11 n~istures after a period of fifteen years. For a11 easy cotrlparison the initial and final mcnn grain sizcs or both 
transpod layers are drawn at comparable scales. 
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EVALUATION 

The differences in the computations for the gravel bed and tbe sand bed river with the graded and the uniform 
model as sl~own in the figures are discussed step by step in tliis section. 

Sediment transport: In the transport relation of Meyer-Peler and Miiller tile d m c n t  tra~lsport deperlds on ~ I I C  

Shields value and the critical SIuclds value. The Shields value is adapld by tile ripple factor (GIG)'' and in the case of 
the graded model the critical Shelds value is adapted by the hding and e x p u r e  cotrection after EgiammE, Ashlda and 
MicIiue. llle computed d m e n t  b a m p r t  cIepends on the Merence between t Ire adapted Shelds value and the adapted 
criticdl Shields value. Tl~e Shields values vary for lhe gravel kl river behveeti 0.026 and I .O and for the wid bed river 
&et:t~ 0.28 and 0.9 With a critical SIuelds vdue of 0.047, it is obvious tllat in the GW of the gravel bed river during a 
subwitial part of Ihe cu~aputation time there dl k no trrtnsporl or just a little transporl of the finer hchons d the 
scdiment ~nixture. For the sand bed river at all times there will be mlspon of sediment and all hctions will be included. 

River bed development (gravel kl river): The river bcd development by SOBEK-uniform shows Iittle M e r e n e s  
for a v w n g  GSD bch.een 2.73 and 1.88. f l~ese  little Merenccs are explained by *be fact that in h e  lulifonn model tl~e 
&lent  h-msprt only depends on the Dm and the Dm of the dmnt mixture. The Dm is constant for h e  ~ a y ~ t ~ g  GSD 
values and the Dw values for these ~nixtures slmw only minor Werenas. For the extrernc llrufonn mixture (GSD= 1.00) 
the DM value is reduced wid1 a factor 2, resulting in a far less reduction of the ripple fmor colriputed as (UW1 with 
%= 18 log (12*h/(3+D90)), leadng to a reductio~l of the sediment tmnspo~~, resulting in less erosion a11d a higher tal 
level. Also for tl~cse low Shields \.dues the effect of tlre hiding and c?cposure corrcctiorl is Inore substiultk~l by wiuch the 
trdnsporl of t11e larger p n  sizes is stimulated with respect to tlie smalIer ~ I I  sizes. The colnputed bed levels by 
SOBEK-gmdd show differences for all GSD variations ,and show also a greater variation for tlic ex-heme urlifonn 
rnixture (GSD= 1.00). The course of the bed level variation for the various GSD values is in olle dimtion and is smooth. 
In rile GW of SOBEK-urlifonn dus is not the GW. 

Ddercnms SOBEK-graded and SOREK-umfom: The Merences between the M levels comptilecl by SOBEK- 
gradcd and SOBEK-unifomi for the very coarse gravel mixture vary from 3.0 to 3.6 metre at the upstravn himday  nrld 
rcduce in tlie dournstrean direction. Within tile applied variation mge of tlie GSD value ( I  .X8-2.73). as is found in (111: 

IJssel river, the drfferenccs (0.0-0.6 metre) at the u p m n  bou~~dary of the lnodel we rather s ~ f i - I  The Merences Tor the 
intermehate GSD values witlun his range. For the varying mean gmin sizes of the sediment nuxture fro111 C).ln)078 
till 0.0249 and a constant GSD (2.73) the merenoes W e c o  the cot~~puted W levels are muclr larger. For (lle coarse 
gravel rnivturc at Ille uppstrecun bounhy these Werences an: approiiilnately 3.6 ~nctre. For tl~e very coarse sar~d mixture 
these differenas d re only 0.5 melre. For llle intenndiate mean grain sizes (0.0125 and 0.003 1 metre) the merences are 
npprosi~~tely 3.1 uld 1.7 metre 

Cotnpsition of u;msport layer: For the very coarse gravel ~nixmlrc over approxinntely die full Icnglh of the mdc l  
tlic rransport layer bas coarsened with a factor 2. For tlle very coarse &and mixture the trilosporl Iayer is only by 
a fictor I. I .  The larger coarsening of the m~psporr layer in il~e gravel bed is explained by the low nllg of Shields values. 
At low Shields bnkles part~cl~larly tile mrse fractions dthe  d l t l e n t  ~nixtrire will not be tmnsported and thus corusen 
the reit?ining scdirnent ~nisture. The lidlng and exposure cormion adapts the critical Shields value for wcli fmction. 
For the file fmctions h e  critical Shields vdue wi!I be raised and for the coarse fractions these \due will be lowered thus 
stimulating thc tmnspon of the c m r  fi-actio~ls. It i s  ~ O I I S ,  tlvit in the c;lse of low ranges of Shields values. the effect of 
Urn Ilihng and exposure correction will tx more effeaivc, tlkm in the case of high ranges of the Sluelds value. At vev 
t~igh S1ueldsi::llues tlleefkct of the critical Slucldsvalue is minor and leads t o c q d  ~nobtli&ofall f m d o m .  

CONCLUSlONS 

These compu~ations for the extrerne boundary cond~lion (S=O) show I11.?1 the effect of an cxlrelne variation in the 
GSD of the sediinerlt lnixtlire from 2.73 till 1.00 i s  less substanlial tllan the effect of rcduction of t l ~ c  Dl11 of the 
mixture. For t11c gravel bed river (Dm=11.0249 metre) large diffcreuces in the coalputed bed levcls by ttie graded 
and the uniform laodcl arc shown. For the sar~d bed river (Dal=0.001)78) the resl~lts ofthc graded and the uniforr~i 
n~odcl arc comparable and are not substantially i~~flucnced by variation oi the GSD. 



The differences between the results of the graded and the uniform model are explained by the ranges of the Shields 
values for both rivers. The Shields value in the gravel bed river varies between 0.026 and 1.0, for h e  sand bed 
river these values vary between 0.28 and 0.9. Wi~h a critical Shields value of 0.047 under which value no sediment 
transport will mur, it is obvious, that in the gravel bed river during a substantial part of the computation time 
there will be no transport or only transpon of the finer fractions. These cirm~nstaooes will lead to less erosion and 
to coarsening of tile transport layer. For the sand kl river at all times there will be transport and dl fracrions will 
be included. This will lead to less reduction of the sediment transport and less erosion of the river bed and lo a 
tramport layer that is still coarsened but to a lesser extend. 
These computations were only carried out for the extreme upstream boundary condition S=O. Downstream of weirs 
in rivers the on-going sediment transport will be partjally or completely blwked. For this extreme situation the 
computations have shown the large influence of the mean grain size and the small iniluence of the GSD of the 
sediment mixture. Leading to the conclusion that in case of a coarse sediment mixture the application of a graded 
model is to be preferred above the application of an uniform model. It is dear that these cornputations have to be 
repeated for the Inore coInmon and less extre~ne upstream boundary condition in which the bed level is ~naintaind 
or varied as a function of time. 
Obvious, the appIication of graded morphological tnodels have many advnntages. The transport process of the 
ssdiment is formulated in a more sophisticated way, the actual co~uposilion of the sediment rnixtures is fonnulaled 
in a more proper way and 111e relation between underlayer and transpon layer is roughly prescribed. In the cases of 
dominant armouring and noa-unifonn vertical composition of the wlderlayer, only graded models can be applied. 
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STABLE CHANNEL ANALYSIS OF THE RIO GRANDE M 'l'lJE UPPER 
REACHES OF ELEPHANT BU'ITE RESERVOIR 

By: Casarb C. Klumpp, Hydraulic Engiaseq US. Bureau of Reclnmation, Technkal Sewke Center, S e d h t n t a t h  
and River Hydmdh Group, Denver, Colorado, Dr. Mohammed A. Samad. Hydra& Engineer, U.S. Bureau of 
Reclamation, Tecbnlcal Sewb Center, Sedimentation and River Hydraah Group, Denver, Colorado 

TheMiddle Rio Grande flows through wide valleys of New Mexico camying large quantitia of d h e n t  to Elephant Butte 
Resavoir (Figure I ). The river has ken  g g r a h g  fw the la st I ,000 yew. Although two lsrge dams (Cochiti and Abiquiu 
D m )  limit sediment supply in the basin, tributaries such as the Ria Puaco and other smaller ephemeral wushes deliver 
large quantities of sediment to the lh Grande south of Albuquerque. Much of this sediment has been deposited in the upper 
reaches of Elephant Butte R m o i r .  Coupled with a highly variable hydrologic cycle varying h long wet to long dry 
pi&. *ent m a n a g e  in tbe &Ita ofElepht Butte R m o i r  has prwen to represent a difficult engineering task. 

In the midst of a hugh t  in the 1450's, a convqance channel was constructed from San Acacia to Elephant Butte R e m i r  
to m m  eficiently traqmt wata to the m o i r  (Figure 2). Without the liow Flow Conveyan= Channel, large quantities 
of water would have been last due to xepage, evaporation and evapotranspiration as the river M.ossed the delta. The 
conveyance channel conserved between 50,000 and 60,Wl ac-fl of water per year when the channel was in operation 
( 1 960- 1 980). The conveyance channel was &signed to carry up to 2000 cfs, Lliversions to the conveyance chmel were 
discontinued in 1 980 because of sediment a ~ u 1 e t i o n s .  Since 1 980, the conveyance channel functioned as a drain. A 
levee was built to contain the river channel, and separate it from the convqance channel. However, since 1980 Ihe river 
charmel has agpM more than 10 f? in some locations sucb that it is now at a much higher elevation than the conveyance 
chmcl. 

The State of New Mexico had thad to operate the conveyance channel to meet their water delivery under the RIO Grende 
Compact for many of the years between 1960 and 1 980. mcient delivety of water to Elephant Butte Reswvou i s  vital to 
the United States and Mexico. 

Four basic design alternatives (river and conveyance channel) are under consideration to help meet New Mexico's water 
requirements in the future: two separate channels through the delta to the reservoir, a single channel through the delta, 
continuation of the current maintenance of the river wing the conveyance channel as a drain, and discontinuance of all 
maintenance. A re* analysis was c o n h c t d  for both a cmveyance channel and river channel to gain insight into stable 
chmel characteristics for future design alternatives. 

Equhbnm slopes for Mmt channel widths were determined for slated sediment transport relatimships to see at what 
range of slopes the river or the conveyance channel could be operated. Equilibrium slope and width relationships of the 
conveyance channel also were analyzed with the dominant discharge and different sediment transport equations. 
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Figure 2-Configuration of the conveyance channel and Rio Grande near the 
headwaters of Elephant Butte Reservoir. 

Regime theory has been utilized for more than 100 years kir design of earth channels. During the early period, Kennedy, 
La?, Lindley, and Sirnons mti AJWwn focused on empirid canal k i g n  from the 1 900's through the 1 95U's (Mahrrttmd, 
197 1, Wargaladam. 1 993). During the 1950's and Ihe 1 9601s, a transitional period occurred bmausc of the change from 
canal based r e p e  nnalysis lo a river regime analysis that was also more analytical than empirical in nnturc. This included 
equations developed by Chien. Chitale, Leopold and Mddock, Willia~~is. and Klavsen and Vcrmcer (Wargaladam, 1993). 

From thc 1960's to the 1980's, regime malysis fwuscd on a combinahon of analytical and cmpincal approaches for river 
and anal regme analysis. Julirn (1 988) and Wargaladarn (1 993) dcvelopd four theoretical hydra~~lir: equalions for alluviol 



channels b a d  on diwharge, bent size, ad a Shielk paramzter for sediment mobility. Juljen used four basic equations 
to deriw his miationships based upon continuity, flow resistmw, longitudinal shear stress, and radial shear stress to account 
for natural channel bends. He combined the longitudinal and radial shear stress into one term whlch was expressed as a 
Shield's parameter for s d h m t  mobility. When you solve Jhen's equations iteratively relationships for depth, width, slope 
and velocity are obtained. When the slope is fixed, relationships can be derived for depth, width, slope and shear stress. 

Equations by Kennedy, Lindley, and Lamy, were used to analyze a canal section simiIar to the original conveyance channel. 
Equations developed during the transitional period were also used to evaluate the conveyance channel including equations 
by Chien, Leopold and Maddock, Chitale, and Williams. Jutien's theoretical equations were also used to evaluate a 
trapezoidal channel like the conveyance channel with a discharge of 1500 cfs, a pdicle size D, of 0.2 mm, and a 
concentration of 1730 m a .  Equations developed during the early perid did not consider sediment particle size m 
concentration and were based on relationships between discharge and width, discharge and velocity, discharge and slope, 
discharge and depth or hydraulic radius. The results shown in Table 1 are highly variable, channel widths ranged from 37 to 
I00 ft and slopes from as steep as 0.001 to as flat as 0.00006. 

Table 1.- Conveyance channel Regime Analymb for 1,500 cfs 

Rio Grande conveyance channel 

Discharge  SO 
(mm) 

1,500 0.20 

Kennedy 

- 

Chitale 

Simons and Albertaon 

Sed. conc. 

( rngk ) 

1,730 

Slope 

0.000 146 

Deplh 
(fi) 

10.63 

-- 

Williams 

Fall vel. 
(fw 
0.075 

Hydraulic 
Radius (ft) 

-- 

Lindley regime equation for sand-silt channel8 

6.17 I 109.93 

Kin. viu. 
Ws) 

0 . 0 0 ~  2 

4.64 

Petimeter 
(fi) 

-- 

0.000141 

3.73 

6.64 

6.558-05 109 

-- -- 

Width 
(A> 

37.22 

80.29 

L c e y  

2.21 

Velclcity 
w s )  
3.8 

2.8 -- 

-- 

-- 

-- 

100.22 

5.97 I 103.29 

hopold and Maddock 

95.4 

0.00096 1 8.97 

2.38 0.001001 

-- 38.73 -- 4.32 



Table 2.-Rlo Grande Channel Reglme Analyrl~ tor a DImcbarp d 6 F O  c f ~  

Ria Graadm ChU~hel 

Simona and Albertmn 

Depth 
(fi) 

Lapold and Maddock 

13.6 

The r im channel was a h  d y e d  with applicable regime equations to determine a range of widths, velocities and slopes. 
Estimates for the channel forming flow for the river channel vary behveen 3000 and 9000 cfs. Since the construction of 
C a h t i  ~~ir, the channel bmhg flow was -timated to be 6,000 cfs. dong with a partjcle size D, of 0.22 mm, and 
a sediment wncmtration of approximately 5000 mgl .  Again, results of the analysis shown in Table 2 are highly variable. 

HydrauliER 
adius (ft) 

Klasren and Vcnneer 

Table 3AuUen'a wmltbeoretical equations for the Ria Grande Conveyance channel 

-- 

2.45843 I 

Q D50 Depth Width V e l ~ i t y  
(&) (mm) Slope (A) (A) (fus) 

Paimtter 

a- 

-- 

Width 
(fil 

77.46 

.- 

Velocity 
Ifis) 

5.7 0.000257 

slope 

803.18 6.99484 -- 



Table 4dullen'r alternative semi-theoretical equations 
for tbe Rio Grande Cbannel 

- - 

Q 40 Depth Width Vel . 
(cfs) (mm) Slope (A> (fi) (Ws) 

3.400 0.22 0.0005' 6.13 205.5 1 2.70 

9,000 0.22 0.0M3362 10.21 269.13 3.28 
' slope is fixed 
'slope is computed 

In the regime analysis, Julien's equations prcduced results that most closely matched observed conditions for both the 
conveyance channel and the river channel. These results are shown in Tables 3 and 4. The results for the conveyance 
channel, based on Jlrtten's relationship, indicate a stable channel width of approximately 130 ft. with a velocity of 2.8 ftls, 
a depth of 4 A, and a slope of approximately 0.0008. The valley slope in the delta of Elephant Butte Reservoir is 
approxunateIy 0.0005 which would require a channel on the order of 150 A, with a depth of 4.5 fl md a velocity of 2.3 fUs. 
The Middle Rio b d e  o o n v e y m  channel is not in equilibrium. The heavy sediment loads wntributed by the tributaries 
of the Rio Grm& prevent equilibrium condi lions. These results provide data for future channel designs, but artificial 
sedment removal and sediment exclusion will probablv be necessary if the conveywce channel is going to operate for a 
SO-year design life. 

As shown in Table 4, the results for the river channel bawd on Julien's regime equations indicate a river width of 300 R, 
with a slope of 0.0005, and 8 velocity of 3 fVs and a depth of approximately 7.7 ft. Actual river data in the vicinity of the 
delta for a discharge of 6,000 cfs indicate that widlhs vary from 200 to 800 tt, with velocities of 3 to 6 fUs, and depths of 
2 to 7 ft If an &cia1 channel is designed through the delta, channel widths of approximalely 300 ft . may provide a stable 
channel &sign for a shorter project life requiring sporadic sediment removal. The results of the regime analysis will be 
coupled with sediment transport modeling of the Rio Grande above Elephant Butte Reservoir for guiding channel designs. 
The regime approach developed by Jden provides an initial relationship of chmel widths, depths and velucities for the 
given slope that can be used as a guide in the sediment transport mdeling of different a1tematives for a 50-year prgrxt 
&sign life. 

SLOPE AND WIDTH RELATIONSHIPS BASED ON SEDIMENT TRANSPORT RELATIONSHIPS 

The equilibrium slopes of the conveyance c h m e l  and h e  river channel were determined for selected sediment transport 
equations for comparison with the slopes and widths predicted by the regime equations. The equations selected were: 
Toffaleti, Laursen, and Y ang. The slope was determined by fixing the width and Manning's n for the channel-forming 
dim and varying tbe slope and depth until the sediment transport rate predicted hy the equations matched the upstream 
supply. The pametas used in the analysis w m :  1) a c h a t m i - f i n g  discharge for the conveyance channel was I ,S(M) cfs 
and 6,000 cfs for the river channel, 2)  a bed material size D, of 0.20 rnrn for the conveyance channel and 0.22 rnrn for the 
river channel, and 3) an upstream sediment supply for the conveyance channel of 7,000 tmdday and 83,000 tonslday for 
the river channel. 

R d t s  of the analysis for the conveyance channel and the river channel are summarized in Tables 5 and 6. Thc predicted 
slopes for the conveyance channel ranged between 0.0003 and 0.0008. Ihe predicted slopes for the river chmel rmged 
between 0.00 12 and 0.0022. 



Table 5- Equilibrium Shpe Relationabipr of tbe Conveyance Chnnnel 
far a Sedlment b a d  of 7000 toadday 

Tabk 6-Eql~Ulbrllrm Slope Relathnahlpr of tb+ river cbmanrl 
for a sediment load of 84,000 tondday 

Width (ft) 

30 

Yang Toftaleti Lumen 

0.00060 0.00030 0.00062 

The p d c t e d  supply curves for 41 sediment transport equation were compared to the m e a d  s d  -1oad cdculated by 
hModified Einstein equation. The Lausen and Yang equations followed the same trend as tho supply curve but under- 
predicted the transport rates. The Toffaleti equation tended to greatly ova-predict the sediment transport rates for the 
conveyance channel and slightly over-predict transport rates of the river channel. All of the results except for Toffaleti 
(conveyance channel) show that equilibrium slopes for the conveyance channel and the river channel far varying widths 
ex& the existing valley dope. These mults show that for the existing sediment supply of the Rio Grande basin the river 
or conveyance channel slope would have to exceed the valley slope to transpod the sediment supply. 

Width (ft) 

200 

CONCLUSIONS 

Ymg Toflakti Laursen 

0.0014 0.0022 0.001 3 

1 . The results of the evaluation of slopes predicted for sediment transport rates predicted by the sediment urnport 
equatims show that the equlibrim slope of the Middle Rio Grande exceeds the existing valley slope. The Laursen equation 
and Yang equation provide the best predictive results for modeling sediment transport. 

2 .  The regime equations developed by Julien provide good data for developmen1 of a design for constructing one or two 
channel system through the delta. The Julien equations showed that for a two channel syste,m like the one operated h m  
1960- 1980, an optimal design for the conveyance channel may be approximately 150 ft wide with a depth of 4.5 R and B 

velocity of 2 Ms. The channel dimensions and velocities predict4 by the Julien regime equalions differ greatly from che 
present design of (he conveyance channel. The existing conveyance channel has a bottom width varying frwn 20 to 40 ft, 
2 to 1 side slapes, depths r a n g i n g h  5 to 8 fi and velocities of 5 to 10 Ws. Costs for construction of such a wide channel 
as predicted by Julien's regime equations may be too expensive. 

3. The possiblity of operation of a one channel system through the dells similar to the existing river channel may prove 
the most feasible. Although artificial removal of sediment will be necessary, operation of a one channel system is easier 
h m  an operation and maintenance standpoint. The stable channel dimensions shown from the Julia regime relationship 
for the river channel are similar to actual measured data in the Middle RIO Grande in the headwaters of Elephant Butte 
Remoi r .  
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MODELING OF LONG TERM CHANGES OF UNSTABLE STREAMS 

By Eddy J. Langendoen, Research Assistant Professor, Center for Computational Hydroscience and 
Engineering, Universit3' of Mississippi, University, Mississippi; Ronald L. Bingner, Agricultural Engineer; 
Roger A. Kuhnle, Research Hydraulic Engineer, USDA-ARS National Sedimentation Laboratory, Oxford, 

Mississippi 

Abstract: Computer models may assist engineers in planning grade control structuTes and erosion control practices ro -- 
reduce sediment yield from unstable watersheds. Bed and bank matenals from channels largely contribute to the 
sediment yield. The numerical channeI evolution model BEAMS is capable of predicting the long-term runoff of k~aded 
sediment through channel networks. BEAMS computes channel bed scour and fill, lateral erosion at the bank toe, and 
width adjustment due to mass wasting. Application of BEAMS to Goodwin Creek in g lor them Mississippi from a 
companion study indicates that BEAMS accurately predicts sediment yield. 

INTRODUCTION 

The dynamics and rate of stream channel adjusment to changes in the supply of water, sediment, and size or sediment 
are difficult to establish. Channels are transformed from one quasi-equilibrium state to another. Instream eros~on 
control structures are commonly used to stabilize the channels and reduce sediment yield during this period of 
instability. Such is the case in the Demonstration Erosion Control (DEO watersheds In the Yazoo rlver basin, 
Mississippi. Erosion control structures have a long-term impact, but there are no methods to adequately measure this 
impact on channels. Monitoring programs may take decades to collect sufficient data to determine the effectiveness of 
the remedial structures. Alternatively, numerical model simulations may assist long term evaluations of the structures. 
and may aid in determining the dunensions and location of new erosion control structures. 

Ths paper describes efforts to deveIop a channel evolution model that is capable of pred~cting the response of stream 
networks 10 instream grade control structures and changes in the supply of sediments from upland areas in selected 
watersheds in the Yazoo rim basin. Incised channel networks are extreme1 y dynamic and tend to evolve toward a new 
state of equilihum. Schumm et al. ( 19IJ4), Harvey and Watson (1 9861, and Simon ( 1989) integrated their observations 
and earlier descriptions of the temporal development of unstable, incised channel systems to generate similar conceptual 
models of incised channel evolution. The models suggest that channels initially respond to base leveI lowering by 
deepening as knick points or zones migrate upstream. After bank heights exceed a critical threshold, rapid widening 
ensues. A successful channel evolution model therefore needs to include these processes. 

The sehment transport model BEAMS (Bed and bank Erosion Analysis Model for Streams) has been developed for 
use in long-term (> 10 years) simulations of channel bed and bank pracesses. Combined with the landscape analysis 
model TOPAZ (Garbrecht and Martz, 1995), watershed model SWAT (Arnold et ~ l . ,  1993), and channel flow routing 
model DWAVNET (Langendoen, 19961, BEAMS forms the FRAME (Fluvial Routing Analysis and Modeling 
B~vironment) software. This paper presents the basic premise of BEAMS and results of model validation by simulating 
the morphology of Goodwin Creek Watershed channel network. 

MODEL DESCRIPTION 

BEAMS estimates stream degradation, aggradation, and widening in response to natural and man-induced changes 
within an ungaged watershed. and due to continuous stornl water runoff. BEAMS includes two major submodels: 

1. Sediment transport model performing routing of graded sediment, computing bed scour and fill, and hydraulic 
sorting. The local bed elevation changes are determined from the sedln~ent contllluity equation: 

where =ib is volume of material stored in the bed per unit length, Q ,  is total volumetric sediment dischargu, A 

is flow area, C, is total volumetric sediment concentration, q, is total volumetric la~e~al inflow rate of sediment, 
is porosity af  bed mate~ial, t i s  time, and x is longitudinal distance. The total volurneb~c sediment transport 



rate Q, 1s computed by the sediment transport predictor SEDTRA (Carbrecht er a/., 1995). Equation ( 1) IS solved 
for each ofthe nine size classes represented by SEDTRA. 

2. Bank erosion and stabiliiy nlodel accounting for bank toe erosiot~ and width adjustment due to mass wasting. Basal 
erosion IS computed by the method of Osnian and Thome (1988) for cohesive soils, Mass wasting is  computed by 
performing a slope stability analysis for sterp banks assuming platiar failure planes. 

SedirnentTransport Model: Equation ( I )  is discretized as 
-- 

Subscript j indicates distance, superscript n indicates time, y and B are spatial and temporal weighting factors, At 

is time step, and AT is reach length. The t h d  term on the left-hand side of Equation ( 1 )  was rewritten as AC, = Q, / I !  
in which U is a characteristic flow velocity. The sqnlbol A represents the increment of the respective dependent 

variable from time level n to time level n + 1 . for example U2 = A:,'' - A:, . 

The mixing layer concept introduced by Hirano (197 1) is used to model the response of channel beds to imposed 
changes in the supply of sediments. Material eachariges between the mixing layer and the substrate when the bed 
aggrades or degrades; the substrate being either a disturbed layer of previously deposited material or the undisturbed 
sediment. This is formulated as 

mixing layer : a p k  '%I - A ("rn "b ) + 

at at at , at 

aPk" A, subsurface layer : - = 
at 

where pk is the fractional content of grain-size class k in the mixing layer, A, is the volume of material stored in the 

mixing layer per unit length, A, is the volume of material stored in the disturbed layer per unit length, Pl is the 

fractional content of _erain-size class k in the disturbed layer, and is Pk in case of aggradation and ,O: in case of 

degradation. 

Bank Erosion and Stability Model: The channel width adjusbnent model accounts for the combined effects of lateral 
erosion and mass mstability. It IS based on a slightly modified approach of Osman and Thorne (1988) for cohesive soils. 
This approach determines a critical shear stress and initial rate of soil erosion. Once the shear stress exerted by the flow 
an the bank toe surpasses the critical shear stress, the lateral erosion dxstance can be computed. BEAMS transforms the 
lateral erosion distance because of resbictions on the geometricak representation of cross sections imposed by BEAMS, 
see Figure la. The eroded bank material is added to the lateral sediment discharge. 

The mass stability of the bank is calculated using a static equilibrium anaiysls o f  slab-type failure. A factor of safety. 
FS = Resisting ForcelDriving Force, is computed. Jt is assumed that the bank fails when FS < 1 . Following mass 

failure, debris accumulates at the bank toe in a conceptual storage. The debris is rzrnoved by lateral erosion prior to 
further oversteepening or degradation gme1-ating further mass, failures. 

Cross Section: The channel cross section changes due to scouring or tilling of the bed, lateral erosio~ at the toe of the 
bank, and m s s  wasting. Figures Ib  and I C  show how the cross section is updated in the case when the channel is 
aggrading and degrading, respectively. To preverlt bank material from entering the flow, bank angles are kept constant 
and new bed coordinates are computed from the calculated AAb . If the channel is degrading then bed slope remains 
constant, whereas for aggrading channels the thalweg is filled first. The previous section discussed updating the cross 
section in case of lateral erosion nr the bank toe. Figure 1 a sllows that in case of inclined beds, no bed material will enter 
the flow in case of lateral erosion. case of bank failure, the new bank angle is that of the failure plane angle, and new 
coordinates at the top of the bank are computed. 



Figure 1 Sketch of cross section change due to (eroded material is shaded): a) lateral erosiun at the toe of the bank, the 
originally eroded bank material bas a dark shading, whereas the modified eroded bank material has a light shading; b) 
filling of bed; c) scouring of bed; and d) mass was-, 

Hydraulic Structure: Hydraulic structures affect the movement of sediment trough the network. The upstream invert 
of structures is generally elevated above the channel bed. StructuIes may therefore obstruct the passage of sediment 
through or over hem. BEAMS assumes that sediment bansported in suspension will pass the structure, whereas the 
sediment transported as bed load d l  deposit upstream of the structure if the structure invert is above the bed. Because 
BEAMS employs total load formulations :t uses the following criterion to determine whether a grain-size class is 
transported as suspended or bed load: if u, ;rok < 2 , where u. is shear velocity and iuk is particle fall velocity of size 
class k , the material of size class k belongs to the bed Ioad, otherwise it is part of the suspended load. 

Computational Sequence: BEAMS employs the following computational sequence: 
fl Loop over storm events. 

P Loop over tine steps within a storm event. 
b Add sediment runoff from fields to g, . 

b Compute volume of lateral erosion and add to q, 

Compute sediment transport capacity Q, . 
b Compute volume of sediment to scour from or deposit on the bed AAb. 

b Detemne bed material cornpositions P and P' , 

b Update cross section. 
t End 
b Carry out slope stability analysis. 

t End 

MODEL APPLICATION 

Goodwin --- Creek Tbe channel *work of the 21.3 h' experimental watershed Goodwin Creek in northern Mississippi 



was used to evaluate BEAMS (Figure 2). Fourteen hydraulic structures are present in the channel network ten 
measuring flumes which act as grade control: structures and four culverts. The computational mesh consists of 279 
nodes; confluences and sb-uctures being represented by thee nodes. Geometries of 86 cross sections are available from 
surveys conducted in 1977 by the Corps of Engineers. Bed slopes vary from 0.035 to 7.9 percent. 

FIgure 2 Channel nefwotk of G d w i n  Creek Watershed MS modeled by BEAMS. Culverts and measuring flumes 
are shown. The measuring flume numbers are shown next to the respective flumes, 

Using data from the watershed model SWAT and the unsteady flow model D WAVNET, the evolution of the Goodwin 
Creek channel network was simulated from January 1, 1 978 through December 3 1, 1995 using measured storm event 
rainfall. The simulation includes 1662 storm events. Storm events on Goodwin Creek during this period are defined 
as the continuous rainfall that occurs and separated from other rainfall by more than six hours. The average annual 
rainfall was 1460 mm, with the greatest amount of rainfall occumng during the spmg months of the year. Most of the 
channels are ephemeral, with perennisl flows o c d g  only in the lower reaches of tbe main channel. 

Bed material composition for the channel network was not known at January 1, 1978. Therefore, dam sampled in 1994 
were used (Kuhnle, 1996). Median grain diameter of the bed material ranged from 0.5-7.4 mm over the watershed. 
The bed material in the upper reaches of the watershed is predominantly composed of sand ( D,, = 0.5 mm). In the 
central parts of the watershed, there are many sources of gravel and the size of the bed material coarsens. In the last 
l h e e  kilometers of the main channel, there are no major tributaries and the mehan size of the bed material decreases 
from 7 mtn to 1 mm. S w ~ e s  of sand and gravel to the channels originate from gullying in some of the upland parts 
of the watershed and bank erosion in the charnels. Bank material propefies comprised of friction angle, cohesion, dry 
bulk unit weight, and particle size distribution were obtained from stuhes by Little et a!. (1982) and using Iowa 
Borehole Shear testing pr~cedures (Lohes and Handy, 1968) at selected sites within Goodwin Creek Watershed. 



Results and Discussion: Figure 3 plots prehcted profiles of the thalweg of the last three kilomekts of Godwin Creek 
between flumes 1 and 2. Figure 4 shows simulated changes in cross-sectional area along the same reach. Figures 5a 
through c show the evolutions of cross sections at 1945 m, 1285 m, and 43 5 m upstream of flume 1, respectively. The 
largest variations occur w i t h  the first eight years. After 1986 the channel appears to be in dynamic equilibrium. The 
general trend is: 1) enlarging channel downstream of flume 2; 2) channel fill approximately 1 km upstream of flume 
1 ; and 3) enlarging channeI upstream of flume 1. 

0 500 1000 1500 2000 2500 

Distance Upstream of Flume 1 [rn) 

Figure 3 Evolution of thalweg profile aIong Goodwin Creek between flumes 1 and 2, 

The loss of sediment is mainly caused by degradation. The cross sections do not show much lateral erosion. Some 
widening is observed at 1945 m upstream of flume 1 (Figure Sa), but is mainly caused by the extent of incision. The 
net loss (e.g., Figure 5b) rn fill of sediment in a cross section is due to combined deposition and scouring of tht: bed. 
In general, degradation occurs when a flood wave iti advancing, whereas aggradation occurs when a flood wave is 
subsiding. 

Murphey and Grissinger ( I  985) observed the following channel responses to the installation of the measuring flumes 
in Goodwin Creek: 1) iu general, reaches below flumes degraded; 2) those above flumes either aggraded or showed little 
response; 3) bendways eroded a great deal: but 4) straight reaches did not. The predrcted cross-section changes reflect 
the above observations. Additionally, results obtained using BEAMS by Bingner el al. ( 1998) show the model 
accurately predicB total and fine sedunent yield along with other channel evolution changes throughout Goodwin Creek. 



Dlstance Upstream of Flume 1 1 

Figure 4 Changes in channel cross section area along Goodwin Creek between flmnes 1 and 2. 

CONCLUSIONS 

The sediment transport model BEAMS is able to simulate evolution trends of channels affected by instream structures. 
Simplifying assumptions of equilibrium sediment @ansport, siraight channels, lateral erosion being distributed over the 
entire flow depth, and planar bank failure, among others reduce the model complexity of the integrared processes. 
Because of large longitudinal vm'ations in cross-sectional area, results show that narrow cross sections are susceptibie 
to scour, whereas wide cross sections are susceptible to deposition of sediment. Further, migration of hendways can 
significantly contribute to the sediment yleld.of a watershed. Therefore, efforts are ongoing to implement a non- 
equilibrium sediment transport model to improve the transport of frnes and sand, and to simulate planfom changes. 
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Figure 5 Evolution of channel cross sections: a) 1945 m, b) 1285 rn, and c) 435 m upstream of flume 1 
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INTRODUCTION 

A numerical model, which is capable of simulating scouring and deposition behaviors in a channel network, is 
developed in this study. The model adopts the stream tube concepts of GSTARS and USTARS, and hence is able 
to reflect the lateral variations of the channel cross section. It aIso treats suspended load and bed load separately 
and hence is able to simulate the deposition behaviors of the suspended sediment under a non-equilibrium 
process. The model solves the de Saint Venant equation, and thus can be applied in both steady and unsteady 
flow conditions. An internal boundary condition basing on the sediment transport capacity was proposed to 
diskibute the incoming sediment load into the downstream links. The proposed measure is feasibIe based on 
cases study results. h assessment of this model's performance has been conducted through a comparison to an 
analytical solution. The application of this model to the Tanhsui river system in Taiwan and several hydraulic 
model studies also gave very convincing results. 

TWEORF,TICAL BASIS AND GOVERNING EQUATIONS 

Stream tubes are imaginary tubes bounded by slreamlines. Since the velocity vectors are tangential to the 
streamlines, no connective exchange occurs amss streamlines. In this study, a one-dimensional hydrodynamic 
calculation is performed fmt to determine the hydraulic characteristics of the I 1 1  channel cross-section, and thcn 
the channel is divided into a certain numkr of subsections or stream tubes within a section based on the principle 
of equal conveyance. The mobile-bed computation is then performed in each tube to calculate the channel bed 
evolutions, and hence it is able to reflect the lateral variatiariations of channel cross-sections. The boundaries of the 
stream tubes are recomputed in every time step to reflect the uneven movement of the sediment particles in 
different tubes and lateral variations of the channel geomeby. 

Equations for Hvdmulir rout in^ : The de Saint Venant equations are used in the unsteady flow computation. 
These include a continuity equation and a one-dimensional momentum equation. 

where A = channel cross-sectional area; Q = flow discharge; t = time; x = coordinate in the flow direct ion; q = 

lateral inflowloutflow discharge per unit length; @= momentum correction coefficient; g = gravitational 
1 acceleration; v = water surface elevation; 5, = / ~ l =  fiction slope; K = channel conveyance; n = 
n 

roughness coefficient of Manning's formula and R =  hydraulic radius. 

Eauations for Sediment Routine : The governing equations include a sediment continuity equation, a sediment 
concentration convection-diffusion equation and a bed load equation. The Rouse number w I m, = 5 ,  where W = 

fall velocity, K Karma's constant and &= shear velocity, is used to distinguish between bed load and 

suspended load. The sediment continuity equation is given as : 



where gb = bed load transgori ralc in the stream tube; q,- flow discharge in the stream tube and c,= depth- 

averaged concentration of the suspended sediment of size fraction k in the stream tube. The concentration L; is 

calculated using the convection-diffusion equation shown as : 

ivtiere kl and kl= longitudinal and msverse dispersion coefficients; A, = area across the stream tube; h - flow 

depth; S, = source term of the suspended sedinent of size eaction k , and r and 1 = right and left boundaries of 

the stream tube. According to Van Rijrl (1984) and Holly and Rahuel (1990), the source term S, is the 

combination of deposition and resuspension, and can be expressed as : 

S, = S,, + S, = a - bC, ( 5 )  
where S, and S, are the quantities of sediment resuspension and deposition, respectively. The bed load 
transpon rate Q, can be calculated using the FoIlowing equation : 

Qb = Jir9*& ( 6 )  
where = bed load discharge/unit width, which is calculated using Meyer-Peter and Muller formula. 

Arrnorinf Scheme : Most river beds consist of grains with a broad size hction. Updating the bed composition - 
at every time step is necessary and very crucial to a sediment routing model. Various techniques dealing with bed 
composition variation have been proposed. In this article, the model adopts the conventional sorting and 
armoring techniques which were proposed by Bennet and Nordin (1977). In that model the bed is divided into 
several layers, and bed deposition accounting is accompIishad through the use of two or three armor layers 
depending on whether scouring or deposition occurs at the cross section during the time step. 

COMPUTATIONAL PROCEDURES 

The simulation processes consist of three parts in every time step, i.e., flow computations, stream tube 
computations, and sediment ro~ting. Flow computation is performed first to provide the basis for determining 
tube boundaries. Then, sediment routing is performed for each swam tube to calculate the amount of channel 
bed variations. These procedures are described sequentially in the following sections. 

Hydraulic Routing : Eqs. 1 and 2 are transformed into difference equations using a Preissmann four points fmite 
difference scheme. The difference equations are : 



where # and B are the weighting factors of space and time, respectively, and the subscripts i and i + I 
represent the doivnstream and upstream ends of the simulated reach, respectively. 

Stream Tube Corn~utation : The aIgorithm for stream tube computation used for this model is same as that of 
the GSTARS model developed by Molinas and Yang (1986). Pollowing the initial flow computations a1 each 
computational poiat, stream mbe locations across the channel satisfying equal conveyance requirements can be 
determined. After the number and the location of streem tubes are known, the sediment routing procedure is 
carried out for each tube along the channel at each time step. 

Sediment rout in^ : The difference equation for the sediment continuity equation, i.e., Eq.3, is shorn as : 

where AZ, = variation of the bed elevation for every size hction and f: - wetted parameter. Tie concentration 
C, is obtained by solving the convection-diffusion equation, i.e., Eq.4. The spilt operator approach is used in 

solving this equation. The governing equation is separated into four portions, i.e., advection, longitudinal 
diffusion, transverse diffusion and reaction. They are solved subsequently in one time step. The C, and C.Y, 
values, where CX, = ac, / d x ,  obtained in the previous computation are served as the known values for the next 
computation. The computational techniques are described as the following : (To simplify the expression, e; is 

replaced by C from here on.) 

Advection-step : The advection portion of Eq.4 can be written as : 
d C  dC -+u-= (10) 
f dx 

where U = average velocity. Using the Holly-Preissmann two-point four-order scheme, the difference equation of 
Eq. 10 can be obtained, when the Courant Number, UAt / kt is less than I : 

CG' = Ci = q q  + a,CEI + a&&' +~,cxf,~ (1 1) 

Differentiating Eq. 10 with respect to x , the difference equation thus obtained is : 

6r #(r - 1) 
C ~ = b , C : + b l C : , i + b , C X : + b r ~ ~ r ;  b , =  ; 6, = -4 ; 4 = r1(3r' - 2) ; b, = (r' - 1X3r1 - I )  

Ax 
When Courant Number is greater than 1, Eq. 10 can be written in a different form : 

CE' = C,' = .4CdH + 4CF1 + ,4,cX: + A,CX:+" 

Differentiating Eq.14 with respect to d , and then transforming CT to CX , the difference equation becomes : 



hngitudinal diffusion step : The longitudinal diffusion portion of Eq.4 can be written as 

Using the Tee Scheme finite difference method, Eq. 15 can be discretized as : 

cp*' - c: = ,, [c:.;' - c:" ] - ,, [c:" - C:.,' ] 

Differentiating Eq. 15 with respect to x , and then using the Tee scheme, the difference equation becomes : 
CX?' - m: = g,cx;+;l- (g2 + g3)m,=+' + ~,cx,P_;' (1 7) 

The values of C and CX can be obtained by using Gaussian elimination method to solve the tri-diagonal matrix 
formed by Eqs.16 and 17. 

Transversediffusion step : The transverse-diffusion portion of Eq.4 can be written as : 

Using the same method as shown for the longitudinal diffusion step, Eq. 18 can be discretized as : 

cp;' - gj = r,[c:::[ - c;:']- T*[c::I - c::jl] ( 1  9) 

z1.1 - 21.1-I 

Differentiating Eq. 18 with tespeM to x , and then using the Tee scheme, the difference equation is shown as : 
- r, . CX,!;!,, + (r, + r, + 1)clx:'l- r2wfll = CX: + 41 + g2 (20) 

The values of C and CX can be obtained by using Gaussian elimination method to solve the tri-diagonal matrix 
formed by Eqs. 19 and 20. 

Reaction step : The reaction portion of Eq.4 is shown as : 
BC - = a, - b,C (21) 
dl 

where ap = a A and, bp = bl A . There exists an analytical solution for Eq.2 1 ,  and shown as : 

Differentiating Eq.2 1 with respect to x and the difference expression form for CX:' becomes : 

NETWORK ALGORITHM AND BOUNDARY CONDITIONS 

The definition sketch of the channel network is shown in Fig. 1, where the computational point represents the 



channel cross section, the reach is the path between two computational points, the node is the junction of the river 
tributaries and the link represents the flow path between two nodes. The network algorithms adopted in this 
model is similar to those of CHARIMA(Wol1y et aI., 1990) with modification on sediment trcamant and some 
numerical schemes. It consists of two portions, namely, hydraulic computation and sediment routing, are 
discussed separately as follows. 

Hydraulic Routing : The flow discharge at the nodd point has to satisfy the continuity equation, i.e., the 
summation of the inflow and outflow discharges from all the tributaries at a nodd point must be zero, or there is 
no storage at the nodal point. The node continuity equation is : 

I " 
where L(m)= number of the links at node m,  M= number of the nodes, j =  identity of the links, Q;'= 
discharge at node m during time n + 1 and Q:; = discharge from link j . The network algorithm for the 

hydraulic routing used for this model is same as that of CtEARIMA model developad by Holly et al, It comprises 
three phases for each iteration : namely, link forward sweep, node matrix loading and link backward sweep. For 
detail description of dne solution algorithm, please refer to Holly ct aL(1990). 

: A~asuming the bed elevation at a nodal point is in an equiiibrium condition, ire., there is no 
scouring and sediment deposition at the nodal point md total sediment flux at the nodd point equals to zero. 
Assuming the incoming sediment is fully mixed at the nodal point and then is distributed, accrrrdmg to the 
sediment transport capacity, to the downstream links. Bed load and suspended load are cdculatod using different 
governing equations and hence are also treated separately at the n d  point. They are dibcussd as follows. 

Bed h a d  Transport : Using the bed load equation to calculate the bed load transport =pacity at the first 
section downstream of the nodal point and establish a rating curve describing the relationship between the flow 
discharge and the bed load sediment transport capacity, Q, - ,tc Q% Where = the bed load transport capacity, 
and Ac arid B~ = constants to be calibrated. The outflowing bed load transport rate is distributed according to the 
bed load trrtnsporl capacity obtained horn tbe rating curve. The nodal bed load continuity equation and the 
corresponding distribution principle are listed as follows. 

L-t - 
where, L, [ m) = number of the links incoming toward the node m , L, (m)= number of tho W leaving the node 
m and L,,~ = discharge leaving node m through link k . 

Suspended Load Transport : The suspended load is cnlculated by solving scdhbnt condon-difhion 
equation using the split operator method. There are four porliotm, namely adwction, lon&dInal diffusion, 
transverse diffiion and reaction, involved in the spilt opsrator method and each portion had to be treatad 
differently at the nodal point. 

Advection : The sediment concentration Ck and comespondhg concentration gradient are assumed to be fully 
mixed at the nodal point and then distributed accarding to the weight of the flow discharge. The equations are 
expressed as : 

Longitudinal dz&ion : Assuming net flux of the suspended sediment due to the longitudinal diffusion effect 
equals to zero at a nodal point. The relation is expressed as : 

z k , ~ ,  CX, = o (27) 

Transverse diflwion and reoction : Since the suspended sediment is assumed fully-mixed at the nodal point and 
hence transverse diffusion and reaction treatments are not needed at the nodal point. 



The numericd scheme for suspended load computation has been assessed by comparing it with an analytical 
solution and a set of experimental data (Lee and Yu, 199 1). It indicates that the algorithm performs well and the 
overall agreement is satisfactory. Please refer k~ Lee et al., (1997) for details of the assessments. 

APPLICATION TO TANHSUI RIVER SYSTEM 

The Tanhusi River system passes through Taipei area, and is one of the most important river in Taiwan. It  
consists of three branches, namely, Keelung River, Hsindan Creek and Tahan Creek, and one flood by pass 
channel, is a typical channel network. The location map is shown in Fig2. The study network consists of 5 links, 
6 nodes and 88 cross sections and is in the estuarine m a .  The schematic diagram is shown in Fig.3. There are 
five gage stations, namely, Hsiehchitou (link 1, Sec.31, Twhi bridge (link 2, Sec20), Taipei bridge (link 3, 
Sec. 13), Chongcheng bridge (link 4, Sec. 10) and the entrance weir of tb t flood by pass channel (link 5, Sec. 1 ), in 
the study area. These data, including water stages and channel bed variations, can be used to calibrate and verify 
the model. Field data from 1989, including geometric cross-sectional data and bed material data, are used as the 
initial condition. The test simulation was performed using data between 1989 to 1991. Data from 1989 to 1990 
were used to calibrate the model and data h m  1990 to 199 1 were used for verification. Past experience and field 
observation indicate that there is insignificant sediment transport for flow discharge smaller than loom3 / sec. 
Therefore, only discharges greater than loom' I stc are selected as the input flow conditions. The upstream 
inflow suspended sediment concentrations versus the inflow water discharge rating curves obtained by the 
Taiwan Provincial Water Resoums Department are used for the upstream boundary conditions. At the 
downstream boundary, which is located at Tudigonbi (link. 1, Sec. 1 ), the measured stage hydrographs are used as 
the down stream boundary conditions. Thc measured cross-sectional data in 1990 were used to compare with the 
simulation results as the basis for paramem examination. The stream tube number was set to be 5,  a time interval 
of 1 hour was used in the simulation and the total simulation period is 1489 hours. 

Parameter Examinat ion : For the flow simulation, the energy loss coefficient is the key parameter for the model 
calibration. The measured water stage data fiom five different gage stations were used to calibrak the Manning's 
n value of the model. The agreements are very god.  The difhion coefficients in both longitudinal and lateral 
directions have to be examined for the simulation of suspended load transport. However, due to the lack of 
sufficient field data no calibration was made. The relations k, = 5 . 9 3 ~  h and k, = 0.23~. h suggested by Elder 
(1 959) were used. Same relations were also adopted in the authors' previous study ('Lee, et al., 1997). Agreements 
of the simulated bed elevation are satisfactory. 

Verification : Using the parameters determined in the previous analysis, the model is applied to simulate the 
channel bed evolutions of Tanhsui River System h m  1990 to 1991. The comparisons of the longihldinal bed 
profiles and cross-sectional h d  profiles are shown in Figs.4 and 5 respectively. The overall accuracy is good. 
Five tubes were used in the simulatims. The m v m e  variations of the bed profiles can be reflected by the 
stream tube concept and the accuracy is very satisfactory. 

APPLICATION TO CHXCHI HYDRAULIC MODEL STUDY 

The Chichi common water intake project, which is currently under conshction, is a water supply system in 
central Taiwan. One of the key facilities in this project is the sediment desilting basin. It consists of 12 
subchannels and hence is able to flush sediment separately. Series of hydraulic models studies were conducted by 
Taiwan Provincial Water Resource Department to investigate the sediment flushhg efficiency of this layout, and 
these studies provide a very good data set to verify NETSTARS. The layout of this sedimentation basin is shown 
in Fig.6. It consists of 14 lmks, 4 nodes and 199 cross sections. The particles used in the model studies ranges 
from 0.125 mm to 4.0 rnm and the mean particle size is 1.0 mm. The distance between Sec. 1 and Sec.4 is about 
40 m and an adverse slope, with a slope of 1/50, is consmted to generate a uniform flow condition. The 
elevation varies fiom 0 to 2.5 m and then drops to -1.2 m. The design flow discharge was 44.5 cms and three 
different inflow concentrations, which equals 5000, 3000 and 1000 ppm, respectively, were tested in the 
experiments. The corresponding experimental duration equals to 10, 16 and 36 hours, respectively. The stream 
tube number is set to be 1 in every subchannel and A; is set to be 10 min. in the simulation. The measured water 



surface variations were used as the downstream boundary conditions. The simulated bed profile of sub- 
channel F for concentration equals 5000 ppm is shown in Figs.7. The agreement is acceptable. 

CONCLUSIONS 

A numerical model, which is capable of simulating scouring and deposition behaviors in a channel network under 
an unsteady flow condition, is developed in this study. This model integrates the stream tube concept with a state- 
of-theart sediment routing algorithm which is capable of simulating suspended and bed Ioads separately. An 
internal boundary condition basing on the sediment transport capacity was proposed to distribute the incoming 
sediment load into the downsueam links. The proposed measure is proved to be feasible. The model's 
performance and applicability have been demonstrated through an application to the Tanhsui River system and 
the hydraulic model study of the sediment desiiting basin of the Chichi water supply project. Convincing results 
fiorn the simulations are obtained. 
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Hildebrand Lock & Dam Sedimentation Probiem and Solution 

Walter Leput P.E., Chief, Hydraulics & Hydrology Section, U.S. Army Engineer 
District , Pittsburgh, PA 
Howard Park P.E., Hydraulic Engineer, U.S. Army Waterways Experiment Station, Vicksburg, MS 

Abstract: This paper presents a brief report outlining the results of an U. S. Army Waterways Experiment 
Staaiw (WES) sediment study for the upper approach to Hildebrand Lock and Dam on the Monongahela 
River in West Virginia. Througb the use d physical and numerical modeling, a durable and wst effective 
design was formulated to reduce costly maintenance dredging in this lwk appmach. 

INTRODUCTION 

The Hddebrand L/D is lacated on the left descending bank of the Monongahela River approximately 108 
mdes above Pittsburgh, PA. The project is just downstream of and on the inside of s bend in the river. The 
principal structures at the site include a 84' wide by 600' long I d ,  two weir sections and six 60' wide by 
20' high gales (Sce Figure 1). The lock lift is 21'. Navigation depth for this river is 9'. Maximuni 
navigation flow is 120,000 cfs. When the project was built in 1960, the lock was constructed land-ward of 
the Icft bank, widening the river by almost 50% io the upper approach. This project has experienced 
navigation delays and tenlprary shutdowns due to very fine sediment accumulations in tlie upper 
approach (See Figure 1). nlis area is on the inside of a bend and sheltered from normal vclocity currents, 
TLc dcpsition was determined to be continual and not necessarily a function of high dscharges. Because 
of Ihe deposition in the approach, most tows stay to the center of the river and make very sharp turns into 
and out of the k k  to avoid the sediment, Approximately two to Lhree million dollars were spent even' 
three years to remove this deposition and to assure the proper navigation deprh. 

The Waterways Experiment Station was contracted by Il~e Pittsburgh District to model lest and for~nulate 
a plan to keep sediment suspended past this upper lock approach. The adopted plan would also have to be 
compatible with navigation willin this reach. After a cursory review of the problem and all existing 
pertinent data, W E S  concluded that the most feasible plan would include a submerged dike field in the 
upper approach. Because of the location downstream of a very sharp tend md the uniqueness of the 
depositing sediments, a pl~ysical model in conjunction with a numerical model was necessary to develop a 
plan that would eliminate or reduce sediment depositing in the appmach. 

PROTOTYPE FIELD DATA FOR MODELING 

Modeling for h s  study required good prototype field data. Updated river soundings were added to 
existing mapping. Velocities were measured for a range of river discharges. Sehalent samples were 
obtained by several methods in the upper reach. The sehment was found to be very fine material with a 
high percentage of organic matter. Navigation was docun~ented by video for several months. 

Bnsed on the sediment aoalysis conducted at WES, the crilical shear stress for deposition to be used in this 
study was 0.08 Pascals (n/1n2) and the critid sliear stress for erosion u d  in this study was 0.511 Pascals 
(dm2). The average particle setting vel~ciry was 0.00012 d s e c .  WES concluded that the critical river 
velocity required to move or keep sediment nmving past this approach was 1 fps. A flow of 10,000 cfs was 
determined to IE  he design discharge that could be utilized several times a year to flush sediment from 
rhc approach. 

PHYSICAL MODELlNC 

A fixed bed itlode1 was built to an undistorted linear sale of 1 (model) to 80 (prototype) at WES. The 
model reproduced the lock, dam and 1.7 miles of the river upstream of the project. This =lc allowed for 



accurdte reprductioa of water surface profiles, current magnitudes, cross-currents and eddies lhnt would 
affcct sediment deposition tendcncics and navigation conditions. 

Thc mode1 was calibrated by verifying prototype water surfacc profiles and velocities for a range of 
discharges. The majority of tlie current magnitudes and directions were determined with cylindrical floats 
drafted to the depth of a loaded barge that were tracked with a cornputcr program utilizing overhcxd 
video cameras. Miniature vclocity meters were utilized to obtain all other velociv data. Surface current 
directions were obxrvcd in the model using confetti. A synthetic rnatcrial scaled to tlie prototype was used 
as sediment to determine scdiment deposition patterns. A remote controlled model towboat was uuscd to 
dcrenine the effects af currents on tows entering and leaving the upper lock approach 

For base wi~dtioru a mngc of llows from 5,000 cfs to 120,000 cfs were teslcd and documented. At  he 
uppcr cnd of Ihc approach. the highest velocities were dctermincd to bc at the left bank and centcr o i  the 
cha~lncl then crossing over to the right hnk. The model indicated very low velocities in the approach. Scc 
Figure 2 for base condilion velocities for a flow of 10,000 cfs. The synthetic scdimcnt indicated depositiorl 
paucrns in the approaclr similar to the prototype. Besides sedimentation, no adverse navigation conditions 
were dwumenled except for a slight ouldraft at the entrance to the lock. 

Ancr several trial schcmes, a dike pIan was developed Illat increased the velocities along the lock 
approach rcach. Thc plan consisted of three submergcd dikcs along thc rightbank (See Fig~re  3). These 
dikcs are submerged 12' below thc normal pool. They are 10' wide at the top, l~ave 1: 1.5 side stopes and 
are 180 to 200' long. The approach area was assumed to be cleaned of sediment prior to constn~ction of 
these dikes. 

'The modcl indicated that the dikc plan significan~ly increase velocilies along 111e lcfl bank approach rc;icb. 
Figure 3 shows the vetocitics for a flow of 10,000 c k .  Tllc mdcl  sl~ggcstcd t l ~ n t  Ihc dikcs would incrc;~sc 
the approacIi vclocities to the ~nagnilude tllar wotiId initiate s~welnent and/or koep rile xdirncnt moving 
past the approach. Navigation tests indicated IIO adverse currents or cddies 

NUMERICAL MODELlNG 

The 2-D numerical modcl study was cor~ductcd using TABS-2 111odeli11g system. This system provides 2- 
D solutions to open-channel and sedimenc problcms using finite clement techniques. A 2-D depth- 
averaged hydrodynamic numerical model, RMA-ZV, was usod to generate the flow field. The flow field 
i n s  then used wilh the sediment properties of the river as input to a 2-D sedimcntation model, STUDH. 
I'k other programs in the system perf om^ digitizing, grid generation, data management, graphical 
display. output analysis and model interfacing tasks. The sediment modcl rcquires hydraulic parameters 
from MA-2V,  sedi~nent characteristics, inflow concentrations and sediment diffusion coefficients. The 
wdiment is treated as cot~csive and deposition rates were calculaicd with tlie equations of Krone. 

Finite element grids were developed to si~nulatc ( I I C  Mur~origatkela River for a distance of 1.7 miles. The 
avcxall grid was modified only to accommodate submerged dike plans within the dike field. All other 
areas of thc mcdel grid were identical Tor all testing. Both grids consisted of 2832 elenlelits and 875 1 
ndes.  

The model tcsling included ~ O I J T  slc;-~dl; state hydmdqmamic hun&ry conditions (5,000 cfs - 50 days, 
10,000 cfs - 30 days, 20,000 cfs - 10 days. and 40,000 cf's - 5 &iys). For cach condition, a discharge was 
spccificd at the upst ream bou~iday aild wntcr lcvcl at I hc dowastre;iul hundqry. Within thc study reach, 
Manning's n values ranged from 0.025 in the ~naitl river chmnncl lo 0. I0  ovcr the submergcd dikes in [he 
plan tests. Because of the lirn~tcd prolulqpe velocity d;~ta. tilt ndjustlne~lt p~,wcdurc was bnscd 011 

co1np;viwn to the physical modcl's walcr lcvel and velocily dis~ribution rearlls for discharges of 5.000 
cfs, 10,000 cfs, 20,000 cfs and JO,O(M cfs. Thc prinlav adjust~ncnt parameters required by tlic 
hydrodynamic code as modcI jnpu! were Manning's n values arid lurbulent excllange cwficicnts Tl~esc 
parameters were adjusted within reasonable Iirnits until the velocity distributiol~ in tbe study rcacti agreed 



with observations in the physical m d e l  for each discharge leaed. Flow fields generated by thc numeric:~l 
model appeared reasonable. 

The boundary information rcquird for the sodimentation modeling study ncrc suspended scd~rncnt 
concentrations at the upstrean boundary and bed sediments wirhin the model. Priniary Input paranlctcrs 
required were dispersion coeficients, critical shear stresses for deposition and crosion, critical 
wnixntrations and erosion rate constants. Suspended sediment concentrations used at I t ~ c  upst ream 
boundary were generated from sedlment rating information oblaincd by the P~tlsburgh District. 
Sedimentahon adjustment was restrained by the limited field data for vcrificnt ion. The only avail,tblc: 
field data consisted of the Id d i m e n t  samples in the deposition zone in tllc lock approach c h a t ~ ~ ~ c l .  Tl~c  
prwcdure in sctting up the sediment code was based on the laboratory rneasurenlcnls of dcposlr~on and 
erosion shear stresses for the k d  sediment samples collected on site. Oncc thc observcd sedinicnt 
panmeters were scl in tllc modci. lllc results appeared reasonable for the condi~ro~ts tcstcd. 

The test prooedure selected for the existing condition versus dike plan cvalualion was to step through tllc 
sediment model using the four steady-stale discllarges sequentially. Each tcsl startcd with 50 days of 
5,000 cfs discharge, followed by 30 days of 10,000 cfs discllargc. Lbca 10 days of 20,000 cis discharge, 
and tllcn finally 5 days of 40,000 cfs discllargc. During tcsling it rr.as determined that the  20,000 and 
40,000 cfs steps wcre unnecesmry for plan cvnluniian, since these rarc-event disclurgcs were erosional in 
the approach channel rather than deposiliond and dlc fact that thc approach clianncl was excavated in 
rock and nun-erdible. 

Existing-condition and Dike Plan bed-shear-slress patterns for the 10,000 c is  djschnrges arc given in 
Figures 4 and 5 .  As dernonstratsd by these figures, the with plall conditjoi~ results in sigilificantly 
increased bed shear stresses over the cxisling cond ihn  in the vicinity of ibc lock approacll. 

Accumulated deposition in the vicinity of t l ~ e  lock approach after 50 days of 5,OQo cCs discharge followed 
by 30 days of 10,000 cfs dscllarge demoifitrated that the Dke Plan depositio~l in the vicir~ity 01- [l lc lock 
approach is only a small fractia~l (about 20%) of tlmt observed under the existing condition. Based or1 

these numerical modcI rcsults. it was concluded that the proposed dikes would be eHccti\e to significantly 
reduce deposition of tine material in the lock approach. 

CONCLUSIONS 

Through rile combined use of plqsical and ~~urnerical  nodel ling a cost effective scdi~ncnt Innllagcnlcllt 
plan was dcvcloped for the upper approach to Aildebrand LID. The dike plan was consln~clcd in I 996. 
Although the approach has not bezn dredged clcan, prololypc velocity measurc~ncnts ~ndic:lte that the 
dikes arc allcring the flow patterns ns modeled. Recent approach bed soundings suggcst lllar tllc scdinlcilt 
deposition lias stabilized. 
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GEOMORPHIC ANALYSIS OF THE RIO GIUNDE 
SAN ACACIA TO THE NARROWS OF ELEPHANT BUTIF, RESERVOIR 

Paula W. Makar, Hydraulic Engineer, Bureau of Reclamation, Denver, CO; Robert I. Strand, Consultant, River 
Engineering and Sedimentation, Lakewood, CO; Drew C. Baird, Senior Hydraulic Engineer, Bureau of Reclamation, 

Albuquerqut. NM 

ABSTRACT 

The study was undertden to identify and quantify the historic geomorphic responses of the Rio Grande in the upper 
reaches of Elephant Butte Reservoir and the riverine reach extending to San Acacia, New Mexico. 'Iht river has 
responded to multiple natural and man induced changes in hydrology, channelization, vegetation management, 
impoundment, and sediment management. These parameters have been evaluated to determine their relative impact 
on the present day river system. The resulls of this study wilI be used in predicting the response of the river system to 
changes in he pntameters and to plan water rsource management activities in h e  Rio Grande Basin. 

INTRODUCTION 

The objective of this study was to identify and quantify the historic geornorphic responses of the Middle Rio Grande 
in the reach from Sm Acacia Diversion Dam to the Narrows of Elephant Butte Reservoir (see Figure 1). The Middle 
Ria Grande is defined as the reach from where the river exits White Canyon in northern New Mexico to Elephant 

- 
.cy. w IN* 

--- 

Figure 1. Location map 

Butte Reservoir. This reach of river flows through a [inked series of intermontane basins and canyons or "narrows" 
localed on the Rio Grande Rift. The Rift is the primary source of historic tectonic and possible neotectonic activity 
in the area. To the west, the Colorado Plateau has been marked by volcanic activity with uplift and the surrounding 
highlands to the east Rave also been uplifted. The basins in-belween have been downfaulted and then filled with 
alluvium as the Rift subsided. The Socorro basin, which runs from San Acacia to San Marcial, is about 38 miles 
long and 8 to 12 miles wide. It is bordered by mountains on the west and highlands on the east. The portion of the 
basin incised by river flow is 1 to 3 miles wide. Downstream of San Marcial the valley is much narrower, Icsb: than 
3 miles wide. Here, the river has worked the entire valley floor between the mountains and mesas. The reach from 



San Marcia1 to the Narrows of Elephant Butte is about 22 miles long (USBR, 1977). There are no major tributaries 
in the reach from San Acacia to the Narrows. The ephemeral nature of the upstream tributar~es has strongly 
influenced the reach under study. Stdimen! loads from these tributaries are often in amounts largcr than can be 
moved by normal river discharges and so delta deposits are created. Floods move these sedimeo~ obstructions into 
the Rio Grande and carry them until sediment transport capacity is diminished. So much srcli~rlcnt is moving through 
the system to the main stem that the bed is aggrading. Current average total load concentration in the Rio Gcandt is 
about 8,000 m$, down from past highs of 24,OMI mgA. The natural river bank levees rise with the bed and in some 
cases the river has become perched above the rest of the valley. Sand bars, built particularly on the falling stages of 
the hydrograph, can deflect flow against the banks. Channel aggradation combined with current directed toward the 
banks can cause the river to avulse and jump to a new course in the vallcy. Thc rivcr migration has caused general 

aggradation across the valley. This aggradation has been continuing for over 10,OM) years [Hawley, 1976) with 
periods of channel stability until the next avulsion. This long-term state of disequilibrium has made analysis of the 
Rio Grande problematic and predictions of the future vary difficult. 

RIVER AND CONVEYANCE CHANNEL OPERATION AND MAINTENANCE ACTIVITIES 

The activities nf man have had significant influence on h e  geornorphology of the study reach. Some of these actions 
have occurred within the study reach; others have taken place considerably upstream, but are no less sigaificaut in 
their impact on the river morphology. Water and sediment have been diverted from the river for hundreds of years 
both in Colorado and New Mexico. This irrigation development reached its peak in 1880. For the next 40 years the 
general trend in diversions was downward due to river instability, increased sedimentation and waterlogging of 
irrigated lands (USBR, 1947). These diversions not only reduced the natural water and sediment loads, but 
undoubtediy allered the relative proportions of each in the streamflow. 

In 1915 a rescn.ou has famed by the closure of Elephant Butte Dam. With extended drought conditions by about 
1951, there was no longer a defined channel through the delta of the reservoir. The delta area was covered with 
non-native tamarisk trees. Average annual water loss between the San Marcia! gauge and the pool of Elephant Butte 
was about 140,000 ac-ft per year (USBR, 1953). In response to this scvcre water loss, the tlS Rureau of 
Reclamation construc(8d a channel from San Acacia through the delta dmnstream about 25 miles into the reservoir. 
The river was altered to be, in effect, a canal (Low Flow Conveyance Channel) and a flood overflow channel 
(Floodway). The Conveyance Channel was designed to carry dl river flows up to 2,000 ft3/s with the remainder 
traversing the Floodway. This mode of operation was generally followed until 1979 when the reservoir rose 
significantly tor the first time since the 1940s. The Floodw~y was confined to the eastern edge of the vallcy from 
San Acacia to the Narrows by the spoil levee created by excavating the Conveyance Channel. Continued 
aggradation and levee raising has resulted in a Floodway channel perched up to 10 feet or ~nore higher than the rest 
of the valley for several miles upstream from the reservoir pool as shown m fi'lgure 2. 

Figure 2. Historic Cross Sections - Rservoir Sedimentation Rangeline 12 

During the priod of channelization in the study reach, the Rio Grande was undergoing a stabilization program 



upstream as well. The channel was confined to a managed width with the aid of steel (Kellner) jacks and the 
development of pilot channels. The area between the jack lines was kept clear of obstruction by vegetation 
management until recently, This skbiIization program improves Ihe efficiency of transporting water and sediment 
throughout the Middle Rio Grande reach of the river. Subsequent dams on the Jemez River. Gdisteo Arroyo, and 
the Rio Grande mainstream (Cochiti) have further altered the sediment loads and river discharge patterns. 

HISTORICAL OPERATION OF ELEPHANT RUTTE RESERVOIR 

Elephant Butte Dam is part of the multipurpose Rio Grande Project that controls tloods, generates power, and stores 
and delivers irrigation water. The reservoir filled once in  1942, again at the end of 1985, and remained fulI through 
L988, and then filled again in 1992. 

Figure 3 shows that the river bed elevation at San Marcial gauge had been rising continuously from 1895 to 1937. 
The water surface of 200 ft3/s is assumed to be similar to the average bed elevation. Between 1895 and 1915, the 
river bed rose about 4 feet. This clearly shows that the river bed above Elephant Butte Reservoir was rising steadiIy 
prior to the construction of the dam. The bed rose very slowly until the early 1920s. High flows occurred in the mid 
1920s and the river bed elevation increased rapidly as the reservoir was filling. The bed continued to rise at a slower 
rate fio~n the late 1920s until the mid 1930s. The trough in  bed elevation on Figure 3 from 1937 to 1942 i s  largely 
attributed to the major flooding and avulsions in 1937and 194 1. The high water from snow melt and rain continued 
for months. After 1942, the bed rosz at a very rapid rate until it reached the elevation that the trend line from 1928 
to 1936 would have predicted and contrnued along that trend Iine until the late 1940s. Ttie bed elevation was 
relatively stable until 1958 and then declined from 1958 to 1967 about 3 fezt. This degradation at San Marcial 
gauge from 1958 to 1967 is ascribed to the reestablishment of the river channel though the delta of Elephant Butte 
Reservoir. The gauge elevation stayed about constant from 1967 to 1978. However. in 1979 the reservoir began to 
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Figure 3. Comparison of San Marcial Gauge and Elephant Butte Water Surface Elevations 

rise, filling in 1985, and remaining csstntiaIly full unti I 1989. During ~hls  pericd the river bed rose 10 ft. This can 
be largely attributed to the rise in water surface in the reservoir due to the abundant water supply. The river bed has 
risen about 24 ft  over 94 years between 11395 and 1989, or a long term average of 0.23 fvyr. Vanoni (1975) 
presents data which shows that In the period 1895-1954 the natural rate of aggradariun not attributed to the Reservoir 
was 0.27 ft/yr or 15.9 €t. It was further determined that the rate attributed to the reservoir was only an additional 2.5 
ft, for a total aggradation o f  18.4 ft. 1n other words, over this period 86 percent of the aggradation is attributed to 
the natural aggradation rate and only 14 percent is attributed to the reservoir. Without the e~tensive Conveyance 
Channel and river channel construction and maintenance the river bed would likely have continued to aggrade at the 
natural rate of 0.27 fdyr or at a reduced rate due to decreased sediment supply froin the upstream channel. 



E'I'ALUATION OF MEASURED CHANGES OF AGGRADATION AND DEGRADATION 

The distribution of deposited sediment is sb.ongly dependent upon the operating reservoir surface elevation and co a 
lesser extent on particlc size. Sediment deposition is heavily influenced by the channel construction and 
maintenance betwen San Marcial and the Nmows from 195 1 to 1980. This channel resulted in degradation at the 
San Marcial gauge as noted earlier, and sediment in the main channel was remobilized and transported further into 
the reservoir during the low reservoir perids from the IY50k through the mid-1970's. In addition, the increased 
sediment transport by the Conveyance Channel decreased sediment deposition in the 22 miles of river from San 
Marcial to the Narrows, and thereby transferred sediment d e p i t i o n  downstream. 

Piver Survevs: Numerous estimates of the passible amount of change have h e n  made from various sedimentation 
surveys. Studies have been completed to determine the quantities of sediment wcumulatcd in or rcmovcd from the 
Middle Ria Grande Valley over a period of 56 years (1936 - 1992). Figure 4 presents the aggradation €rom San 
Acacia to San Maruial over time. Two rcaches are compared, upstream of tk Bosque Del Apache National Wildlife 
Refuge (Refuge) and downstream including the Refuge. Significant differences in aggradalion rates are evident over 
both time and space. The downstream reach shows much greater rates before 1962. A sharp decrease i n  the rate of 
deposition in the lower reach occurs after 1962 when Conveyance Channel construction was essentially complctc. 
At that point the difference in rates of the upstream and downstream reaches hecorns quite small. The to id volume 
calculated for the y e m  1972 - 1992 was just over 11,000 AF. This compares to 16,OM) AF calculated from the 
difference in total load transport at San Acacia and San Marcid for those years. 
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Figure 4. Curnuiative AggradationlDegradalion by Reach 

Reservoir suneys: The proposed reservoir pool was surveyed in 1907 and 1908, and silt survey lines establjahed. 
In 19 15 arid 19 16 additional lines were added in t he  San Marcia1 area referred to in the river surveys. Additional 
lines have been added over the years for a total of 92 Iines. Surveys were carried out in 1920 and 1925, but 
apparently the results %ere not published. The SCS resurveyed the silt lines in 1935 and USBR published the 
results. Resurveys by USBR in 1949, 1957, 1969, 1980, and 1988 (USBR, 1988) havc been published. D a ~ a  lor all 
sill lines are not available until 1980. but profiles and capacities are available for tach year. The original storage 
capacity was 2,634,800 ac-ft. This h a  been reduced by sediment deposition to 2,065,010 ac-ft as of the 1988 
reservoir resurvey. The original reservoir pool was 42 miles long. Sediment deposition in the upper reaches has 
redr~ced the reservoir pool length to about 32 miles. 

WATER AND SEDLMENT BUDGET FOR THE STUDY REACH 

At the present time, river discharge and suspended sediment loads are measured at two locations within the study 
re~ch, San Acacia and San Marcia!. At each site, one gauging station measures discharge and suspended sediment in 
the Conveyance Channel and the other measures river ur Floodway fluws. Thc Conveyance Channel discharge 
records at both locations begin in 195s and continue through the present, with some periods of unreported dab. The 



Floodway records begin in 1964 and are continuous to the present. As a single channel, San Acacia has data from 
1936 to I964 while at San Marcial the record runs from 1895 to 1964, with gaps in the very early data. The 
suspended sediment records are of significantly shorter period than the water discharge records. At San Acacia, the 
sediment record spans the period July 1946 to present (except for July 1956 through December 1958) and, at San 
Marcial, the record is from January 1925 to the present. These records have been compiled into tables and graphs 
representing the monthly, annual, and cumulative totals of streamflow md suspended sediment at both sites for the 
entire per id  of record (Strand, 1997). 

t Budget; The concurrent period of daily sediment records at San Acacia and San Marcia1 is from 1959 to 
the present. During this period several hundred specid measurements were made which included sufficient hydraulic 
and scdiment data required to compute total sediment loads with the Modified Einstein Procedure (USBR, 1955). 
From these computations a relationship was developed between measured suspended sediment and computed total 
sediment for the Conveyance Channel and Floodway at both sites, These relationships indicate that the unmeasured 
sediment load averages 30 - 35 percent of the measured ~usptndcd sediment load, 

The vansport of wattr and sediment in the Conveyance Channel has not always bton continuous from San Acacia to 
San Marcial. For the period September 1974 to February 1975, the Convtyancc Channel was breached at Tiffany 
Junction and water was diverted into the floodway upstream of the San Marcia1 gauge. This condition was msdc 
permanent in Dccembcr 1975. In 1979 the levee at Tiffany Junction was overtopped and the Conveyance Channel 
filled with sedhnt. The Conveyance Channtl was restored and put back into operation for the period November 
1983 to February 1985. Since that time, no diversion, have been made to the Conveyance Channd due to high 
reservoir levels. For all other perioda since September 1974, the Conveyance Channel at San Marcial has acted as a 
drain and the dischuge and sediment records at that station reflect drainage flows only. Figure 5 contains plots of 
the accumulated discharge and total sediment load at both gauging etations. 

Load I t  

Figure 5. Total Load and Discharge Maw Curvm 

Figure 6 is a plot of the difference in total sediment load passing each gauging station 1959 to present, that is, San 
Acacia load minus San Marcia1 load, As would be expected, the load at Sm Marcial is generally less due to the 
ongoing aggradation in that portion of the study reach. Surprisingly, the 1991 to 1995 period show a rapid reversal 
in that trend. This phenomenon is being investigated. 



Figure 6. Comparison of Dkcharge and Difference in Total Load Trsnsport 

EVALUATION OF HlSTORTCAL AERIAL PHOTOGRAPHIC SET3 AND SURVEY DATA 

The recognition of serious sedimentation issues in the Middle ho Grande VaIley early or1 has lead to a wealth of 
historic data. A plant table survey was wnduclcd in 1914 in the reservoir pool and in 1918 fw the reach from 
Cochiti Dam to San Marcial. Contour maps are available from these surveys, but maps for the reservoir reach are in 
microfiche only. 

Aerid photos of the river were cakcn in 1935, 1949, 1962, 1972, 1985, and 1 992. The purpose of the aerial survey 
in 1962 was to provide a record of Floodway and Conveyance Channel conditions at the end of construction and to 
establish a base for use in futufc evduatiun of the channelization works. The later surveys provided the information 
to track changes over time. The accuracy varies from photomosaics in 1936, 1949 and 1962, to ratio-rectified 
photomosaic mapsheets in 1972, to orthophoto mapsheets in I985 and 1992. Planform information has been 
digit id for each of the surveys. Specific features of interest to this study include h e  active river channel, recent 
change, vegetated islands, and tht: thalweg of the river. The active river channel is defined as the channel of the 
current river flow which is usuaily free of vegetation depending on h e  magnitude of the flows and recent change is 
when the cutrent river flow is no longu clearing vegetation from the channel and vegetation is beginning to grow or 
the current channel flaw has not yet cleared all vegetation from the channel. 

The 1918 data were horn topographic maps based on plane table surveys and the me active channel could not be 
positively determined. However, thc river wnter surface and surrounding sand and vegetation areas were identified. 
It was assumed that the river plus the immediately adjacent sand was similar to the active river channel and so 
digitizsd. Figure 7 shows an cxample of the general narrowing of the active channel over the years. Figure 8 
compares the average width with annual maximum mean daily flows. A definite correlation between channel wdth 
and discharge peaks is evident. A linear regression analysis of the average reach width to the average peak flows of 
the previous 5 years shows a swng relationship over the entire period of record. This emphasizes the degree to 
which annual peaks have influenced the river width. 

CONCLUSION 

The Middle Rio Grande has been undergoing a general aggradation trend for the last several thousand years. The 
aggradation combined with flooding causes the rivet to experience periodic avulsions and corresponding charl~l~l  
plmfurm changcs. The activities of man have had a mixed impact of exacerbating and reversing this long term trend 





Year 

Figure & San Acacia and San Marclal Peak DIscbarga and Average Actlve Channel Width 

in the shorter time periods. River migration upstream of the reservoir delta has decreased in recent times for four 
main rearons: 1) a decrease in  tlmd peaks, 2) a decrease in sediment load, 3) man's activities to stabilize the 
channel, and 4) an infestation of tamarisk whose dense understory and root structures stabilized the banks. The 
studies dcscnbed have quanufied some of thcsc impacts and will provide guidance for future river management 
activities to minimize impacts of aggradation and maximize the water conservation and habitat management goals. 
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RtVER CHANNEL CHANGES DOWNSTREAM OF COCHITI DAM 
MIDDLE RIO GRANDE, NEW MEXICO 

By Viola Sanchez, Civil Engineer, U.S. Bureau of  Reclamation, Albuquerque, New Mexico 

Abstma The alluvial middle Rio h d e  in New Mexico has changed signif cantly over the past 80 years. The ancestral 
middle Rio Grande was a relatively wide, aggrading channel w i k  a shifting sand bed and shallow banks. The planform 
was braided, relatively straight, or slightly sinuous (Crawford ct. al. 1993). Since at least 1918, the Middle Rio Grande 
has become narrower. This paper documents geomorphic channel changes since 1918 and attempts to determine what 
has caused the different changes. Cochiti Dam opedons, channelization, and reductions in flood peaks from the 
watershed are investigated a~ reasons for channel changes, which are documented using historic hydrologic, cross 
sectional, bed material, G IS, and aerial photography data. 

HYDROLOGIC HlSTORY 

It is estmated that the Middle Rio Grande Valley in New Mexico (Figure 1) has not been in a state of dynamic equilibrium 
for the last 1 1,000 to 22,000 years. The maximum &&tion is believed to have occurred about 22,000 years ago, when 
the Rio Grande was about 60 - 130 ft below the current valley floor. Since then, the Rio Grande has been slowly 
aggrading because tributary inflows contribute more sediment than the river can remove (Crawford et. al. 1993). A 
consequence of the aggrading river is that levees had to be built to contain the river in its channel and prevent avulsions 
from forming in surrounding farmlands and inhabited areas. The levees exacerbated aggradation by confining sediment 
deposition to a smaller area. As the river mntinued aggrading, the levees had to be raised to maintain channel capacity. 
Table I lists the largest known flood events in the Middle Rio Grande Valley. 
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Figure 1. Location Map, Kio Grandt and Rio Cham* New Mexico. 
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Table 1 .  Major Floods Through the Middle Rio Grande Valley. 
Sources: Deve -1 Sta~ment, p. 11-1 ; House Document No. 243, p.33 ; USGS ADAPS Records. 

Spring 1874, Albuquerque 120,000 cfs IMRGCD estimate) 
45.000 cfs (SCS estimate) 

Spring 1884, Albuquerque 40,000 cfs 
Spring 1920, Ofowi 28,800 c f ~  
Spring 1 94 1 ,  &wi 72,500 cfs 
Spring 1 94 1 . Albuquerque 20,600 cfs ---- - 
Photographs of the F l d  of 194 I document the extensive chanp in both the fl oodway and sutroundiag riverside 
riparian forest (hosque). Figures 2 and 3 show the extensive sedimentahn deposited as the flood wave receded. The 
chmd shows widening at the expense of the sunounding bosque. During this and other similar flood events in the fust 
pat of this century, much of the bosque was destroyed. Often, salt flats were left in place of the willow and cottonwod 
boque because of the subsequent high water table. 

Cornpled in 1975, Cochiti Reservoir h a  significantly altered downsixearn river k w s .  Peak discharges have been 
reduced to the rn~ximum that the river between C h i t i  and Elephant Butte i s  capable of passing withour harming rivaside 
facilities and causing flooding. A11 flood conaol storage at Cwhiti must be released downstream as soon as possible. 
During high inflow years, resewoir operations stare inflows in excess of that which the +er dnwnmeam can convey 
without damsging riverside facilities. Lower flows are then discharged for a longer duration. Figure 4 shows how 
outflows horn Cochiti, as measured at the USGS San Felipe stream gage, have lower peaks and longer durations than 
inflows as measurcd at the USGS mow1 station. Flow peaks at San Feiipe have k e n  bwered considerably below the 
historical unregulated two year return period peak w chmel-forming discharge of 1 I ,  166 cfs. Since fluw regulation 
began at Abiqllill D m  un the Rio Chams in 1963, and Cnchiti Dam on the Rio Grade in 1975, the regulated two-year 
return flow has decreased to 5,650 cfs, or about half of the unregulated peak flow (Butlard and Lane, 1993). Figure 5 
shows the annual peak &scharges betwen1 1 895- 1996 at the Otowi gage, which correlates well with the San Felipe gage. 
Figure 5 shows I5 annual peak discharges greater than or equal to the channel forming discharge from 1895 to 1949. 
There me only two annual peak discharges greater than ur equal to the channel forming discharge from 1950 to 1996. 

By itnpoundmg w h e n t s  in the reservoir, it was hoped that the Kio Grande in the middle vdley would &grade instead 
of aggrdc. This would aIiwiate drain= problents lq lowering the water table and lessen flood control problems because 
ofincreawl channel capacity between the levees. Even before Cochiti Reservoir was built, the Bureau of Redamation 
undertook channelimtion projects in the 1950s and 1960's to improve channel capacity, efficiency of water deliveries, 
and sediment mansport capabilities. Figures 6 and 7 show how Keher jacks and channelization were used to move t l~e  
rive away from an oxbow. An effm is mdaway among State and Federal Resource Management Agencies to quantify 
the efTe ofhuman activities on the envimnment. Of special interest are the impacts on endangered species (the silvery 
minnow and Southwestern willow flycatcher) and preservation of the bosque. 

GEOMOKYHOLOGY 

The changing geomorphology of the Rio Grande below Cochiti Dam is evident from plwforni, sinuosity, and cross 
W i d  data Figure 8 sl~ows the active channel plan form of the Rio Grandc just below Cochiti Dam in 1 9 1 8, 1 93 5i I 936, 
1984, and 1992. These planforms show a trend From a wider braided channel 10 a narrower single channel. Thr width 
of active channel for the r i v a  reach from Cochiti Dam to the New Mexico Highway 44 bridge in Bernalillo N.M. was 
obtained for the different years (Figure 9). Results show a consistent downward trend in active c h m e l  width between 
191 8 and 1992. Betwm 19 18- 1936 the r iva  sinuosity was 1.1 O and incrzased to I .  I3 in 1949. Between 1949 and 1972 
the sinuosity decreased to 1.07 due to the combined effects of chmnelization activities and the reduced peak flows from 
the watershed. Channelization advities occurred between 1953 and 1972. Aftcr 1972 the sinuosity has increased and 
the channel width has wntinued to decrease due to channel degradation and reduced sediment supply below Cuc hiti Dam. 
n e  river response in general coincides with the general geomorphic responses beluw major rcscrvoirs as described hy 
Schumm (1977). The increased sinuosity, channel miwon, and channel incision is threatening to wode riverside levees 
in numerous areas. The levees protect riverside irrigation facilities, farmlands, and residential areas. 



Figure 10 shows a wid cross section near Bemalillo in 1972 and 1995, showing channel degradation. The degradation 
extends downstream about 125 river miles. Thalweg degdahon is highly variable md ranges h m  1.8 fi to 10.3 A. with 
an average of 5.9 ft. between 1973 and 1995. In the first 22 miles downstream from Cochiti Dam, the bed material 
median size increased from an average of about 0.4 to about 3 mm benveen 1 97& 1980 (Lagasse, 1 994). Additional bed 
material particle size data collected in this reach since 1980 shows that the median size is 20 mm or more in some areas. 

CONCLUSION 

The altered hydrograph and reduced sediment load below Cochiti D m  have caused some but not all of the 
geomorphic changes in the middle Rio Grande since 1972. The trend towards a narrower channel wms present since at 
least 19 1 8 and the narrowing rate has not accelerated since consmction of Cochiti Dam. Although channelization of 
the Rio G m d e  has resulted in a narrower floodway, it has also allowed the bosque to flourish by stabilizing 
sediments long enough for vegetation to grow. While sinuosity has increased since 1972, it has still not reached the 
recorded peak in 1949. The historical channel forming discharge of 1 1,166 cfs h never been released from Cochiti 
Dam. However, this discharge has only been available twice during the 21 year period of reservoir operations, in 
1985 (12,WO cfs at Otowi) and 1979 [ 1 1,500 cfs at Otowi). The lack of these larger peak flows since the late 1940's 
accounts for a portion of the channel narrowing that has occurred since 1942, in addition to the effects of 
channeIization and construction of Cochiti Dam. 

In summary, the flood history of the Middle Rio Grande has played a significant role in the development of 
geomorphic characteristics and surrounding habitat which are evident today. These changes are not solely due to 
human activities on the environment. 
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Figure 4. Cochiti Reservoir Inflow (Otowi) and Outflow (Sam Felipe) 1979 Hydrographs. 
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Figure 5. Historical Plow Peaks at Otowi with Channel-Fonning Discharge of 11,166 cfs. 







Figure 9. Rio Grande Acrive Chmel Average Width and Sinuosity below Cmhiti Reservoir. 
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Figure 10. Typical Rio Grande Cross-Section near Bernalillo. 
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ALTERNATIVES ANALYSIS FOR REDUCTION OF 
MAINTENANCE DREDGING OF A TIDAL INLET 
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Abstract: Little Lagoon Pass is a tidal inlet located in Gulf Shores, Alabama. The Pass is the 
only permanent connection between Little Lagoon and the Gulf of Mexico. The Pass is 
subject to frequent infilling and blockage as sand is transported into the inlet by daily tidal 
cycles and occasional storm surges. When the inlet is blocked, water levels rise in the Lagoon 
causing flooding problem. Lagoon water quality may also be impaired due to loss of tidal 
flushing action. Dredging is required on a regular basis to maintain the Pass and is performed 
for extended periods about six time per year. 

An investigation was conducted to examine the Pass and to examine the feasibility of 
alternatives to reduce the amount of required dredging. Three alternatives were developed 
and examined: The alternatives were evaluated through hydraulic and sediment transport 
modeling using the FHWA Finite Element Surface Water Modeling System - Flow in a Two 
Dimensional Horizontal Plane (FESWMS-ZDH) computer model. Pass reconfiguration was 
selected as the preferred alternative based on a economic and feasibility analysis of the 
alternatives. 

INTRODUCTION 

Little Lagoon is a small tidal Lagoon located in GuIf Shores, Alabama. At the present time, 
the Lagoon possesses a single outlet to the Gulf of Mexico called Little Lagoon Pass (the 
Pass). The Pass is a 400 meter (1,300 feet) long, artificial channel that was constructed at the 
location of a intermittent channel in 198 1 .  The Pass allows tidal flows to mix with the 
Lagoon and provides positive drainage for flood relief during major precipitation events. In 
addition, the Pass provides access for recreational and cornmerc ial fishing boats have ling 
between Little Lagoon and the Gulf of Mexico. 

The Pass experiences chronic sand deposition, blocking flow from entering and leaving Little 
Lagoon. Closure of the Pass, either permanent or short term, is undesirable. The Pass must 
be kept open to maintain a positive drainage outlet and to provide flushing of Little Lagoon. 
There are concerns that the water quality of Little Lagoon may be severely impacted if the 
Pass becomes blocked because the shoreline of Little Lagoon is heavily developed with 
residential and vacation homes, some of which employ septic tanks for sewage treatment. If 
the daily tidal action that flushes the Lagoon were to be lost, it is possible that the effluent 



from the septic tanks and organic loading from fYeshwater lakes would degrade the water 
quality of the Lagoon. 

The State of Alabama Department of Transportation (ALDOT) is responsible for maintaining 
the Pass. Dredging must be started when sand deposition within the Pass results in the bed 
elevation at any point within the Pass to rise above a threshold elevation of -0.9 1 rn (-3.0 feet) 
NGVD. ALDOT must restore a cross section throughout the Pass to a depth of -1.52111 (-5.0 
feet) NGVD. Currently, ALDOT employs a floating dredging to clear the Pass. Sand from 
the dredging operations is deposited on the beach front down drift from the Pass. The volume 
of dredging is approximately 84,000 cubic meters per year (1 10,000 cubic yards per year). 
Total dredging costs to maintain the Pass are approximately $22,000 per month or about 
$3.08 per cubic meter ($2.35 per cubic yard). Costs are high because a dredge must be 
maintained on station for immediate response at any time. 

Parsons Brinckerhoff, Inc, was contracted by ALDOT to conduct a hydraulic analysis of the 
Pass and to examine alternate measures for maintaining the Pass (Parsons Brinckerhoff, Inc., 
1997). The goal of the study was to identify a less expensive method of maintaining the Pass 
that did not result in reduction of flow through the Pass or result in undesirable sand 
deposition or beach erosion. Both structural and nonstructural measures were examined. 

The study was conducted in four phases. Phase 1 consisted o f  field reconnaissance, 
bathymetric survey, and data collection. Phase Il consisted of the development, calibration, 
and validation of a two-dimensional, dynamic hydraulic and sediment transport model of 
Little Lagoon. Phase IT1 consisted of the formulation and simulation of three alternate 
solutions and baseline conditions. Phase IV consisted of an economic and feasibility analysis 
and comparison of the alternate solutions. 

SITE DESCRIPTION 

Little Lagoon: Little Lagoon is located in the extreme southern tip of Baldwin County, 
Alabama. The Lagoon is about 13 km (8 miles) in length and about 0.8 hm (0.5 miles) in 
width. The Lagoon is shallow. Maximum depth is less than 4.2 m (14 feet) and most of the 
Lagoon has depths less than 2m (6 feet). The bottom profile running perpendicular to the 
Gulf of Mexico suggests that the Lagoon was originally part of the Gulf shoreline. A spit or 
bar was formed or deposited in front of the original shore and eventually formed the Lagoon. 

The contributing drainage area into Little Lagoon is approximately 40 km' (15 square miles) 
Three freshwater lakes known as Little Lake, Middle Lake, and Lake Shelby are in the upper 
part of the drainage area, east of Gulf Shores. Drainage from the lakes into Little Lagoon is 
regulated by a recently installed weir. The weir has improved water quality in the Lagoon by 
trapping organic particulates within the freshwater lakes. 

The Gulf Coast on the south side of the Lagoon is heavily developed. Development is most 
intense at the eastern end where the commercial area of the City of Gulf Shores is located. 
Multistory hotels, apartment buildings, and condominiums are common. Moving west along 
the Gulf Shore development becomes less dense. Development tapers into duplexes, vacation 





Lagoon side of the Pass, an aluminum bulkhead seawall extends the full distance along the 
west side of the Pass between the Highway 182 Bridge and the Lagoon. On the east side, an 
aluminum bulkhead seawall extends a partial distance then stops. The remainder of the 
shoreline is sand transitioning into a marsh. 

When originally built, the Pass had seawalls that extended about 60m (200 feet) into the Gulf 
beyond the shoreline. The jetties were removed to the existing shoreline in 199 1 because of 
severe beach erosion to the west of the Pass. Removal of the jetties is thought to have 
increased the amount of sand entering the Pass. The beaches to the west of the Pass have 
recovered somewhat since the removal of the jetties. Improvement is attributed to placement 
of dredged sand from the Pass onto the beaches, but may also be a result of improved dune 
management practices such as p Iantings and fences. 

SITE RECONNAISSANCE 

An extensive site reconnaissance was conducted as the first phase of the study. The purpose 
of the site investigation was to gain an understanding of existing conditions in the Pass for use 
in modeling proposed alternatives. The reconnaissance included bathymetric surveys, flow 
monitoring, and sediment sampling. 

Surveys were performed to map the Lagoon, Pass, and approaches. A recording fathorneter 
was used to survey the Lagoon. A total of twenty five cross sections were measured at regular 
intervals. Most of the Lagoon is naturally shallow. There are several isolated deep sections. 
An area in the center of the Lagoon near the pass had been dredged to replenish beaches to the 
west of the Pass. The fathometer was used to map the bathyrnetry of the Gulf shore near the 
Pass. Cross sections were taken that extended 1 krn (0.6 mile) into the Gulf from the 
shoreline. Extensive wading surveys were performed in and near the Pass. Surveys in the 
Pass are time sensitive. Sand transport rates are sufficiently high to cause the bed of the Pass 
to change on a daily basis. The general trend is towards deposition. 

A sediment sampling program was conducted to help identify the sources and sinks of sand in 
transport through the Pass and the Lagoon. Samples showed an accumulation of organic 
materials in the sampies taken from the east end of the Lagoon near the inflow from the 
Freshwater lakes. Moving towards the Pass, the sediment becomes cleaner and of more 
uniform characteristics. Sand size particles dominate. The grain size distribution 
measurements provide a strong indication that sand is transported from the Gulf into the Pass 
and Lagoon. The median grain size decreases moving into the Pass from the Gulf. The flood 
shoal is finer than Lagoon sediments. The ebb shoal has coarser sediment than adjacent Gulf 
samples. Flow over the ebb shoal is very shallow (less than 0.5m or 1.5 feet), resulting in 
stripping of fines from the surface sediment. 

A set of manually read, tidd gages were established in the Pass, Lagoon, and at the Gulf 
Entrance. Simultaneous measurements were taken over a three week period to establish the 
change in water surface elevations across the Pass. Velocity and stage in the Pass were 
measured at four cross sections over the course of four tidal cycles. The tidal gage and 
velocity measurements also were used for calibration of the hydrodynamic model. 



The tidal stage observations provide useful insights. On one occasion, the remnants of a 
hurricane caused sustained, heavy winds h r n  the southwest for a three day period. During 
this time, the normally placid Gulf had heavy surf conditions. The normal tidal cycle was 
interrupted by the wind driven waves. There was no ebb flow through the Pass. Instead water 
levels in the Lagoon rose as the Lagoon was flooded by flow entering from the Gulf. The 
Gulf flows also brought in a large amount of sand that was deposited in the Pass. 

The velocity measurements also pointed out an important characteristic of the Pass. The Pass 
is narrowest at the Gulf Entrance. Flow velocities are highest in this section. Approaching 
the Highway 182 Bridge, the Pass widens by a factor of three. Velocities drop in the 
expanded section. The Pass then travels beneath the Highway 182 Bridge which has four 
piers in the channel and the adjacent water pipeline which has four piers in the water, Flow 
velocities drop fwther due to pier resistance. As the Pass approaches the Lagoon, flow 
velocities drop again as the channel widens. The overall trend is for the competence of the 
Pass to transport sediment to undergo a steady decrease from the Gulf entrance to the Lagoon 
entrance. 

In addition to field observations, a review of dredging records was performed. As part of the 
maintenance program for the Pass, a bed elevation survey of the Pass is performed about once 
or twice a week. The survey consists of several point observations of bed elevation in the 
center of the channel at scattered locations throughout the Pass. Review of the records show 
some interesting patterns. Almost immediately after dredging is completed, the bed 
elevations begin to rise in the section of the Pass between the Highway 182 Bridge and the 
Lagoon. The bed elevations rise continuously in this section, but not at a consistent rate. 
Sudden increases occur which may be the result of strong winds from the southeast and 
southwest. As soon as one part of the Pass becomes filled in, the remainder of the Pass 
rapidly infills. 

A general conclusion of the field investigations is that the Pass experienced infilling due to 
the expansion of the channel and head loss through the bridge crossings. Not all of the sand 
carried into the nu. jw deep channel at the Gulf entrance can be carried through the entire 
length of the Pass into the Lagoon resulting in deposition within the Pass, 

HYDRODYNAMIC MODELING 

A two-dimensional, dynamic hydraulic model of Little Lagoon was developed using the 
FHWA Finite Element Surface Water Modeling System - Flow in a Two Dimensional 
Horizontal Plane (FESWMS-2DH) computer model (Froehlich, 1996). FESWMS-2DH 
employs a finite element network to solve the momentum and energy equations and compute 
the direction and depth of flow at each node point in the fmite element network. Dynamic 
conditions are simulated by the model so that the circulation through the Pass induced by tidal 
fluctuations may be modeled. The two dimensional model provides accurate resolution of the 
two dimensional flow field and is able to account for the complex bathymetry of the Lagoon. 

A beta version of FESWMS-2DB Version 3.0 which incorporates sediment transport 
functions was empIoyed for this study. The sediment transport functions model both 



deposition and scour. The grain size 
distributions of the sediment in the study 
area has low variability, so armoring would 
not occur md an average grain size could 
be used in the model to represent the 
sediment. 

The solution domain for the model 
included Little Lagoon, Little Lagoon Pass, 
and a portion of the Gulf of Mexico 
extending 1 km (0.6 mile) into the gulf and 
1 km (0.6 mile) to either side of the Gulf 
entrance to the Pass. A portion of the finite 
element network for the area of the Pass is 
shown in Figure 2. Inflow from the 
freshwater lakes was assumed to be zero. 
It was assumed that the water in the 
Lagoon was saline. Modeling of fresh 
water/salt water mixing was not performed. 

The hydrodynamic portion of the model 
was calibrated and validated using the field measured stages and flow velocities, Sufficient 
data was collected to allow for calibration of the hydraulic model over several tidal cycles. 
The model was run in a dynamic mode with a time step of 3 minutes. Boundary conditions 
for sediment transport and along shore currents were developed through use of Shore 
Protection Manual guidelines and methodologies (U.S. Army Corps or Engineers, 1 9771, and 
based on results from the field reconnaissance. The model was judged to provide an accurate 
simulation of existing conditions in the Pass. 

DEVELOPMENT AND TESTING OF ALTERNATIVES 

of Phase 111, conceptual alternatives for modifying the Pass 
were identified, developed, and tested. It was determined that the conceptual alternatives had 
to posses (or potentially posses) the foflowing characteristics: 

(1) The flow through the Pass is sufficient to provide circulation to the Lagoon through 
the normal tidal cycle; 

(2) Longshore sand transport is not interrupted and no beachfront erosion occurs; and 

(3) The Pass is self-maintaining or able to be maintained with a limited amount of 
maintenance and dredging. 

Three alternatives were identified: 

(1) Modification to existing dredging methods; 

(2) Installation of a groin system with sand bypassing; and 



(3) Reconfiguration of the Pass to improve hydraulic efficiency. 

Figure 3: Finite Element Network - Reconfigured Pass 

The finite element network was modified to repment each of the altm-dves. In addition, a Bawline 
model, rqxesenting conditions immediately a h  completion of current dredging procedures, also 

was generated Each model was run through 
two tidal cycles. Analysis of the model results 
generated the following conclusions: 

Revised Dredging Pattern: The r e v 4  
dredging pattern deepened but did not widen the 
existing M g i n g  cross section. Discharge 
through the inlet remained very close to the 
Baseline conditions, but flow velocities dropped 
M c a l l y .  This d t  is somewhat intuitive 
kcawe flow through the Pass is generated by 
the same water surfiace d i h t i a l .  It was 
concluded that deepening the cross sation 
d t e d  in making the Pass a more efficient 
sediment hap. 

Jetties with Sand Bvaassine: The model 
simulated installation of the jetties, but did 
not incorporate the sand bypassing plant. 
Flow was not substantially altered. Sand 
inflow into the Pass was lowered due to lower 
velocities at the entrance to the jetties. 

Pass Reconfiguration: The model simulated an angled inlet with no bends (Figure 3). The 
reconfigured Pass increased discharge on both flood and ebb tides. Most importantly, it 
resulted in a significant reduction in the amount of sand deposited in the Pass. Total sand 
discharge, measured as  the difference between sand entering and exiting the Pass was 
increased greatly on both flood and ebb tides. 

ECONOMIC AND FEASIBILITY ANALYSIS 

An economic and feasibility analysis was conducted for each of the alternatives. The 
economic analysis was based on cost estimates for construction and annual maintenance costs. 
The Feasibility analysis considered the practicality of the alternative, local acceptance, and 
environmental impacts. The fmdings of the analysis were: 

Revised D r e d ~ i n ~  Pattern: The revised dredging pattern could not be shown to effectively 
reduce maintenance costs. In addition, the dredging program at the Pass is closely monitored 
by local residents. Hence, any changes to existing procedures might draw objections. It was 
judged that a revised dredging pattern did not offer any significant advantages over existing 
procedures. 



Jetties Sand bypassing was often touted as  a fix. The feasibility 
analysis shows that it is not practical for three of reasons. First, the cost is very high in terms 
of initid investment and annual operation costs and bypassing may not completely eliminate 
the need for periodic dredging. Second, the f ass is a very popular tourist destination. 
Installation of sand bypassing plant may introduce a safety hazard to beach goers and create 
noise and sight impacts on an attractive beach. Third, sand transport rates at the Pass are 
highly variable. Major hurricanes and storm surges might deliver too much sand and cause 
the plant to fail, or otherwise damage the plant. 

Pass Reconfipuration: Initial construction costs for reconfiguring the Pass are high, but 
reconfiguration could substantially reduce dredging costs. There may be local objections to 
any action at the Pass, but the reconfiguration appears to satisfy objectives of beach front 
properties and Lagoon concerns. Long tern impacts of Pass reconfiguration are unknown. 
The reconfiguration greatly increases the potential sand transport rates through the Pass. 

CONCLUSIONS 

Review of the alternatives has led to the selection of Pass reconfiguration as the preferred 
alternative. Studies are now underway to optimize a reconfiguration design and examine long 
term impacts on the Lagoon, Pass, and beach front. Use of FESWMS-2DH to model the 
hydrodynamics and sediment transport proved to be an effective tool to examine the effects of 
alternative measures to improve the Pass. 
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Abstract: The regional predictability of Palmer's Drought Severity Index (PDSI) has been 
investigated by using spatial principal components of PDSI by Burke and Rao (1996). However, 
such an analysis does not provide any insight into the physical mechanisms underlying the 
predictabiIity of the processes. The spatial structure of the patterns which can be predicted for 
the PDSI and precipitation variables are examined in this paper. An investigation of these patterns 
and the causal variable prior to the time at which the variable is predicted is useful. Usually, 
three or more patterns of the predicted variable are needed to make accurate predictions. 
Examining the patterns to gain insights into the physical mechanisms leading to the predictability 
of a process is neither easy nor usually possible. Consequently, a compact method of describing 
the connection between the process which is being predicted and the causa1 variable is needed. 
A method of compact representation of data, called "Principal Estimator Pattern", has been 
developed for this purpose by Davis (1977 and 1978). Davis' method is used in the present study 
to gain insight into the causal cann~tions between precipitation and PDSI. The theory behind the 
method is described first. Data used and the results of the study are presented next. A set of 
concIusions are given in the end. The results of the study demonstrate the fact that principaI 
estimator patterns can be successfully used to investigate the cause-effect relationships between 
spatio-temporal hydrologic variables. In particular, relationships between the present and past 
regionaI PDSI values and between regionaI precipitation and regional PDSI demonstrate the 
importance of both the persistence of droughts and of rainfall in predicting droughts. 

INTRODUCTION 

Both precipitation, which is the causal variable in this study, and droughts, which is the effect 
variable, vary both in space and time. Characterizing spatio-temporal variables, either to 
investigate their individual character is tics or their causal connections require special techniques. 
One such technique is based on principal estimator patterns. The technique of estimating principal 
estimator patterns was developed by Davis ( 1  977 and 1 978) to characterize oceanographic data, 
and is used in the present study. 

The first objective of the present study is to investigate the spatio-temporal characteristics of 
droughts and precipitation by using principal estimator patterns. The second objective is to 
investigate the causal connections between precipitation and droughts by using the principal 
estimator patterns of the two processes* MonthIy Palmer's Drought Severity Index (PDSI) and 
precipitation are used in the present study. 

The method of computation of principal estimator patterns is discussed in the next section. The 
data used in the study and the results are given in the third section. A set of conclusions is given 
in the last section. 

COMPUTATION OF PRINCIPAL ESTIMATOR PATTERNS 

A time lag s, at which the physical mechanisms of the processes are investigated, is selected first. 



The time lag may be between the observations of the same process or between different processes. 
The principal estimator patterns are computed by using the spatial and temporal principal 
components. The spatial and temporal principal components of the data are computed by using 
methods discussed in Burke and Rao (1996). Let the principal spatial components of precipitation 
and PDSI data be denoted by Pn ( x ) and dn ( y )  respectively. Similarly the principal temporal 
components of precipitation and PDSI data are denoted by nn ( t) and 0 ,  ( t + r ) . The 
precipitation and PDSE fields are approximated as in eqs. 1 and 2. 

In equations 1 and 2 M and M* are respectively the number of significant principal components 
used to model PDSI and precipitation data. The principal estimator pattern of precipitation data 
are computed by using principal amplitudes h,(t) and the associated spatial patterns Hm (x) as 
given in eq. 3. The temporal components nn ( t ) and hm ( t ) are related as in eq. 4. 

Coefficients v,, are computed by using eq. 5 .  

The coefficients p, in eq. 5 are computed by using eq. 6 with the constraints in eq. 7 ,  where 

6, is the Kronecker delta. An, in eq. 6 are analogous to cross correlation coefficients between 
the temporal principal components 6,(11 and nn ( t ) of PDSl and precipitation data. These are 
defined in eq. 8. 

The expressions in square brackets indicate the mean over time. An example is given in eq. 9 



The h,,,(t) values in eq. 3 are estimated by using eq. 4 and Hm ( x ) by eq. 10. Hm ( x) is the 

principal estimator pattern of the precipitation data. 
M. 

In order to compute the principal estimator of the effect data PDSI, we first estimate a _  
by using eq. 11. 

where 

and vkm is defined ineq. 5 .  By using fi:lm and dn ( y )  . W,@) is estimated by eq. 13. W&) is 

the principal estimator pattern for PDSI. By using the known W, and GX, , + , the temporal 
components qn ( t + -t ) are computed by using eq. 14. 

Contour maps developed from the principal estimator patterns Hn ( x ') and Wm (x )  are used to 

investigate their characteristics and causal connections. The principal estimator patterns may be 
computed by using both unrotated and rotated principal components. The rotation of principal 
components is discussed in Burke and Rao (1996). 

DATA USED IN THE STUDY AND RESULTS 

Monthly Palmer's Drought Severity Index and Precipitation Series were used in the study. The 
data were from the states of Illinois, Indiana, Ohio and surrounding areas. Data from January 
1895 through December 1993 were analyzed. The locations of the forty nine stations from which 
the data were analyzed are shown in Fig. 1 .  The relationships between precipitation and PDSI 
and between lagged values of PDSI were investigated. 

Jktweeq Preci~itatia a Case: The time lag t value used in the study for 
predicting the present PDSI by using only the present monthly precipitation is 0. The reason for 
using only this T value is that it is associated with the largest forecast skill (or accuracy) for the 
monthly time scale (Burke and Rao, 1996). In other words, the present monthly droughts can be 
most accurately forecast by using present monthly precipitation. Both unrotated and rotated data 
are analyzed. 



Figure 1.  Locations of the forty-nine stations 

The efficiency of the principal datum estimator is shown in Table 1 for the monthly precipitation- 
PDST process. In Table 1, S(z) is the forecast skill or accuracy. The largest forecast ski11 is 
0.2132, which occurs at z = 0. S,(tj is the forecast skill of precipitation-PDSI case computed 
by using only the first datum amplitude h,(t) . T is the time lag between precipitation and PDSI 
process, r and r ' are the correlation coefficients between the first principal amplitude h, (r) and 
tile first principal estimated ampIirude W, (t + r) and between HI (xl and W b ) ,  respectively. 

From the results shown in TabIe 1, the skill, S, (z,, obtained by using only the f ~ s t  principal 
datum amplitude h,(r) is 32% of the total attainable accuracy for the unrotated case and 27% for 
the rotated case. All four of the principal datum ampiitudes carry nearly the same variance which 
is the reason the skills for each of these is low. Consequently, using only the first principaI datum 
amplitude of precipitation to predict PDSI, nearly twice the magnitude of forecast skill is obtained, 
conipared so using 4 or more precipitation PCs to predict PDSI in different time scales. The 
correlation, r, between the temporal components of the principal estimator patterns, h,(t) and w, (t) 
is practically the same for the unrotated and rotated cases. The correlation r 'between HI ( x ) and 
W, ( y) is very high. In other words, the spatial correlation between precipitation and PDSI 
processes is very high 

The first principal datum and estimated patterns. H ,  ( x) and W, ( y) respectively, of monthly 
precipitation-PDSI cases are shown in Figures 2 and 3. The precipitation-PDSI case with 
unrotated and Figure 3 for rotated data are shown in Figure 2. In these figures, the first principal 
datum partern i.I, ( x) of precipitation and the first principal estimated pattern of PDSI, W: ( y )  are 

plotted in solid and dashed lines rebpectively 



Table 1 .  Efficiency of the first prjncipl datum estimator 
for  precipitation-PDSI case 

In Fi:ure 2, the first principal datum (precipitation) pattern hes a high value (0.4) at western 
Illinols and a decreasing trend toward the east. Tllc first principal estimated PDSI pattern also 
has a high (0.2) in western Illinois and a decreasing trend to the east. The more accurately the 
contour lines match, the higher is the prediction ]eve! between the cause and effect variables. 
Consequently, it is possible to predict monthly PDSI by using only monthly precipitatiun. 

However, since the values of the contour lines are different, the accuracy in predicting month1 y 
PDSI by using only monthly precipitation is not high. These same features are shown jn Figure 
3 where the rotated data is used. There is not a significant difference between the unrotated and 
rotated results. 

Case 

PDSI-Pm Case: The efficiency of estimating PDSI using only PDSI data i s  illustrated in Table 
2 for the monthly PDSI data. SitJ is the forecast skill for h e  PDSI-PDSI case (Burke and Rao, 
1996). For example, from Figure 4, the largest forecast skill is 0.8795, which occurs at T = l . 
S,(zJ is the forecast skill of PDSI-PDSI case by using onIy the first datum amplitude h,(t), The 
first principal datum amplitude explains 17 and 21 percent of tlle totaI skill S(z) of PDSI-PDSI 
case for monthly unrotated and rotated data, respectively. The low ratio of S ,  ( r ) / S ( T ) is due 

T 

0 

0 

Precip.- 
PDSI 

Precip . - 
PDSI 

to the fact that all the principal datum ampljtudss are approximately the same and hence, explain 
nearly the same variance. The correlation ccefficients between the first principal datum and 
estimated amplitudes, h,  (t) and W,(t +z) respectively, are much higher than the precipitat inn-PDSI 
case. 

Unrotated 

Rototated 

The first principal datum and estimated patterns for predic ling the present PDSI by using only the 
previous month's PDSI are plotted in Figures 4 and 5 for unrorated and rotated data respectively. 
As seen in Figure 4, the first principal datum and the estimated patterns are very similar. Both 
patterns have a high in southwestern Illinois and decrease ro the northeast. As H, ( x )  and 

S(z) 

0.2132 

0.2182 

w, (y)  values approach zero, the patterns are practically on top of each other. Figure 5 shows 
similar results for the rotated data, as the coiltour lines are very close. Both H, (A) and W; y )  

S1(z) 

13.0541 

0.0461 

patterns have high values in northwestern Illinois and lows in the far south (mostly below the 
region). The HI ( x ) and h7: ( y )  values increase moving from central Indiana to ceiltral Ohio. 

S, i ) 

S ( r )  

0.3166 

0 . 2 6 9 8  

I' 

(3,4771 0.9797 

0.4760 0.9876 



Figure 2.  First principal datum of precipitation HI ( x ') (solid lines) and estimated W,(x) 
(dashed lines) patterns for predicting present monthIy PDSI from present 
monthly precipitation using unrotared data. 

- 
Precipitation-PDSI care (rotated) r = 4 

.3 

Figure 3 First principal datum or precipitation H, ( x) (solid lines) and of PDSI 
estimated W,(y) (dashed lines) patterns for predicting present monthly PDSI 
from present monthly precipitation using rotated data. 



Table 2. Efficiency of the first principaI datum estimator for PDSI-PDSI case 

The above resuIts show that the previous months PDSI values can be used to get an accurate 
prediction of the present months PDSI. In other words, the PDSI values on the monthly scale 
have a lot of persistence. 

Figure 4. First principal estimator pattern of present PDSl HI (x) (solid lines) and 

of PDSI one month earlier W, ( y )  (dashed lines) for predicting present 
monthly PDSI from previous monthly PDSI using unrotated data. 



I PDsI-PDSI cw (ntattd) r = I 1 

Figure 5 .  First principal estimator patterns of present PDSI H, (x) (solid lines) and 
of PDSI one month earlier W, ( y )  (dashed lines) for predicting present 
monthly PDSI from previous monthly PDSI using rotated data. 

CONCLUSIONS 

On the basis of results presented in this study we may conclude: 

1 . There is a very cIose causal relationship between regional droughts and precipitation. 
2 .  There is practically no benefit in using rotated data, as the unrotated and rotated cases 

give results which are very close to each other. 
3. In all the cases analyzed. the first principal datum estimator represented nearly the 

same portion of the variance as the remaining principaI datum estimators. 
4. The first principal datum estimator represents between 17 % and 32 % of the total 

forecast skiI1. Consequently, the first principal datum and estimated patterns, H, ( x )  
and W, ( y )  respectively, represent the same relationships underlying the predictability 
of precipitation-PDSI or PDSI-PDSI cases, as the remaining principal datum and 
esrimaced patterns. 
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Ahtract: Water allocatiol~ for the management of droughts is involved with many uncertain factors. Onc of the most 
uncertain elanenls is the amount of evapo13tion during time periods of drought for a \ age  basin whcre therc is still 
no reliiable estimation. By applying the geographic mformatiw system, this stud!, developed the procedure to form 
the image to express thc unavailabilitjo of water during periods of drought for a selected drainagc basin. G~ging 
skitions of precipitalion and streadow in the studied basin were selected to spatially represent the area. Based on 
the method of truncation level, 70.80, 90, and 95% m c a t e d  values of precipitation and streadow were estimated 
at each gnging station. A 70% truncation level means that 70% of historic records at the corresponding gaging location 
were greater than the truncated value. The greater the m a t i o n  level, the lowm the availability of precipitation or 
streamflow. Ha~ce. these truncation levels were used to reflect the levels of drought severity. It is noted that 
precipitation was recorded by the depth of water and streamflow was expressed by the quivalent water depth. Since 
hydrologic records were taken at gaging locations, tnrncation lwels of precipitation and streamflow were location- 
dependent variables. Assuming that these truncation lwels at ali gaging locations are regionalized variables, the 
kriging mcthod was applied to estimated their regional disuibution. The analysis of krigjrlg, a spatial interpolation 
technique, was based on the minimurn variance unbiased estimation. The kriging analysis of these truncatjon levels 
yielded vector values of precipitation or streamflow for a grid of points covering the studied drainage basin. These 
poini values were converted into a grid of raster-based \Falues and were expressed by a spatial image. The 
mathemalid function of subtraclion was used to subtract the stremfflow image from the precipitation image for each 
level of drought severity. These were done on a cell-by-cell basis to create new attribute values for the new image 
to represent Ihe unavailability of water at each corresponding level of drought severity 

Estimation of water losses in a drainage basin can be valuable for reservoir si~ing, calculalion of irrigation demands, 
and flow modeling during periods of drought. However, water losses including evaporation and infilmtion are 
conlp1e.u phenomena depending on myriad conditions. Detwministic calculations for evaporation at a given location 
depend upon reliable meafluernenls of temperature, wind speed. insolation, soil temperature and other h t a .  Hatfield 
(1996) suggested that for conditions of deficient water supply, the Priestly-Taylor or Penman-Monteiih models 
produce reasonabt c estimates of evapotranspiration, but are highly dependent upon model calibration. Other means 
for estimating evapotranspiration when data are unavailable include the Blaney-Criddle method and use of 
evapotranspiration rates for regions with similar climate and topography (Shih and Cheng, 199 1). 
As an alt emative to deterministic approaches which depend on howledge and nleamement of many factors, this 
study proposes a m a n s  Tor deducing combined evapotranspiration and infiltration based on commonly measured data 
of precipitation and streamflow. The prncedure was first used by Gcrmain (1 996). In the procedure, precipitation md 
s m ~ n f l o u  data are regonalized throughout an entire basin by tbe kriging analysis, then a Gcogaphic Information 
Syslern (GIs) was used to manipulate the mults and produced evaporatiodinfiltration images. To best model drought 
conditions. truncation lwels sere used for s ~ o w  and precipitation. Values of truncation lwels were estimated 
from a sct of gaging slat ions in and around the basin of interest and the kriging analysis was introduced to form a 
regionalized covcrdge for the entire basin. 

Studies using GIs lo manipulate spatial variables of hydrologic components g e n d l y  6 1 1  into the (wo categories, 
drainage analysis and godwater  modeling. Common applications of GIs on drainage analysis include urban storm 
sewerage managcrnent, mapping hydrologic variables of the region, calculating input parameters of existing models, 
and flood conml for river basins (DeBarry and Carrington, 1990; Greene and Cruise, 1995; Leipnik et al., 19Y?; 
Lipschultzmd Glaser. 1992; Smith and Vidmar, 19Y4; Bhaskar ct al. 1992; Ross ru~d Tara, 1993; Shca et al. 1993). 
For groundwater modeling, CIS was usad to map gmundwater elevations for wcllhead protection and managenlent 



and to trace gruundwater contamhation for pollution control and for site remediation ( (Baku et al. 1993; El-Kadi 
et al. 1991; Merchant, 1994). 

GIs allows a spatial analysis and complex overlays of data mncerning the location, topology and attributes of spatial 
objects. Two types of GIs, mskr-based and vector-based, were developed for different applications. The raster system 
assigns values denoting an attribute to a grid of cells. This system simplifles mathematical functions but tends to 
memory intensive. The vector-based system d b  the amibutes with a series of points and lines. This leads to more 
accurate portrayals of the attributes and smaller files than the raster system. Unfortunately the vector-based system 
results in an image which is incompatible with many matbematid fimctions (Bonham-Carter 1994). Applications 
for both types of systems occur in the field of hydrology. Equivalent water depths as discussed in this study can be 
easily modeled using the raster-based approach while stream networks are vectors in nature. 

METEODOLOGY 

Slmmflow and precipitation mmcation levels are used to distinguish levels of drought severity. Values of truncation 
levels were determined by s o w  the historic data in ascerading order at each gaging station. A truncation level of TOA 
is the value that corresponds to the i~ position of the sorted m r d  with a length N, where I is expressed as 

From this definition, it follows that at the T% truncation I wels of Weamflow or precipitation F!!o of historic data 
e x d  the truncation level. Thus, drought events of a given severity level occur when observed data are lower than 
the specified truncation level. Truucation levels of 70%, 80%, 90% and 95% were selected to demonstrate the 
pmposed method for inv- water losses in periods of drought (Chang et al., 1995; Chang and Stenson, 1990). 
These M o w  imn&on levels w m  eqressed by equivalent water depths, which are assumed to be regionalized 
variables at centroids of their corresponding drairaage basins. 

By assuming that equivalent water depths of streamflow and precipitation at a given truncation level are regionalized 
variables, the luiging method was used to estimate their corresponding spatial distribution. The kriging method is 
based on the linear minimum variance unbiased estimation (Kitanidis, 1983; Debomme, 1978). Given n 
measurements of a modom variable, 2, at spatial locations, x, , x,, . . . %, an estimator using a bear  combination of 
n variables is formulated as: 

where Z', is an estimation of a lrue value 2, and ai is the weight of the observed value at location xi. The goal is to 
find a set of weights ivhich give the best estimation so that the estimation is unbiased with a minimum variance. The 
unbiased condition means that 

where E is the expectation operator. Tbe minimum variance condition means that 

In orda to satisfy the u n b i i  condition, coefficients u , ,a,,. . .,a,, must be selected so that 



Based on Fqn. 4, the estimation error, e, which is the diffcrcnce between the estimated and true values, can be written 
as follows: 
Therefore, the pmblem of laiging technique is reduced to minimizing Eqn. 4 subject to the constraint of Eqn. 5.  Using 

the Lagrange multiplier. the n m  conditions for the minimization yields n+l equations with as numy whwwf15: 

where z is the semi-variogtam, which is the expectation of ((Z(XJ-Z(X$)~ and p is a Lagrange multiplier. B y  solving 
thwe eqdofls  simultaneously, the optimum weights a, can be obtained. The variance of this drnation is given by 

When x, coincides with a data location at x,, the system solution yields a, = 1. This results in Z,' = Z(4) at location 
x, ad oZ = 0. Therefore, the bging e m t o r  is an exact interpolatiun at the obsmed point. If the sd-variogram 
cannot be estimated without bias due to nonstationality , Delhomme (1 978) provided an extended solutim by using 
higher order diffemces to filter out the nonstationality. Then, the solution to the problem can be obtained in a similar 
fashion. 

The GeoEAS (Geostatistical Environmental Assessment) software Prlunder and S p a r 4  199 1) was used to perform 
tbe kriging. For precipitation, inputs to cbe program included precipitation gage locations and piptation depths 
corresponding to the 70%, 80% 90%. and 95% truncation levels. For sdmmllow, inputs to GeoEAS were the 
equivalent watm depth at the same W o n  levels and the centmids for the chinage ams of m& streamflow gage. 
Output from the analysis was files of vector-valued precipitation and -ow on a regukly-spaced grid. 
Variogram models chosen for thc h g h g  process were all cross-validated and no- d l t ~ t e S  at aU @ghg 
stations fell witbin a 95% wconfidence interval. 

The point-wdued values pmdud in briging wap m a Z e d  tu mhx files and manipbled in a GIs to produce images 
showing evapotranspiration and infiltration The Arcview GIs program (ESRI, 1996) was used to interpolate point 
values of pprecipitation and streamflow and produce raster images of those values. The m e r  images of s t r e a d o w  
equivalent water depth were subtracted from lhose of precipilation 10 produce images showbig equivalent depth of 
e ~ p o ~ ~ o n  and idilldon at cxlurespmdinC: Lruacatiou levels. The w ~ i r a l i n  image was then divided 
by prdpitati~n depth to yield images sbv@ the percentage of water lo= at a giva d m &  severity level. These 
analyses were &ed out using a grid cell size of r o w y  450 m. 



APPLICATION AND RESULTS 

To illustrate the proposed GIS method eighteen m o w  gagu~g stations and b - e n t y ~ ~ l e  precipiration gages are 
selected in the Scioto River basin, which is locatad in central Ohio and empties illto the Ohio River as shown in Figure 
I.  The Scioto basin experienced significant drought in 1988, though typi cdly rainfall is regular and water shortages 
are rare. Tl~e largest metropolitan area in the b i  is the city of CoIumbus, Ohio, Iocated roughly in the center of rhe 
basin. The Northern portion of the basin is generally flat and agricultural. The Southern portion of the basin is hillier 
than the Nonh and includes regions of forest. Major tributaries to the Scioto Rivcr include the Olent angy River, Big 
Walnut creek, Big Datby creek, Deer creek, Paint creek and Salt creck. Several resentoirs are located in the basin, 
incl-g the Alum creek and Delaware reservoirs h the Northern part of thc basin and the Deer creek and Paint creek 
resenloin in the Southem part of the basin. 

Since the phenomenou of drought is of i n t e  sbeamflow and precipitation truncation levels of 70. 80,90. and 95% 
were estimated based on Eqn. 1 to express levels of drought severity. l 3 e  value of 70% hrnmtion ineans that 70% 
of recorded flaws or precipitations arc geater than or equal to the level. In general, values of 70% trun~?tion level 
or above are ~ i ~ c a n t l y  lower than their corresponding mean values. To represent these truncated streamflows in 
a spatial format, equivalent water dq&s were estimated and assigned at their centroids of corresponding drainage 
basins. It can be expressed by 

where EWD stands for the equivalmt water depth in millimeters, Q, rQresents the truncation value a1 the gaging 
stat ion in m31sec, and Ab is the drainage area of the gaging station in k d .  

Nexi. EWD and precipitation records at varied gauges were asmmed to be locationdcpendent. Hence, EWD arid 
pmipitation d m t c d  at Wercnt truncation Iwels, i.e., 70,80. go1 and P5%, were treated as regionalized variables 
and analyzed by the laighg m W  to obtain the spatial W u t i o n  at each truncation level. The results of the kriging 
analysis were vector-based, which were converted to a raster-based file. and expressed by a GIs image. Apply the 
mathematical function of b g e  operation to substrate the image of EWD from that of precipitation to oblain the 
image of water losses ai a given level of drought scverity . Finally, the image of water losses was then dividad by that 
of pecipitalion to yield the new image that express the percentage of water losses for the level of drought severity. 

The example in figum 2a and 2b show images of water losses at the 70% level of drought severity, respectively, in 
depth and percentage. Figure 23 shows thal the dark-colored purlions vf tht: drainage basin. i. c. thc South and 
Northeast of h e  basin, indicate W e r  levels of losses. A comparison made with an image of precipitation at the 70% 
truncation level showed that mntours of losw closely match those of precipitation (Germah 1996). In order to better 
iden@ the impact of water losses, they were expressed as a percentage of precipitation given in Figure 2b. In Figure 
2b, the darker the shade, the gteater the percentage of water losses. The frnction of water losses at the 70% truncatioa 
lmel mges from a low of around 88% in the center of the basin to a high of around 94.5% in the Northwest comer 
of the basin. This lrmd is consistent with the Iow reIief and intensive agricdture of the Northern portion of the basin. 
A podon ofthe Southem part of the basin also experiences great loss of available precipitation. This is likelv related 
to higher temperatures in the Southern part of the basin compared with Ihe North. 

Figures 3a and 3b show water losses in depth and in percentage of the precipitation at the 80% level of drought 
severity. Water loss in depth are less in Figure 3a than in Figure 2a. mainly because the precipitation at the 80% level 
is less than at the 70% level. In addition, the region of highest losses shifts to the west of the basin at the 80% 
truncation level. A comparison of Eigum 3b and 2b shows that the water losses in percentage hcmses as the drought 
sev* ingeases. At the 800h truncation level, the highest water 1- in percentage are again in the Northern portion 
of the basin. The range of water loss= at the 80% level of drought severity is roughly 9 1 - 97%. 



Despite the complicated physics involved i r ~  both evapotrdnrpiration a d  infiltration. the proposed mcthod in this study 
provides an altenmd~e for eslimating water losses during periods of drought Furthermore, the use of equivalent water 
depths at varied truncation levels in the proposed method reflects the surface water availability of a basin. These 
equivalent wata  depths sparkally qresentcd at the centroids of their corresponding drainage areas enable h e  kriging 
d y s i s  and thc image expressioa of GIs. The results from this stud? also provide important information for regional 
water managemen1 in case of drought. 
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APPLICATION OF SIMULATING METHOD ON THE 
REGIONAL DROUGHT ANALYSIS 

By Gu Ying Senior Engineer, Liu Pei Engineer, Nanjing Institute of Hydrology & Water 
Resources, Ministry of Water Resoutces, I X i k a ~ ~ g  Road, Nanjing, China 

A 4 ;  The modeling technique is applied in the water resources study widely, but this 
technique has not in common use in the agricultural drought study. In the paper, a simulating 
method is introduced on regional drought study. The results of study shown the drought modeling 
is a useful tool on the drought study in the area, and it is effective way for the drought real-time 
monitoring. 

The drought simulating model was constructed, which based on the principle of water balance, it 
simulate the process of crop growth, calcuIate the variation of moisture, describe the water 
exchange in the atmosphere - crop - soil and groundwater: the drought modeling reflect the 
interaction in the factors affecting drought 

A study area was selected , the drought simulating in the area provide very useful information for 
drought study. Based on the information of agricultural drought characteristics which obtained 
from the drought modeling, we can find out the occurrence. development and mitigation 
process of drought, determinate the serious degree of drought and evaluate the possible loss of 
crop product according to the sensitive of crop to the water. In the paper author discuss the water 
shortage case during the crop growth in a serious drought year, analyzes the mle of regional 
drought, i.e. temporal and spatial distribution of agricultural drought on the study area. 

SIMULATION MODEL OF AGRlC Lr L'I'URAL DROUGHT 

Based on the water balance principle, sirnr!lation model use the tnathcmatics method to calculate 
the soil moisture during the crop growth. Through the simulation of water exchange between the 
atm~sphere-crop-soil, we can obtain many information about the water shortage of crop, 
according to these information and the crop sensitivity to water, analysis the water shortage effect 
to crop yield, assessment the serious degree of agricultural drought. 

Agricultural drought simulation composed with two parts, one i s  drought characteristics 
6rnulation. another is crop yield decrease simulation. 

Aericultrlrsll Drouvht Chnracteristics Simulation : The sinlulation of agricultural drought 
characteristics is thc process of cr-up growth modeling, from which many information about 
drought obtained and found out the developing process of drought. 

In the drought characteristic model, follow Water balance formula be used: 



Here Wi, Wi+l, the soil moisture at time i and i+l; Pi, the precipitation at time i; Gi, the recharge of 
groundwater at time i; F;, the leakage of surface water at time i; Ri, the surface runoff at time i; SDi, 
the water supply from sail at time i .  

In the formula ( I ) ,  precipitation and recharge of groundwater are main inpur items, the rnair~ 
output item is water supply from soil, and the soil moisture is regulation item. The happening of 
crop water shortage result from the water movement in the farm field unbalance. 

The two layer and two stages mode have been used to construct the drought simulating model, 
which can simulate the process of water exchange between the atmosphere, soil and crop, describe 
the variation process of soil moisture. Fig. 1 shows the structure of rnodcl. 
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Fig 1 Sketch of Drought Simulation Mnrlel Structure 
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Two layer mode considerate the soil moistu1.e exchange in vertical direction. In sitnulating 
calculation, the crop root layer has been divided into upper layer and Iower layer. rainfall first 
recharge to the upper layer then lower layer, ground water receive the seepage from lower layer, 
and recharge to the soil as phreatic evaporation. Drought will occurrence if the crop cannot get 
enough water from soil 

Two stages mode is a method of water supply fiom soil. In the modeling, taking the capillary 
capacity as the limit point, when soil moisture greater than capillary capacity, crop can absorb the 
water from soil freely, when soil moisture less than capillary capacity, means soil cannot supply 
enough water fur mop demand, water shortage happening, if soil moisture reach wilting point, 
drought is cornins. 

By the agricultural drought characteristics simulation, we can realize the drought characteristics 
quantity, such as the time that drought start and end. water shortage volume in each crop growth 
stage, frequency of drought occurrence, variation of soil rnoistr~re and so on. 

Crop Y-In order to evaluation the degree of crop drouglit quantity, 
and water shortage effect to crop yield in different volume and time, the sensitive index method be 
applied to modeling the crop yield dccreasc, which based on the crop sensitivity for water and 
drought characteristics simulating results. 

Crop hardness of drought has great difference for variety crop, and even for the same crop, the 
effect will also be not same since crop water shortage bappened in different growth stage 

Follow formula used in the sensitive index method: 

Were Y, the crop yield under actuarial water supply condition (calculating). YM, the crop yield 
under sufficient water supply condition; n, the number of crop growth stages; E;, the actuarial crop 
Evaportranspiration (calculating) i.e. the actual water supply from soil; Eh3, the maximum crop 
Evaportranspiration; A,, the crop sensitivity index to water at crop growth stage i. 

The magnitude of h reflect the sensitivity of crop to  water shortage. The value of h is determined 
from the experiment The decrease of crvp yield is ( 1  - Y / YLi), according to the value of (1 - Y 
/ YM), drought degree of crop was divided into four class: extreme drought, severe drought, light 
drought, normal. The crop yield decrease modeling provide thc reference f ~ r  drougl~t analysis and 
evaluation. 

The simulating results shows the drought simulation model mentioned above is valid. 

APPLICATION OF LIKOUGH'I SIMULATION MODEL 

In this study, drought sin~ulation model be used to modcling the process of CI-up growth, in order 
to find out the occurrence, development and mitigation process of drought, and the regional 



drought distribution in the time and space 

An Hui province in China was be selected as study area. In the area, the annual precipitation is 
800 - 1600 mm, and the precipitation are increased from north to south of Anhui. This area be 
long to three basin: Wuaihe basin, Yangtz River basin and Xi~ian Jiang basin. 

The input of si~nulation model were about 40 years precipitation and evaporation data, and taken 
the maize and wheat for study object, in order to discuss drought rule in the area according to the 
feature of water resources and climate in this area, study area was divided into 14 subarea to 
calcuIate separately. 

Analysis o f  Drought Repional Distribution : Many information were obtained from drought 
modeling, such as the frequency of agriculture drought during the past 40 years, annual water 
shortage ratio of crop, number of d rou~ht  happened in each season, water lack quantity for each 
subarea and so on. Based on the puzzle principle, lhe multi-index con~prehensive analysis method 
was be applied t o  sum up all these information, we found out druught happened rule in the area, 
and i ts temporal and spatial variation (Fig 2). 

Fig 2(a) shows, in the north of Anhui, drought happening was have high probability, second was in 
the region between Huaihe River and Yangrz River, in the Sin Anjiang basin drought happen 
chance was a few. Fig 2(b) shows drought happened in the season was of high frequency. In the 
1101th of study area was spring, in the region between Huaihe River and Yangtz River was summer, 
and there were no drought season obviously in the south of Yangtz River region 

The Simul;~tion of Droupht Dexlo~in~ in Dry Year : The drought tnodel can inodeling the 
whole crop water shortage process and the soil moisture variation process. These process reflect 
the drought occurrence, development and mitigation process, follow is example for drought 
process modeling. 

The year 1966 was a severe dry year in Anhui province, drought severe region tirst was Huaihe 
basin, second was Yangtz River basin. in this year, drought happened mainly in the summer so for 
maize, water shortage was more severe than for wheat (maize growth from June to September, 
wheat - growth from October t o  May), in view of whole study area, drought i n  Huaihe basin was 
more serious than other basin. 

The whole drought process was describe by variation of soil moisture. Fig 3 shown the distribution 
of moisture ratio it was actual soil ~noisture to crop suitable soil moisture. It reflect the drought 
devetop~nent is different duration. 

Fig 3(a) shows the inoisture ratio y distribution at March 1 and March I 1 in 1966, at beginning of  
March, there were ten subarea soil moisture ratio less than 1 .O, i t  means drouglit already happen in 
these region, only four subarea's rl~otsture great than 1.0, after ten days, soil moisture increase, 
due to rainfall, drought was I-elaxed Fig 3(b) shows drought occurrence , development process 

during the June, we can knew drought developed frclrn north to south, and drougl~t become severe 
as the time coming, th is  figure let's found out the drought development process not only in time 







but also in space. 

CONCLUSION 

To sum above mention, the application of simulation technique provide a useful method for 
regional drought study. By drought simulation, we can study the regional layout of drought region 
and drought season , providing the background data for cope with agricultural drought, 
description the regional drought occurrence, development and mitigation prociess fur special year, 
in order to understand the drought rule. Drought simulation open up possibility for agricultural 
monitoring. It is believed the technique of drought simulation will be applied for regional drought 
study widely. 
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THE APPLICATION OF MEAN VALUE GENERATION FUNCTION MODEL IN 
REGIONAL DROUGHT RESEARCH 

By Zhang Xuecheng, Engineer, Bureau of Hydrology, YRCC, Zhengzhou, China; Zhu 
Xiaoyuan, Senior Engineer, Department of Hydrology, MWR, Beijing, China 

Abstract: Drought research is am important part of floods and droughts disaster countermeasure 
research. It is of very important meaning for predicting objectively future drought events and 
carrying out relative accurate decision that simulating historical drought events and their 
evolution regular in  better approach. Based on one dimensional random process analysis pattern , 
a new concept meaning "mean value generation function " is introduced in this paper. According 
to mathematical, derivation, the mean value generation function model is established too. The 
resuit of applying this model in regional drought research shows that mean value generation 
function model could simulate and predict drought events tendency in better approach. 
Key Word: Mean value generation function, Orthogonal selection, Drought index simulation 
and prediction 

INTRODUCTION 

Disaster occurred by floods and droughts often cause considerable losses in social economics 
and human-being life. It is of very important meaning for carrying out relative accurate decision 
by the central and local governments that recognizing floods and droughts occurring regular in 
better approach. Traditional floods and droughts analysis approach often use statistic 
characteristic value tools. Up to now, there is no appIicable mathematical model. Drought events 
may form random process with extending time. Based on mathematical analysis pattern, the 
mean value generation function model is established in this paper. This model is applied in 
regional drought research, that is, severe drought events occurred in Yulin and Guanzhong 
regions of Shanxi province. The results show that mean value generation function mode1 could 
simulate and predict drought events evolution tendency in better approach. 

THE DEFINITION OF MEAN VALUE GENERATIOX FUNCTION AND ITS MODEL 
ESTABLISHMENT PRINCIPLE 

Assuming there is one dimensional random process, xctj={xl,xz,"' ,x,), where t is the time. Its 

mean value can be computed by: 

Where n indicates the sample volume. Defining mean value generation function as follows: 



Where E indicates the maximum integer satisfying ES[n/K], rn indicates the maximum integer 
no exceeding d2, that is, m=[nl2]. When n is the even number, [n/2]=n.2, when n is the odd 
number, [d2]=(n- 1)12. 
Let K=1,2;*. ,m, we can get Xi(1) ,X2(1) ,X2(2) ,X3(1) , ,Xm(i), where XI(I, is called the mean 
value of one-dimensional random process, Xzri) is called mean value generation function with 
2 interval, reasoning out the rest by analogy. As one 'basis function', mean value generation 
function may be extended periodically. So we can obtain extended matrix F: 

F=(fij)nxm (2) 
fijdwtl=X~i) 

r i  [mod(L)] f==1,2, ,n 
where f, indicate matrix elements, the symbol mod indicates congruence. 
Applying the mean value generation function, we can establish regression selection program step 
by step, orthogonal selection program, empirical orthogonal function selection program etc. The 
orthogonal selection program is chosen in this paper. It can eliminate interact between mean 
value generation function in accordance with Gram-Schmidt orthogonal operation( Fengying 
Wei and Hongxing Cao, 1990). It is advantageous to collect conveniently dominant periods items 
existed in random process and to avoid increasing linear model computation amount with 
increasing mean value generation function numbers, particularly for multi-dimensional random 
processes. 

MEAN VALUE GENERATION FUNCTION MODEL ESTABLISHMENT STEPS 

Assuming there is one dimensional random process, i.e. , x(~~={x~ ,x~ , . -  ,xn). Mean value 
generation function model establishment steps are as follows: 
1 .  To standardize original random process, that is, it can be written as X ' ~ ~ = ( X ~ ~ - X ) / O  , 
where X and o indicate the mean value and the standard error. 
2. To compute mean value generation function of xY(t), that is , to compute 5 ,  i=1,2;--,m, 
then to construct periodic extended matrix F. Here, fl has been become zero. 
3. Let f2 be the first vector for Gram-Schmidt orthogonalization, We can obtain (m-1) 
orthogonal series in accordance with orthogonalizing f3,G ,f,. &re, the m- 1 series are denoted 
by f2, f, ,fm. 

4. We can establish linear equation about x'(,) by taking f2, f3 ... ,f, as the self-variables. It can 
be written as: 

m 

Where e(g denotes pure random component. If using vector matrix symbol, it can be written as: 



X -  F $ 
nwl nx(rn-I) ( i n - 1 ) x l  

5. To solve least square estimator, that is, I$ = (F~F)"F~x. Because there are orthogonal 
relations between fi and f j .  so the covariance matrix would be diagonal matrix and fii=l f,l 2 ,  its 
inverse matrix G would also be diagonal matrix. Here, G=(F~F)" and gii=l/f,; , where g,, are the 
elements of the inverse matrix. 
6 .  To select orthogonal functions. So the coeacients of the linear model can be expressed as: 

Here, we use the absolute value magnitude of the coefficients to reflect the significance degree 
of mean value generation functions, arrange Ti from small to big with its absolute value 
magnitude, so we can take fi into equation (3) by selectmg qi fiom big to small. Then the 
numbers of mean value generation function selected by equation (3) are determined by using 
double-scoring criterion(abbreviated by DSC), that is, both h m  quantity prediction scoring 
criterion and trend prediction scoring criterion. It differs from well 'known F-test, remainder 
error sqwe accumulation criterion, prediction square accumulation criterion, AIC criterion and 
BIC criterion etc. This is a kind of transforming of the academic thought. Obviously, the 
excellent model may be chosen while DSC value becoming the minimum and Nk value 
becoming the maximum, where Nk denotes trend scoring value. 
7. To determine prediction model. Assuming the number of selected mean value generation 
function is k, so the relationship between xAct) and fict1 can be written as follows: 

where <pi indicates the i-th original coefficient, x''(~) denotes the computed value of x'~,). Trending 
mean value generation function for q steps, we can get: 

That is, the prediction result for q steps can be determined by using equation (6). 

THE APPLICATION OF MEAN VALUE GENERATION FUNCTION MODEL IN 
REGIONAL DROUGHT RESEARCH 

The com~utation of drou&t index: Here two severe drought events occurred in Ynlin region 
and one severe drought event occurred in Guanzhong region of Shanxi province are chosen. 
Their duration are from 1965 to 1967, 1972 to 1974 and 1977 to 1979 respectively. The drought 
index computation method is developed by 'Flood and Drought' editorial room set up in the 
Bureau of Hydrology, Yellow River Water Conservency Cammission. 



The formulation of the drought index is as follows: 
Let Biid denote drought index, the subscript i and j indicates year and month respectively. If  

0(,,,<CDlj),then 
B<i j)=6~[0(i j)-CDli)]/Om (7) 

If the extreme drought events occur, then Bcidl=O , SO B(ij)=4. Thus the follow inequality will be 
tenable for the general drought events: 

-6x [CDti4 em]I B(, jl<O (8) 
Where 0( ,~)  denotes the soil average moisture capacity in humid soil zone, 8, denotes field 
moisture capacity, CDU) denotes crop water requirement. And 

D(i)=fl&i,n,Tl 
Where D denotes drought severity standard, Z(i,ndenotes drought index accumulated value, T 
denotes drought continuous duration. If T exceeds 50 ten-days but qieq 2-20, this kind events 
are belonged to normal events(i.e., B>-0.5) ; If T > 50 ten-days and - 6 0 ~  Zli,q ~ 2 0 ,  this kind 
events are belonged to slight drought events(i.e. ,- 1.5<BS-0.5); If T > 50 tmdays and - 1205 Zli,T) 
~ 6 0 ,  this kind events are belonged to severe drought events(i.e.,-2.5G41.5); If T > 50 ten- 
days and qiiT) " 1 20, this kind events are belonged to exbeme drought events(i.e., B<-2.5). 
So we can get three random processes by applying above described method, that is, the drought 
index series from 1965 to 1967 and from 1972 to 1974 in Yulin region, the drought index series 
from 1977 to 1979 in Guanzhong region. Their sample volume are all 36. These drought index 
values are regarded as practical vaIues. For these three random processes, the mean value 
generation function models are established by using all the frrst 32 month drought index values. 
All the last 4 values are used to test prediction results calculated by equation (6). 

The simulation and arediction of three droughta index seriw: Firstly, according to above 
description of mean value generation function mode1 establishment steps, three drought index 
series are simulated respectively. Table 1 shows that the choice criterion of mean value 
generation function in three simulation model. For the drought index series from 1965 to 1967 in 
YuIin redon, when the step gets 6, Nk value is h m  19.5 up to 21.5 which being the maximum, 
DSC value is from 2.80 down to 2.57 which being the minimum, thus six mean value generation 
functions are chosen for taking part in the linear regression model. For the drought index series 
from 1972 to 1974 in Yulin region, when the step gets 10, Nk value is from 22.5 up to 23.0 
which being the maximum, DSC value is from 2.28 down to 2.22 which being the minimum, 
thus ten mean value generation functions are chosen for taking part in the linear regression 
model. For the drought index series from 1977 to 1979 in Guanzhong region, when the step gets 

7, Nk value is from 22.0 up to 22.5 which being the maximum, DSC value is fiom 2.87 down 
to 2.80 which being the minimum, thus seven mean value generation functions are chosen for 
taking part in the linear regression model. 

The established linear regression equations are as follows: 
For the drought series in Yniin region fiom 1965 to 1967: 

x'(~)s. -0.0000027+ 1.1 19Ofg(r)+ 1.273 1 f70)+ 1 -3 8 2 O f 1 2 ~ ~  -2.0052fj(t) -0.3932fZ(t)+l .05 59fqt) 



For the drought series in Ynlin region from 1972 to 1974: 
xA(q= -0.00000 13-t l.4643fqt)+0.83 17fi 1(0+l .O 174fqt)-0.3 025f3(t)-t0.965 7fz~I~+OO08 141; oil) 

+0.476 1 f4,,,-t0.9644fl a(,r0.3336f8(o-7.9437f15(tl 
For the drought series in Guanzhong region from 1 977 to 1979: 

x"(~= 0.00000026-0.145 1 fi~(t)+O.3265fe(~+0.53 8 5 f 1 4 ~ t ~ + 0 . 8 7 6 8 f ~ + .  1 I 58f510 
-0.5308fqt3 

The contrast results between simulated values and practical values of these three drought index 
series show that they being all very close except individual points. The evolution tendencies of 
the modeling curve and the practical curve for these three drought index series are almost 
complete consistent. The modeling average relative errors for thee drought index series are 
6.2%, 4.8% and 5.6% respectively. This shows that the application of mean value generation 
function model in region drought index series simulation being successful. 

Table 1. The choice criterion of mean vdue generation function in three simulation models 

TEP I 2 4 2 7 9 10 MRAKS 
PEMODIC LENGTH 9 7 12 3 2 5 6 4 8 I4 

DSC 2.83 2.90 2.77 2.76 2.80 2.57 2.72 2.67 2.66 2.67 Yulin 

COEFFICIENTh 23.71 19.48 18.34 17.82 17.24 15.59 14.04 13.83 13.51 12.08 1965 

Nk 20.5 19.0 20.0 20.0 19.5 21.5 19.5 20.0 20,O 19.5 - 1967 

PERIODIC LENGTH 5 1 1  6 3 2 10 4 16 8 15 

DSC 3.1 8 3.02 2.81 2.83 2.83 2.58 2.44 2.34 2.28 2.22 Y ul in 

COEFFICIENT tp; 30.16 24.66 22.06 20.11 20.11 16.93 13.29 11.22 10.17 9.41 1972 

N 1 1 .  1 .  19 9 
PERIODIC LENGTH 15 8 14 3 16 5 2 6 4 1 1  

DSC 3.60 3.14 3.09 3.02 2.98 2.87 2.80 2.94 2.83 3.06 Guanzhong 

COEFFICIENT cp; 28-96 28.14 25.60 25.53 22.08 21.37 20.07 17.46 16.92 15.28 1977 

N 1 

Secondly, the prediction results of applying mean value generation function model in drought 
index series analysis are verified by contrasting practical drought index values. Here, for Yulin 
and Guanzhong regions, three practical drought index duration are all from September to 
December but in 1967, in 1974 and in 1979 respectively. From table 2, for these three drought 
index series, the average relative errors between predicted values and practical values are 5.6%, 
4.5% and 8.7% respectively, that is, the prediction precision exceeds 90%. This shows that the 
application of mean value generation function model in region drought index series prediction 
being successfd. 



Table 2. The contrast between prediction results and practical values 

montb 9 10 11 12 
predicted value -0.48 -0.26 -0.46 -0.36 

Yulin region practical value -0.5 -0.25 -0.47 -0.32 
1967.9.-12. relative error(%) 4.0 4.0 2.1 12.5 

predicted value -0.58 -1.72 -1.66 -1.31 
Yulin region practical value -0.6 -1.8 -1.6 -1.4 
1974.9.-12. relative error (%) 3.3 4.4 3.7 6.4 

predicted value -0.0089 -0.19 -0.71 -1.1 1 
Guanzhong region practical value -0.01 -0.2 -0.8 -1.2 

1979.9.-12. relative error (%) 11.0 5.0 11.2 7.5 

CONCLUSION 

We can obtain follow conclusions with above description: 
I .  Mean value generation function is based upon the mean values of the random process, it 
can conveniently increase or decrease the length of the random process for improving simulation 
and prediction results. For analyzing the random process, establishing mean value generation 
function model is one new approach. 
2. Mean value generation function model can be applied in regional historical drought events 
simulation and prediction in better approach. 
For further research, it would be interesting to improve model structure etc. 
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CHANGING HISTORY AT ST. LOUIS- 
ADJUSTING HISTORIC FLOWS FOR FREQUENCY ANALYSIS 

By Ronald J. Dieckmann, Hydraulic Engineer, and Gary R. Dyhouse, Chief, HydroIogic 
Engineering Section, Corps of Engineers, St. Louis, MO 

&tract In 1997, the Corps of Engineers embarked on a major re-evaluation of flood discharge 
and stage frequencies along the Lower Missouri and Upper Mississippi Rivers. The first step in the 
overall study, to be completed in 2000, is to develop a preliminary set of peak discharge data that 
is relatively homogenous. This requires that the effects of known biases, like historic flood 
discharge over-estimates and reservoir effects, be removed. For this data set, flood peak discharges 
at St. Louis prior to 193 1 were adjusted downward to reflect the over-estimates made throughout 
the period when floats were primarily used for velocity measurements. Flood peak discharges 
recorded after 1 95 7 were adjusted upward to remove the partial control by flood reduction reservoirs 
which came on line throughout the period to the early 1980's. Preliminary evaluations were made 
of peak discharge frequency at St. Louis using Bulletin 17B techniques and compared to the current 
discharge-frequency estimate for a no reservoir condition. The results using the revised data show 
a varying impact, ranging from almost nothing at common frequencies to about a 10% reduction for 
rarer events. 

INTRODUCTION 

Stages have been measured continuously at St. Louis, Missouri since the Civil War. Discharge data 
are available through periodic measurements made during this period, but the published values are 
the result of a variety of measurement techniques. The Corps took most discharge measurements 
at St. Louis prior to 1931, after which the USGS fully took over this task. The methods that the 
Corps used to obtain velocity measurements varied significantly from 186 1-1 93 1. Surface floats, 
single and double floats, rod floats, and various meters were used. Meter measurements were taken 
from both floating plant, subject to water movement, and from bridges. Only after 193 1, when the 
USGS took over discharge measurements at St. Louis bridge sites using the Price Current Meter, 
have homogenous and reasonable accurate flood discharge measurements been available. Published 
peak discharges prior to 193 1 for flood events have been found l o  be significantly over-estimated 
by several past investigations.. 

Similarly, changes in the upstream watershed, especially the construction of dozens of flood 
reduction reservoirs, have also had impacts on discharges at St. Louis. The first major reservoir, Fort 
Peck in Montana, was completed just prior to World War II! but reservoirs did not significantly 
impact the record at St. Louis until the Iate 1950's. Reservoir construction continued until the early 
1980's and t l ~ e  record at St. Louis during the past 40 years includes lower flood peak discharges than 
would have occurred prior to reservoir construction. 

acts of the 1993 Flood The 1993 flood produced record flood levels throughout all or portions 
of the five Corps Districts that comprise the Upper Mississippi River and Lower Missouri River 
Basins. The Lower Missouri River extends from the most downstream main stem reservoir (Gavins 



Point) to the mouth, while the Upper Mississippi River is the entire reach upstream from the mouth 
of the Ohio River, Some locations experienced flood levels exceeding the 0.2% chance stage 
(5OO-year average recurrence interval) flood. Many questions were raised as to the frequency of the 
1 993 event, In addition, inconsistencies were noted at some locations in comparing recent flood 
records over the last two decades to the calculated stages of hypothetical floods, like the 1% chance 
event (1 00-year average recurrence interval). For example, the estimated 1 % chance flood at 
Hannibal, MO had been exceeded on three occasions from 1965-1 993, a highly unlike1 y occurrence. 
The hypothetical profiles currently in force were developed generally in the 1960's and 70's based 
on data available at that time. With the passage of time, at least 20 years of additional data, 
including the 1993 flood, is now available to reevaluate frequency profiles on both the Lower 
Missouri and Upper Mississippi Rivers. Congress directed the Corps to undertake this re-analysis 
in 1997. The initial work is aimed at developing preliminary estimates of peak discharges at all 
main stem gages to evaluate the appropriateness of the current Federal standard for frequency 
analysis: the log Pearson Type 111 distribution. This paper addresses the effort to deternine 
preliminary peak discharges at St. Louis. removing the impacts of measurement errors and 
upstream reservoir effects. 

ACCURACY OF HISTORIC DISCHARGES 

Early Work As early as 1944, it was known that a significant difference in calculated discharge 
at St. Louis existed between measurements using floats and those using meters. Field tests and 
discharge comparisons were made in 1944 of the gaging techniques used by the U.S. Geological 
S w c y  and the Corps of Engineers at St. Louis. These joint tests were performed simultaneously 
between the USGS, using the Price Current Meter suspended from a bridge (still the current standard 
today), and the Corps, using double floats and old style meters suspended from floating plant. For 
the double floats, differences with USGS results ranged from about 10% at discharges of 
400,00~500.000 cfs to over 15% at discharges of 700,000 cfs. Extrapolations to higher discharges 
found that differences would exceed 20% at flowrates greater than 850,000 cfs. In all cases, the 
double floats resulted in higher discharges. Although not tested, surface floats would likely exhibit 
even higher velocity measurements and discharges. A similar finding was made between velocity 
ineasurements using a USGS Price meter suspended from a bridge and those using Corps of 
Engineers old style meters suspended from floating plant. The Corps measurements were 
considerably higher than GS results, ranging from 4% higher at a discharge of 530,000 cfs to 15% 
higher at a discharge of 670,000 cfs. Extrapolations to higher flows again illustrated a continuation 
of this trend, with differences of 20% or more at discharges exceeding 900,000 cfs. However, the 
field tests made no recommendations concerning my adjustment of the historic record, which was 
largely the result of Corps measurements until 193 1. As a reference, a flow of about 500,000 cfs is 
roughly the bankfull capacity, while a flow of 850.000 cfs represents about a 4% annual chance 
event and is about equai to the peak discharge experienced in April 1973. The stage of 1973 event 
represented the flood of record at St. Louis until the 1993 flood occurred. 

UMK Work The subject of the accuracy of historic flow measurements was again addressed by the 
University of Missouri-Rolla (UMR) in the late 1970's as a research effort funded by the St. Louis 
District ( 1 ). Actual measurements were taken at the Chester, Illinois gage, located 70 miles 
downstream of St. Louis, with a variety of historic techniques and compared to standard USGS 



measurements taken from the nearby long-record gage site. While no great differences were noted 
for low and moderate flows within banks, important differences were found for higher in-bank flows 
and for one moderate flood. Measurements of high in- bank and flood discharges found that 83% 
of these measurements with historic methods were more than 5% higher and that 42% of the historic 
technique measurements were more than 1 0% higher (2). 

Models Finally, the physical model of the Mississippi Basin constructed by the Waterways 
Experiment Station, Vicksburg, MS was utilized in 1986-87 to evnIuate the impact of levees and 
reservoirs on flooding at and downstream of St. Louis (3). Part of the testing attempted to 
approximate the discharge of each of the two largest historic floods at St. Louis (1 844 and 1 903). 
This would be accomplished by matching about one dozen known highwater marks from each event 
through the St. Louis reach for the channel and overbank conditions existing at those times. The 
results of the testing found that highwater marks from both floods were very well matched with 
flows that were 33% (1 844) and 23% (1 903) lower than the published historic discharge estimates 
for the two floods (4). Neither historic flood was measured at St, Louis and published records 
simply represent estimates made after the 1903 flood. These findings were also confirmed through 
later analytic (UNET, (5)) modeling of the Mississippi River following the 1993 flood. 

ADJUSTMENT OF HISTORIC FLOOD DISCHARGES 

Since the comparison of USGS and Carps techniques performed by UMR generally found minor 
differences in discharges less than channel capacity and a conservative approach to adjusting the 
discharges was desired. it was assumed that flows less than the current channel capacity 
(approximately 500,000 cfs) did not require any modification (decrease). This decision left about 
one-half of the historic peak discharges prior to 193 1 (after which the USGS performed discharge 
estimates exclusively) unchanged. The greatest historic floods prior to 193 1 were the events of 1903 
and 1844, neither of which were measured at St. Louis. These events were modeled with both 
physical and analytical techniques. All models gave similar results---the published values were too 
high. The three models found that discharges of 870,OO-1,000,000 cfs (depending on the model 
used) reconstituted 1844 flood highwater marks very well, while peak discharges ranging from 
790,000-875,000 cfs hit highwater marks froin the 1 903 event. Consequently, an initial, linear 
relationship between published flood peaks and adjusted flood peaks was developed and all historic 
flood discharges from the start of record to 193 1 evaluated. This initial relationship was further 
simplified by reducing recorded flood discharges between 500,000-700,000 by 5% and discharges 
between 701,000-1,000,000 cfs by 10%. The adjustments are intended to be a conservative 
modification of the historic data; i.e., the adjusted value is likely to be t l ~ e  upper linlit of the possible 
range of the actual value. With these guides, adjustments were made to the peak discharge in 34 of 
the 72 years of record prior to 193 1.  Table 1 illustrates some typical changes to St. Louis flows. 

WSERVOIR IMPACTS 

Reservoir construction that resulted in significant impacts to tlood discharges on the Mjssjssippi 
River at St. Louis did not really begin until well after World U'ar II. Five of the six major reservoirs 
in the Upper Missouri Basin came on line in the 1 950's and flood reduction reservoirs on major 
tributaries of the Missouri, especially the Kansas River Basin, were built in the 1 950's and '60's. 



TABLE 1 
Comparison of Selected Historic Flood Discharges 

Year Published Value (cfs) Adjusted Value (cfs) 

However, these reservoirs are several hundred miles upstream from St. Louis and large uncontrolled 
watersheds enter the Missouri River downstream of the reservoirs. Estimates of reservoir impacts 
at St. Louis from these reservoirs were generally a foot or less for most floods prior to 1978. The 
structures having the most impact on flood levels at St. Louis are the Truman Dam (completed in 
1978) on the Osage River in west central Missouri and the Cannon Dam (completed in 1984) on the 
Salt River in northeast Missouri. Cannon Dam is one of four significant flood reduction structures 
on tributaries of the Upper Mississippi River and these came on line during the period from the late 
1950's to the early 1980's. Again, the other three reservoirs, in east central Iowa, have little impact 
on Mississippi flows at St. Louis compared to Cannon Dam. Due to reservoir construction at the 
time, any given flood discharge throughout the period from the mid- 1950's through the mid 1980's 
can show varying impacts from upstream flood reduction reservoirs. Only since about 1984 have 
records reflected a relatively homogenous period of reservoir effects, Precise knowledge of reservoir 
impacts is further complicated by a Iack of adequate hydrologic models to firmly establish exact 
effects of the reservoirs at downstream points. Reservoir effects can only be estimated based on the 
results of limited Missouri River modeling, limited modeling of tributary reservoirs of the 
Mississippi and Missouri, and a maximum of engineering judgement. Estimates of the reservoir 
effects at St. Louis have been made for every significant flood since 1973, but detailed modeling has 
not been performed for any flood except 1993. Detailed hydrologic and hydraulic modeling of a no 
reservoir scenario was featured as part of the Flood Plain Management Assessment Study (6 )  
performed after the 1993 flood, and these results were used as a basis for estimating the impacts of 
other events between the mid-1950's and today. Again, no adjustments were made for peak 
discharges less than channel capacity at St. Louis (approximately 500,000 cfs), assuming that locally 
heavy rainfall downstream of existing reservoirs could cause flows of this magnitude. This resulted 
in upward adjustments to 19 events from 1958-96. A simple linear relationship between channel 
capacity and the 1993 flood peak discharge was developed for existing vs. no reservoir conditions. 
An initial, estimate of reservoir impacts for each flood from 1958 through 1996 was obtained from 
this relationship and then M e r  adjusted, based on the knowledge of which reservoirs were on line 
during that specific flood year. These adjustments resulted in a no reservoir flow that was typically 
2- 15% greater than actual, except for 1993 which reflected a 20% increase. As with the previous 
adjustments for gaging techniques, these adjustments are intended to be conservative. Selected 
recorded and adjusted flows at St, Louis are shown in TABLE 11. 



Variations of adjusted flow for some events differ fiom later floods having a similar discharge, due 
to the presence of certain reservoirs which were built after the earlier flood. The detailed hydrologic 
and hydraulic modeling effort scheduled for the 1998-2000 time frame will greatly improve the 
estimates of reservoir effects on peak discharges. The figures in Table 11 should be viewed as an 
initial estimate for the evaluation of selected frequency distributions. 

TABLE I1 
Comparison of Selected Flood Discharges for Reservoir Impacts 

Year Recorded Discharge (cfs) Adjusted Discharge (cfs) 

PRELIMINARY ANALY SlS OF ADJUSTED DISCHARGES 

These adjusted peak annual discharges are part of a set of similar discharges from all long-record 
stations on both the Missouri and Upper Mississippi Rivers that will be statistically evaluated 
during 1998. About 25-30 stations will be analyzed using at least four different statistical 
distributions to determine if one is superior for the evaluation of large river systems (over 5000 
square miles). A recommendation will not be forthcoming until late in 1 998. However, a 
statistical analysis of the adjusted St. Louis discharge data was performed using Bulletin 17B 
procedures (7). The Log Pearson Type III distribution was applied to the 136 years of record, 
including the adjusted data at St. Louis, and compared to previous estimates of 
discharge-frequency under no reservoir conditions. The analysis showed little change at the 
common flood frequencies (50%, 20% chance), however, estimates of rare floods Uke the 1% 
chance were considerably lower (about 10%) than the earlier estimates . Although this 
evaluation is for a no reservoir condition, presumably a with reservoir condition might be 
expected to show a similar result. If so, discharge and stage for a given frequency at St. Louis 
may be reduced when the overall re-evaluation of the hydrology and hydraulics of the 
Mississippi-Missouri Rivers is completed late in the year 2000. 

SUMMARY 

This effort was intended to provide a preliminary set of adjusted discharges at St. Louis for use in 
statistical analysis, testing a variety of distributions. Final discharge estimates will be obtained 
through major, detailed hydrologic studies now undenvay. Annual peak discharges at St. Louis 
for floods were decreased prior to 193 1 to reflect gaging over-estimates, while annual flood peak 



discharges after 1 957 were increased to remove reservoir impacts. Preliminary analysis suggests 
that current estimates of discharge for rarer floods may be conservative. 
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A COMPARISON OF MOMENTS-BASED ESTIMATORS 
FOR FLOOD FREQUENCY ANALYSIS 

THAT INCORPORATE HISTORICAL INFORI11ATION 

By John F. England, Jr., Hydraulic Engineer, U.S. Bureau of Reclamation, Denver, Colorado; Josk D. Salas, 
Professor, Colorado State University, Ft. Collins, Colorado; and Robert D. Jarrett, Rcsearch Hydrologist, U.S. 
Geological Survey, Denver, Colorado 

Abstract: The use of historical and/or paleohydrolugic (pre-gaging station) data to extend arl cuist~ng strmmflow gagin; 
record is now an important addition to traditional Flood Frequency Analysis (FFA) methods, A ncw moments-based 
approach was recenlly developed that exploits this type of pre-gaging infr~nnation. The ExpectcJ Moments Algor~th~n 
(EMA) is a simple and eficient method for incorporating historical and paleoflood infornlntirm (Cohn et, al, 1997). This 
paper is focused on the testing of EMA by comparlson with the existing Butlerin 17B Hisior~cal (3 17H) approach. TWO 
data sets from the United States were utilized to illustr.nte and compare the two rsl~lnatiun approaches. Rzsults from th~s 
preliminary study indicate that EMA appears to be a viable alternative to cut rent procedure. frarrl an operational 
persprctive; performance was comparable for the two data sels analyzed. The Bulletin 17B document could be revised 
to include an option tor EMA as an alkrnate to the existing historical we~ghting approach: addit~onal testing a ~arranted 
to confirm these results. 

INTRODUCTION 

Flooding is a natural phenomenon that has plagued society for generstlons. Regulnto~-y agcncies in the (Jt i i t  cd States 
require the estimation of the 100- and 500-year floods to promote sound floodplain management n r ~ d  minimize Ihc risk 
to the public. The problem that the hydrologist f ~ c s  in estimarin~ the probablllr~cs of infrequent evcllts IS an inwfficlcnt 
amount of data. Approximately 20 to 50 years of discharge da~d  is available at typical stream gage sites; many areas are 
lacking stream gage data. Thus. extrapolation of the available at-site data by a factor of 10 to SC) (or grearer) to estimate 
a large return period i s  common, but is not substantiated with actual data. Risk-hsed approaches for sp~llway design 
are currently being d e v e l o d ,  and are dependent on long data records and probabilistic morlels. Hislorlcnl ,111d 

paleofloud information can significantly extend the data basr and provide confidence o n  est~tl~dtes: of extreinr eve~lts. 

A new moments- based approach was recently developed that explo~ts histocicnl and/or pnleohydrologlc (pre-gagi np 
station) information. The Expected Moments Algorithm (EMAI is a simple and efficient nietliud for lrlcorporatrng 
histw~cal and paleoflood information (Cohn et, al, 1997). This paper is focused on a simple ccrnparison of EM A with 
the existing Bulletln 178 Historical (B17H) approach (USWRC, 19823. The specific objectives of this paper are: 

( I) presentation of two sites consisfing of peA discharges with historical andlor paleoflood inforn~ation measurrd 
at (or near) the gaglng stations and discussion of data characterist~cs; 

(2) briefly outIine the theoretical differences between 5 17H and EM.4 parameter est~nwtrtln procedure\, 
(3) fit a LP-lI1 frequency function to each data set (at-site frequency analys~s), using each est~mation pi uzc~lure and 

compare results of fitting over the range of observd flood qua11 tiles. 

The Bulletin 17B Work Cruup listed some additional. needed studies (USWRC, 1982 p. 27-23) for furure work: thcy 
included a recommendation that alternative procedures for treating historic data be developed 'L'hon1:u: ( 1 98.5) re~tcratcd 
h ~ s  need for further study of approaches that use histor~cal infcamatlon. This paper diicc~l y addrewes 1 1 ~  lreatlncnt nl' 
hlgh outliers (historical information) in 3ulle;in 17B (USWRC, 1982) by comparing the existing approach wi th  a 
proposed, alternate methud (EMA). The EMA-B 17H comparlson is nearly identical lo the orig~ 1131 ,~pproach uscd for 
select~ng the log-Pearson Type I11 ILP-III) distribution for Bulletin 13 (Benson, 1968). 

CENSORED DATA EXAMPLES 

The t y p s  of pre-gaging station data that may be incorporated into flood-frequency analysis can be broadly categori7cd 
info historical data (e.g. Thomsan et. al, 1964) and paleoflood data (e.g. Jarrett, 199 1 ). In the contrx t of this paper, 
historical data is defined as events which were directly observed by humans, generally in a nun-systematic manner by 
nrrn-hydrolog~str. These events usually occtlrred and were described in some qualitative andlor quant~tative fashion pi ior 
to the systematic record. In contrast, paleoflood hydrology is the study of past or ancient floods which occurred prior 



to the time of human observation or direct measurement by modern hydrologic procedures (Baker, 1987). Thus. 
paleoflood data may be distinguished from both historical and systematic (conventional gag~ng station) flood dat n by 
lack of human observation, regardless of the time of occurrence. 

The method to incorporate pre-gaging station data into flood-frequency analysis is to consider the data to be a censored 
sample. By censored data we shall mean that, in a potential sample of size n, a known number of observations is missing 
at either end or at both ends (David. 198 1). Historical and paleoflood information i s  utilized with a systematic gage 
record i n  a censared data framework as shown by many researchers Geese, 1973; Hosking and Wallis, 1986; Stedingel. 
and Cohn, 1986; Salas, et a]., 1994; Francis et. a], 1994; and others). The data are descr~bed in  
historicallpaleohydrologic (N,) and systematic gage (N,) periods (Figure I ), where N, + N, = N,,,. The nurnber of known 
flood discharges are related to a threshold (Q,,!: the number of axceedances above the threshold for the historical ieprim) 
and gaging (e) period are estimated and summed 

(k). 
Type 1 Censored Data 

An assumption is made about lhr type of censored 
(Qo is fixed) 

flood sample (Type I or Type 11) onc has 
observed. The distinction he~ween Type I and 
Type 11 censoring is that in the former c.rtsc the .. . 

number of exceedances ( k l  is a rdnd{~m variable, M ~ M W ~ V ~ U U I  

while in  the latter ca.;c ~t is fixed in advanced - . . . . - - . - . . 

(Lendall and Stuart, 1473; Cohen, 199 I ) .  Type I born V ~ U C I  

censoring wcurs whenever ciata is censored above 
or below a known, fixed threshold (Q,,). For Type 
[ I  censoring, the threshold is assumed to be the 
randoni variable with a fixed number (k) of data 
ohjerved. 

Prev~ous investigators have made different 
assumptions about the type of censored data for 
sirnulation experiments. Stedinger and Cohn 
(1986) assumed Type I censoring and found 

T' 
historical information to be valuable in virtually ' -----"..-. J ,  
all cases considered. Hosking and Wallis (1 986) Frn . - -. . . - - . - - - - 

Nlp1 
assumed Type I1 censored data and that only the Fisllre 1 D~~~ censor,ne framework, 
largest flood was observed. Their conclusions 
were nearly opposite to Stedinger and Cohn for a 
regivnal distribution, but they acknowledge information could be useful when cst  mating three parameters of an at-slte 
distnbution. Hirsch and Stedinger ( 1  987) demonstrated that N, was the most Important factor ro estimate. Guo and 
Cunnane ( 1991) indicated Hosking and Wallis' results were due pr~tnar~ly to their Type It censoring assumption. Frances 
et. al (1994) showed that the value of historical and paleoflood data could be snlall or large depending on 3 factors:  he 
relalive lengths of N, and N,. the return period (T) of the quantile of interest, and the return period of the d~schnrge 
threshold. We are currently investigating flood recording mechan~sms to determine what type of censored data 1s 
recorded at a particular site. Preliminary screening of a 36 gaging statlon data set w~th  h~storical and/or paleoflood 
~nformatiun ~ndicates eilher assumption (Type I or 11) may apply. In addition, nlultiple censoring (more than one 
t hreshotd ) and h~nomial-ce113ured data (threshold-exceedance discharge values unknown, a special case of interval 
cenwring) (Stedinger and Cohn, I986) may be observed. Methods are needed that incorporate these potential censored 
d a ~ a  types. 

Two sites were selected to ~llustrate and compare the EMA and B 17H estimation procedurec. l31g Sandy River at 
Bruccton. Tennessee (USWRC. 1982) and Elkhead Creek near Elkhead, Colorado (Jarrett, in  revlew). Three lii<tor~cal 
floods (eprlrn = 3) were observed prior to the establishment of a gaging station (USGS Gaging Station 03606500) un 
the Big Sandy River and were assumed to be the three largest floods in a 77-year period (USWRC, 1982 Appendix h- I ). 
If this information is carrect, the sample is a Type I1 censored sample, as k is fixed. The threshold d~scharge (Q,,) was 
not specified in USWRC; a practical choice is equal to the smallest observed historic flood (1  8,500 cfs) ~f the sample 
i s  Type 11. There is uncertainty in estimating N, at this site; the historical period began at the first hislor~c flrwd 



occurrence. Hirsch and Stedinger (1  987, p. 724) B I G  ~ A ~ O Y  R I Y E R  .AT B R L I * E T O Y . T I ~ ~ ~ J S E E  

argue that this is a biased estimate and that N, 260011 
i I R Y 7 -  1911?1 

should be established on the quality of the 
historical information and not on the basis of the ::,,,, 
occurrence of the first extraordinary flood. In this 
paper, the data is analyzed assuming a Type 11 
sample (k is fixed); no additional river stage 
information was to determine if the , 
floods were observed because they exceeded ~ t o o o  

some fixed threshold (Type I), The threshold d 
d 

(Q,) was set equal to 18,500 cfs, and is about 9 ,,,,, 
percent larger than the largest flood recorded in 
rhe gaging station record (17,000 cfs). The 
historrcal per~od. based on reconnaissance-level 
historical setllement information, was estimated 
to begrn in 1860 (Figure 2); thus an additional 37 
years of historical information was included. 

Large floods on Elkhead Creek near Elkhead, 
Colorado (USGS Gaging Station 09245000) arise 
from snowmelt runoff in the upper Colorado 
River Basin. One paleoflood (eprim = 1) was 
estimated an Elkhead Creek at this location 
(Jat-rett, in review), and represents the largest 
flood in approximately 1,000 to 10,000 years in 
the 64.2 mi2 basin (Figure 3). The paleoflood 
(approximately 5,000 cfs) is 1.8 times the largest 
observed flood (2,850 cfs) in the 4 1 -year gaging 
station record. Considerable uncertainty exists in 
the estimation of N,,; the largest flood may in 
fact be the largest in the Holmene period (1 0,000 
years). For this paper, Ntot was assumed equal 
to 5,000 years. The paleoflood was assumed to 
be a Type II censored sample; with Q, equal to 
5,000 cfs. No flood information was available 
below the threshold during N,. 

Three ~mportant data assumptions were made as 
part of this study: 

(1)  discharge estimates are explicitly 
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Figure 2 Big Sandy River peak discharge dak. N, = 58  years, 
N, = 70, N,,, = 128 years, Q, = 18,500 cfs. The shaded area 
indicates censorship. 
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known;- no measurement errbrs or Figure 3 Elkhead Creek peak discharge data. N, = 41 years, 
binomial-censored data are Nh = 4959, Nl,, = 5000, Q, = 5,000 cfs. The shaded area indicates 
incorporated; censorship. 

(21 the historical period Nh is known 
perfectly, no errors in the paleoflood andlor historical record length exist; 

(3) a singtz threshold (Q,) is known with accuracy and is appropriate to describe all exceedances. 

While these three assumptions were made in this study for simplicity, they may be violated in practice. Refer to 
O'Connell et. a1 (1998, this volume) for s detailed discussion of a framework for incorporating data and model 
uncertainties. 

The addition of historical and paleoflood data to frequency analysis is an essential element to obtaining realistic estimates 
of extreme flood quantiles h e . ,  greater than a 50-year event), rather than relying exclusively on model extrapolations 
to rare probabilities. Continuing efforts in paleoflood data collection (e.g. Baker, 1987; Jarrett, 1990, 199 1 ,  in review; 



I;irretl and Costa. 1 YXX, En~cl  et. dl, 1093; Ostznaa et. al, 1996, 1997) a ~ d  hydrologists and engineers to bctter understimd 
the magnitude. occurrence, and dirtribut~on of extreme floods. A national paleohydrologic/flot,d data base la currently 
being drvclr,ped (Hlrschboek and Baker, 1997); data will be archived at the Nat~onal Geophysical I la ta  Cenler's 
(NGDC) Wurld Data Center A fbr Paleoclimat~logy. 

FREQUENCY ANALYSIS METHODS 

'l'wo prnccdures that utilize historical information to estimate the p.arameters of a Frequency dibtribution were  ompa pa red: 
the bistoricai adjustment presented in Bulletin 17B (BI7H) (USWRC. 1982) and the Expected Mnrrlents ~2lgoritlim 
(EMA) (Cohn et. al, 1997). The log-Pearson Type 111 distribution was selected as the base tload frequency ciistributiun 
to compare the two estimation procedures. Logarithms (XI, ..., X ,,,,,) of the peak dibcharges (Q ,... , Q ,,,, 1 werz f t to a 
['earson Type 111 (P-111) distribution, as recommended by the USWRC (USWRC, 1982). The P-[I1 density functuon may 
be written as: 

x-r 
(u-1) (--p where (a, p. s) represen[ the shape, scale, arid Ioc'atlc~n 

(Y) 
exP (1) parameters of the distribution. Propen~es and applic:ninns 

f (x ;a ,p ,~)  = 
P r(a) of the P-111 distribution are presented elsewhere (Bubee. 

1975; USWRC. 1982; Kite, 1988: S a l ~ c  el al, 1907). 

The B 17H historical weighting adjustment (USWRC, 1982) was designed to utilize pre-gaging information for two 
gcneral cases (Cohn et. al, 1997): (I)  a large flood occurring in a short systematic record and community knowledge that 
the flood was the largest in somc longer time period; and (2) knowledge that one or more tloods occurred prior lo 
establ~shing a nearby gaging station. Three moments, mean (p), standard deviation (a), and coefficient of skew (y) arc 
e.;t~mated from the logarithms of the observed sample (X,, ..., X,,,,) to estimate the parameters of the P-111 distribution. 

Thr f~ rs t  sample moment ( fi ), neglecting low outliers, is: 

,j = w(~xI-~c)+(~xc+~xe,,~m) (2) wlth weighting Fictol. w=- N t ~ ~  - 

w,,, N ,  -6 
(3) 

where X, represent the logarilhms of the systematic record peaks: are the logarithn~s of the systematkc peaks above 
the threshold, and q,,, are the logarithm=< of the above-threshold twtoric/paleoflood peaks. 

The R 17H procedure is bawd on the concept of a threshold (Kirby. 198 I ), similar to a Type I censored dala assumption, 
but the adjustment is not based on censored data theory. The key nssuruption is that the record is cotnplete for all floods 
above Q,, during the time pericd N,,,, (Kirby. 1979 p. c-47). The weighing factor W is used to represent the unknown. 
below-threshold values and that they follow the same distribution as the below-threshold systematic observations 
(USWRC, 1982). The B 17H adjustment, in effect, fills in the ungagtd portion of the historic period with an appropriate 
number of replications of below-threshold (Q,,) portion of the systematic record (Kirby, 1981; Thotnas, 1985). 'I'he 
twhnique is essentially the same as 3 fill-~n method used by Benson (1950) for modifying a plotting position to account 
for historical information. Lane (1987) poin~cd oul two shortcomings of this adjustment: ( I.) the assunip(1on thal thc 

systematic record is reprcscntati ve uf the entire h~storic period less the historic data; and (2) vcry little weight i s  PI vrn 
to the historic data. This second assumphon is inappropriate for long historical/paleotlood periodh in rclation to the 
systematic record. For example, based on the Elkhed Creek data, N, = 4 1,  N, = 4,959, e = 0 and eprirn = 1 . thc 
systematic record is weighted 122 tiines (W = 12 1.9) to fill in the 4,958 unobserved (censored) uhser\ntions. 

In contrast, the EMA method was developed to utilize historical and paleoflood informalion in 3 i*cnsorrJ da~:k 

tiratnework. Thi3 approach explicitly acknowledges the number of known and unknown values ;lbo\:c. a1111 below a 
threshold. Three types c ~ t '  at-site flood information are used (Cohn et. al, 1997): systematic st1 u;lm p g e  records; 
iilfor~nat~rrn about the magnitudes of historical floods; and knowledge of the number of years in  lhe li~stor~cnl period 
when no large f lwd occurred. EMA moments are presented in (Cohn et. al, 1997); the first sample women1 1s: 

EX, +Ex,,,, ,,, +<N, -epri?n)EIX, I (Xhd,,)1 where E[X,IX,<X,,] is the expected value ot il flood fi = -  (4) (X,) given that it is below the threshold (X, , ) ,  and Xa, = 
N ~ ~ ~ t  log(Q,). The tern1 is then weighled by rhe nulnbrr o i  



observal~ons (N, - epr~rn) below X,,. Cohn et. a1 (1997) present deta~ls of [he EMA iterative. snlut~on algorithm, ux of 
brnclln~~al and interval-censored data, and results horn some limtted Monte Carlo experimen~s. 

The difftrcnce between B 17H and EMA moment equations is  the treatmcn t of histvricallpvleoflood clalu. M'hile H 17H 
uses the sys~tnlatic record to "fill in" the censored flnods, EMA computes the expecta~ion for data points below the 
threshold (E[X,iX,<X,I) and weights this value by the number of censored (unknuwn) values (N, - eprim). The 
auua~piion is rnadr that the censored values arise from the same distribution as thc uncensoreJ values. EMA uses an  
iterntivt: approach 10 estimate sample moments and distributiun parameters. First, the sample moments are cornputed 
from X,. Second, parameters are estimated from previously esri mated sample momenla. Th~rd ,  new sample moments 
ar,e estimated based on the current parameters to calculate EIX,IX,<X,,j. Steps 2 and 3 are iterated until the algorithni 
converges. Thus, the method specifically ~ncorporates unkaown, below-~hreshold (censored) historical values, which 
is fundamental ty different from B 17H. 

METHODS FOR COMPARlSON 

Each estirnation method was uwd tu compute a flood discharge Oi(g fol- each observed flood (i), and each of the two 
tlood series, where T = (Iff(ii). Comparisons were made between computed flood discharges and data values 
Q,(T) for the L observed floods in each data set. This simple technique has frequently beer1 used as a bas~s for comparing 
two est~~nation methods w ~ t h  empirical data sets (Benson, 1968; Bobze and Robitaille, 1977; Raa and Singh. 1987). 

Two meaics were used to compute the relative goodness of fit between colmputrd discharges 01(T) and data values 
Q,iT,: a mean, absolute relative deviation A R D  and a mean squared deviation MSD, where 

1 1 
-2 I qi(n 1 (51 MSD = -&:(T) (6) and 4. = 

O ~ T ) - Q ~ ( ? ~  
I. r L T ' ' ~ , ( n  (7) 

The hbitistics ARD and MSD are objective indexes of the goodness of tit of each method to sample data, throughout the 
recurrence intervals of interest for flood analysis (Bobee and Robitaille, 1477; Jain and Singh, 1987). Slnce one is 
interested in the performance of the estimation procedure to fit the extreme events on record as well, ~ w o  additional 
comparisons were tnade: (1) q, for the largest observed floud was used as a basis for comparisotl; and ( 2 )  ARD and MSD 
wcrc estimated for the k largest floods. Probability of excerdance estimates F(i) for the data values were compured via 
a Type 1 exceedance-based plotting position (Hirsch and Stedinpr, 19871, with the distribution coefficient alpha (a) set 

equal to 0.4 as recommended by Cunnane (1978): 

i-k-u 
i = k + l  ....,g 

s-e+ 1 -2a 

DISCUSSION OF RESULTS 

The results of the EMA-B 17H a v e r d g  relative devialion (ARD) con~parison for the two sites arc presented in T;l biz 1 .  
The number of observeti floods (L) and number of threshold exceedance floods (k)  are listed for cach location. The 
edirnntion inethod that corresponds to the low[ v d u e  for ARD I <  ~{osidered best. Although not shown. similar results 
were obtained for the mean squared deviation (MSD) metric. Pcrforn~ance is nearly identical in terms uf tittltlp observed 
floods on the Big Sandy River for both estimation methods. These resul tv are illustraled in Figure 4, where the EMA 
~ n r l  B 17H frequency curves are indistinguishable. For Elkhead Creek, the estimation methods were nearly ident~urll for 
the range of I, observations. Frequency curves for Elkhead Creek are shown 1n Figure 5. The ii'cibull and Hil/.cn 

plot! ing position parameter values (a = 0.0 and 0.5. respectively) were used to estimate different Fti) values for each data 
set tu determine the effects of a plotting position on the results. 11 was fuund that the chuicc of a had no eltect on the 
re\ults for the two data sets cons~dzred here. For ease of comparison and simplicity, regional coefficient of skew and 



low outlier adjustments were not considered here 

Data Set 

Big Sandy River 

Elkhead Creek 

The descriptive ability of the method to match the 
extreme event of record and the above-threshold 
floods is of interest, in  addition to matching the 
range of quantiles as discussed above. Benson 
(1968) suggested future work be conducted to 
handle 'outliers' or rare events. He cautioned 
(,19hP. p. 904) that "in any case, any major 
modifications ... would have to meet the test of 
conforming to the data satisfactorily". The 
relat~ve deviations for the return period of the 
largest flood q,(Nmax) and for the k above- 
threshold floods for each data set are shown in 
Table 1. Here EMA performs nearly identically to 
B17H for the Big Sandy River, and better than 
B17H for Elkhead Creek; MSD results were 
similar. The results may be significant depending 
on the site, as B 17H underestimated the maximum 

W M  w w w % 1 * 1 * * 1 * 1 r n  l o  r I I U J  

peak at Elkhead Creek by over 25 percent. While ~ ~ A P - ~ ~ ~ ~ Y W  

discharge measurement and dating errors were not 
considered in the estimation procedures, these 
results should still apply if the value is near the figure 4 Flood frequency analysis probability plot for the Big 
median estimate. Sandy River. 

Table 1 ARD comparison results 

EMA performed equally as well or slight better 
overall than B 17H for the two data sets and two 
metrics considered. Based on the data and 
comparison presented in this study, EMA 
performs comparably to the existing B17H 
approach for the range of quantiles considered, 
and may provide a better f i t  to the extreme events. 
The effects of the distribution (LP-111) assumption 
were not considered in this paper; based on 
Figures 4 and 5 the distribution appears adequate. 
Testing of the two methods to fit 34 additional 
data sets, in  order to better confirm these results, 
is ongoing. 

Thomas (1985) raised concerns about potential w I I *0 *I I m 1 3 1 9  v rn I" 1 T I  I*< I,, 11111 

computational disadvantages with alternate ~ o l u s ~ ~ ~ n m s b r r * i n ~ . 7 ~ ~ w  

approaches such as censoring theory, and that 
they must be weighed against any improvement in Figure 5 Flood frequency analysis probability plot for Elkhead 
accuracy. The censored data EMA i s  an iterative Creek, 

No. 
observations 

(L) 

60 

42 

Abovethreshold 
floods (k) 

3 

1 

ARD 
(L observations) 

EMA 

0.036 

0.058 

B17H 

0.037 

0.048 

ARD 
(Max observed) 

EMA 

0.084 

0.038 

ARD 
(Largest k) 

B17H 

0.096 

0.258 

EMA 

0.044 

0.038 

B17H 

0.052 

0.258 



solution. For the two data sets allalyzed as part of this paper, the number of iterations for solution convergence was 6 
and 36 for the Big Sandy River and Elkhed Creek, respectively. On an Intel 486 PC processor and MS-DOS operating 
system. individual data set run times were 5 seconds on average. EMA computatianal disadvantages, as compared to 
B 17H. are negligible for these data sets. 

The following conclusions are made for this study: 

Theoretic_alDIfferences: Whrle both BI7H and EMA are moments-based estimation procedures, histor~cal and 
paleoflocd information are used differently in each method. 3 17H was developed to address two specific community 
flood cases. 1t has two fundamental flaws: the "ill-in " method for censored dam may be inappropriate for long records; 
and the method was not designed to incorporate the types of threshold-exceedance information now available such as 
interval censoring, EhlA is more flexible than B17H as it was designed to incorporate the types of information currently 
be~tlg obtained. The EMA threshold~xceedance framework is an efficient way to utilize historical and paleoflood data. 

Data Camparison: Two metrics of comparison (ARD and MSD) were used to demonstrate that EMA is an equal or 
better at-site estimator than 01713 for the two data sets. quantile range and distribution considered in this study. EMA 
mnrginaIly ourpcrformed I3 11H in estimaling the maximum flood at each site. 

Results t-ri~m this study indrcate that EMA appears to be a viable alternative to current B 17H procedures from an 
operaticlnal perspective, and performed equally or better than the existing approach for the two data sets analyzed. We 
are encouraged by the results shown here. As EMA is  moments-based, it is consistent with the Bulletin 17B gu~delines. 
The Bulletln 173 docutnent could be revised to include an option for EMA as an alternate to the existing historical 
weighting approach; additional testing is warranted tcl confirm these results. Further testing of these two methods by 
iitting to 34 additrot~al clata sets and monte cnrlo simulation is ongoing. 
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Abstract 

Disasters caused by extreme hydrological events have been a major 
t h r e a t  ever since the first human appeared on earth. Numerous 
human struggles against disasters have been documented in 
historical records s i n c e  B i b l i c a l  times. In today's highly 
developed society, the potential losses due to a major disaster 
are tremendous. As alternatives to counter such disasters 
increase, public tolerance for such disasters decrease. I n  this 
paper, based on t h e  author's experience in working with the 
Federal Interagency Committee on Natural Disaster Reduction of 
the U.S. National Science and Technological Council and 
elsewhere, we address the following top ics :  (1) i n -dep th  analysis 
of the problems and issues, ( 2 )  examination of the needs f o r  
modernizing existing mitigation measures, and ( 3 )  some 
cost-effective methods for conducting f u r t h e r  studies. 

This paper will underscore the fact t h a t  hydrological disaster 
reduction problems are interdisciplinary. Their ultimate 
solutions will require close cooperation of scientists, 
engineers, policy makers, and the public. We hope the 
conclusions of this paper will help reduce the uncertainty in 
estimating floods and provide t h e  impetus for f u r t h e r  research. 

Hydrological disasters, no matter how violent ,  need not cause 
major damage. Loss of lives can be prevented and economic impact 
minimized if a decision maker is provided with accurate p r i o r  
information on major disaster characteristics, such as the  
magnitude and arrival time of t h e  disaster and its potential 
damages. Therefore, prediction is very important to the success 
of disaster reduction. 

At present, hydrological disaster reduction is not an exact 
science and it is still in a developmental stage. In spite of 
the many great  achievements and advancements by scientists and 
engineers, disaster reduction remains highly subjective. It 
involves risks and uncertainty, and currently depends primarily 
on professional judgments. 



Urncertainty and risk are closely related and are often used 
interchangeably. However, there are differences. For example, 
risk is predictable and uncertainty is not. Risk is the 
probability of an undesirable event. Uncertainty is the event to 
which risk cannot be predicted, Thus, when r i s k  is zero, the 
event is certain and when risk is infinity, the event becomes 
totally uncertain, 

There are several types of r i s k .  They include socioeconomic, 
hea l th  related and technology induced risks. Due to page 
limitation, this paper is limited to the  discussion of technology 
induced risk. 

ANALYSIS OF TECHNOLOGY INDUCED RISK 

We discuss below f o u r  aspects of technology induced r i s k :  the  
complexity of disaster characteristics, complications created by 
human interventions, inadequacy of exiting technologies and most 
importantly the lack of adequate data. For an easy 
demonstration, this paper has chosen the  analysis of flood 
disaster reduction risk as an example to explain the complex 
problems and issues involved. 

1. Complexity of Flood Characterization 

The complexity of floods makes them very difficult to 
simulate and predict. They are complex because they are trinary 
and multidimensional: 

- Floods are multidimensional because they are  defined by 
either magnitude (discharge or stage), velocity, timing, 
duration, frequency, two-phase flow, degree of hazard, o r  
a combination of these terms. 

- Floods are t r i n a r y  because they are products of three 
major factors ,  namely meteorologic, physiographic, and 
human intervention. These factors are closely 
interrelated. 

The meteorological factors which influence flood flows in 
large rivers are the intensity, amount, and distribution of 
precipitation. The physiographic f ac to r s  which influence floods 
can be divided into two major categories: basin characteristics 
and channel characteristics. 

The basin characteristics are the s i z e  and slope of drainage 
area, permeability, land coverage and uses, and groundwater 
conditions that directly affect the flood run-off from the basin. 
The channel characteristics are the geometric and hydrodynamic 
properties of the channel that control the movement of flood 
waves. 



2 .  ~omplications Due To Human ~ntement ions  

Flood characterization is f u r t h e r  complicated by human 
interventions that may significantly modify the flood's complex 
nature previously discussed. Human interventions are of two 
major types:  

a. Beneficial Actions - Flood Control and Mitigation 

Generally, these measures are divided into two 
categories, engineering and administrative. The major 
engineering measures involve the construction of reservoirs to 
store floods, the building of levees to confine floods and t o  
divert f l o w 8  to minimize flooding, and the forecasting of floods 
to issue warnings. Administrative measures involve the zoning of 
floodplains and issuance of flood insurance. 

b. Hazardous Intervention 

Since 1936, the United States government has spent more 
than 13 billion dollars on flood control .  Despite this vast 
governmental effort in flood con t ro l  and floodplain management, 
the average annual flood loss in 1984 dollars, not counting death 
and suffering, has increased from less than 100,000 do l l a r s  at 
the beginning of the cen tury  to more than 3 billion do l l a r s  in 
1984. The upward t r e n d  in flood losses is due not only to 
greater amount of floods but also to increased human encroachment 
onto t he  floodplains which are supposed t o  convey excess water 
dur ing  floods. 

3 .  Inadequacies of Existing ~echologies  

a. A Review Of Existing Flood Prediction Techniques 

Presently, there are three frequently used inflow flood 
predicLion techniques: probable maximum flood (PMF) approach, 
frequency analysis, and peak flood envelopment. All these 
techniques have been discussed elsewhere (Fan, 1990) and will not 
be developed fur ther  here. 

The problems of flood prediction can be best i l l u s t r a t e d  
by t w o  case studies in the  United States. One study is the 
probabilistic analysis of t h e  annual peak floods of the Pecos 
River near Cornstock, Texas, for the 53-year period from 1901 
through 1954. In 1954, the Pecos River had a flood that was 8 to 
9 times higher than any previously recorded. 



The second study is the  PMF derivation fo r  the  
northeastern United States. The National Weather Service ( N W S )  
in its 1956 Hydrometeorological Report (HMRI No.33, estimated t h e  
probable maximum precipitation (PMP) f o r  a 24-hour duration, in a 
200 square-mile basin of the Deerfield River to be 19.2 inches. 
Using the Corps of Engineers HEC-1 computer program, the PMF was 
estimated to be 2 4 8 , 7 0 0  cubic feet p e r  second I c f s l .  I n  1978, in 
i t s  HMR-51, the NWS upgraded its previous PMP to 2 2 . 5  inches. As 
a result, t he  PMF was increased to 277,500 cfs. 

b. Predicting Floods for Multiple Reservoir Systems 

The estimation of design floods for each reservoir in a 
multiple reservoir system where the  reservoirs are located in 
series, parallel, or both w i t h i n  the same basin should be 
performed systematically from the most upstream reservoir toward 
the downstream reservoirs. In a multiple reservoir system, the  
f a i l u r e  of a reservoir upstream by i t s e l f ,  may have very l i t t l e  
impact immediately downstream. However, a breach flood may 
induce an unexpected sudden increase in flood flow and siltation 
to the next reservoir and this, in turn, may t r igger  a chain 
reaction of f a i l u r e  of one or more of the reservoirs downstream. 
Such an event would then have the potential to produce a much 
larger  amount of damage. 

c. Inundation Analysis 

For water resources developments, the two phases of a 
reservoir failure inundation analysis involve the evaluation of 
breach parameters and determination of inundation boundaries by 
channel routing. This is accomplished by rou t ing  the floods from 
the reservoir through downstream channel to define the m a x i m u m  
water surface elevation on both sides of the channel on 
topographic maps. The end products will be utilized to determine 
t h e  adequacy of floodwater disposal and to make a hazard 
evaluation. 

d, Downstream Flood Hazard 

Generally, downstream flood hazards can be estimated by 
either visual inspection or numerical modeling of a dam breaching 
flood. A dam breaching flood is determined primarily by the dam 
failure outflow hydrograph and characteristics of the channel 
downstream. 

e .  Upstream Hazards 

Upstream from the dam, flood hazard may sometimes become 
dangerous when the fast-rising backwater inundates densely 
populated or extensively developed areas. Also, the d e l t a  
formation caused by reservoir sedimentation may raise the nearby 
groundwater table during floods. 



f .  Sedimentation Hazards From Dam Breaching 

When a dam f a i l s  suddenly, a high-speed flood wave moves 
the sediments accumulated in the reservoir i n t o  the flood p la in  
downstream. The flood usua l ly  carr ies  a large amount of 
collected sediment and debris as it sweeps the channel. Often, 
the swift current may wash away homes and destroy other 
properties. In rural areas, crops and livestock are frequently 
destroyed. Flooding may cause erosion in some areas and 
siltation in others. 

g .  Complications Arising From Special Nonpoint Interventions 
and Interaction with Natural Systems 

- Global changes 

- The effects of development of upper land on flood 
peaks 

- The effects of land erosion on resenroir siltation 
(loss of storage) 

h .  Invalidation of Major Assumptions Embedded in Models 

Human intervention and other factors previously discussed 
may at times invalidate key assumptions (linearization, data 
homogeneity and randomness, etc.) embedded in conventional 
disaster mitigation models and techniques. 

In short, hydrological modeling techniques are still in a 
developing stage. They are not  accurate and are at best 
approximations. For a complex hydrologic disaster reduction 
application, one has to make numerous simplifications and 
assumptions, such as linearity, homogeneity, randomness, etc. 

4 .  Lack of Adequate Data 

Data ia an essential part  of our life. For engineers, 
adequate hydrologic data are important for successfu l  planning, 
designing, and operation of any water resources development. For 
modelers, data are critical in developing models. For model 
users, data are absolutely essential for calibration, 
verification, and the sound utilization of the models. 
Unfortunately, in the field of flood disaster reduction, the data 
we need are often nonexistent or not readily available. 
Therefore, we usually have to collect a great deal of f i e l d  data. 

In general, the inadequacy of data invalves the lack of 
either or both quantity or quality of data .  Data quantity and 
data quality problems are closely related and are usually treated 
together. The major categories of data problems are: 



(1) monitoring; ( 2 )  sampling; ( 3 )  uncertainty and errors; (4) 
database management; (5) treatment, analysis, and interpretation; 
(6) processing, transmission, and diseemfnation; and ( 7 )  
presentation. Each of these categories of data problems may 
involve one or more elements of uncertainties. 

To illustrate the  nature of the data problems, the issue of 
uncertainty in data monitoring is discussed below. In practice, 
since t h e  data we need are often nonexistent or not readily 
available, we usually have to collect a great deal of field data 
ourselves. But data  collection can be complex, expensive, and 
time consuming. Therefore, in resolving data problems, we o f t e n  
need to determine the worth of data by balancing t h e  need, 
accuracy, and cost-benefit ratio of the plan.  Sometimes, f o r  a 
small project ,  it may not  be economically j u s t i f i e d .  

a. In designing a data monitoring program, the following 
questions must be addressed: 

i) What parameters must be monitored? 

ii) What gages or instruments should be used? 

iii) Where should the gaging station be located and how 
many gages do we need at each station? 

iv) H o w  many stations are needed, how should they be 
distributed, and how should they be operated? 

The answers to these questions are not easy. They vary 
from problem to problem and are site-specific. In addition, the 
answers depend primarily on how well we understand the 
characteristics of the problems. Other critical factors involve 
the local environment, economics, and budgets. 

b. Additionally, we often do not know exactly how to select 
the parameters that describe the phenomena or how to accura t e ly  
measure the parameters once we select them. For example, channel 
roughness is one of the most important parameters in stream flow 
and sedimentation studies, but there is no accurate way to 
account for its true value.  

c. For flows in a fixed-bed channel, channel geometry is a 
random variable in a spat ia l  domain, independent of the flows. 
In an alluvial channel, however, the problems become much more 
complicated as channel geometry is random in both the  spa t i a l  and 
the  time domains and interacts  continuously with random flows. 

Therefore, the best we can do is to approximate a time and a 
spatial variable average through indirect means, using known 
values of channel geometry and flow characteristics. 



111. CONCLUSIONS 

We present the  following conclusions in the hope that they may 
induce greater awareness of this sub jec t  and of the complications 
associated with these problems. 

1. Hydrological disaster reduction is essential to the 
development and management of our nation's water resources. 
To reduce natural disasters, advanced knowledge of t h e  
characteristics of the disaster and the risk of their 
occurrences are essential. 

2. Hydrological disaster is very hard to characterize because it 
is a product of many interrelated factors  and can also be 
defined in many ways, 

3 .  Predictions made using different analyrical approaches, or 
even the same techniques applied by different persons, can 
yield significantly different results. 

4. Disaster prediction research is a complex, dynamic, 
multidisciplinary, and multidimensional undertaking. It 
requires an understanding of the underlying physics and 
mathematics. Moreover it requires practical experience in 
many different disciplines, including meteorology, hydrology, 
hydraulics, environment, floodplain management (hazard 
evaluation, risk assessment), economics, and others. 

5 .  Human intervention may at Limes invalidate key assumptions 
(linearization, data homogeneity and randomness, e t c . )  
embedded in conventional disaster prediction techniques 
previously discussed. 

6 .  Data accuracy and timely dissemination are keys to t h e  
success of disaster prediction. State-of-the-art 
technologies can improve data monitoring and more quickly  
disseminate information. 

7. In data collection and modeling, we may never know che true 
values we are seeking, since we do not  truly understand the 
natural phenomena, Under these circumstances, we should only 
expect to obtain approximate values. 

8. A common national disaster data bases should be developed 

9 .  Disaster reduction remains highly subjective. It involves 
risks and uncertainty, and currently depends primarily on 
professional judgments. 

10. Disaster reduction problems are interdisciplinary. Their 
ultimate solutions will rewire close cooperation of 
scientists, engineers, policy makers, and t h e  public. 
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EYDROLOGTC MODELING OF TYGART LAKE 
FOR 

DAM SAFETY ASSURANCE EVALUATION REPORT 

James A. Kosky, P.E., Hydraulic Engineer, U.S. Army Corps of Engineers, Pittsburgh 
District, Pittsburgh, Pennsylvania 

Abstract: This paper discusses the hydrologic modeling effort of the Tygart River Lake for use 
in preparation of the Dam Safety Assurance Evaluation Report by the U.S. Army Corps of 
Engineers - Pittsburgh District. Extensive modeling was performed to analyze past flood events, 
including the Standard Project Flood (SPF), Threshold Flood (TF), Probable Maximum Flood 
(PMF) and various percentages of the PMF. The PMF was developed using current methods and 
compared to the original spillway design criteria. It was determined that the dam could not safely 
pass the PMF and some type of modification would be required. 

INTRODUCTION 

The Tygart Dam Project was authorized by the Rivers and Harbors Act of August 1935 as a 
navigation project and directed the Corps of Engineers to be responsible for the project. Tygart 
Lake is located in the northern part of West Virginia near the City of Graflon. The dam is a 
concrete gravity section type with a top length of 1,921 feet. The abutment section rises to a 
maximum height of 234 feet above stream bed. The outlet works consist of eight conduits 
controlled by two 5'-8" x 10' slide gates. The spillway has a crest length of 489 feet and is an 
uncontrolled concrete ogee type with st crest elevation of 1167 feet above National Geodetic 
Vertical Datum (NGVD). 

The Tygart River originates in the mountainous region of northeastern West Virginia. It follows a 
long and sinuous course for approximately 1 13 miles and averages a slope of about 13 feet per 
mile. The tributaries are very steep and have average slopes greater than three times the main 
river channel. It joins the West Fork River to form the Monongahela River at Fairmont, West 
Virginia. The Tygart Dam is located approximately 23 miles upstream of the mouth of the Tygart 
River. The total drainage area upstream of the dam i s  I ,  184 square miles. The Tygart dam basin 
is elliptical in shape with the north to south axis approximately 65 miles in length and the east to 
west about 25 miles wide. 

The Tygart Dam is hydrologically and hydraulically deficient because it will not pass the Probable 
Maximum Flood without overtopping the dam. This discussion will summarize the methodology 
used in analyzing Tygart Dam for this hydrologic deficiency. Figure 1 shows the general location 
of Tygart Lake. 

PAST FLOOD EVENTS 

The November 1985 "Election Day" flood was the flood of record and provided the highest 
maximum elevation, runoff and pool storage recorded at Tygart Lake. The flood was caused by 
the remnants of Hurricane Juan which produced 6-7 inches of rainfall over three days in the 



Tygart River basin. Tygart Dam used approximately 84% of it's flood storage capacity and the 
lake level came within 9 feet ofgoing over the spillway. This flood was estimated to be greater 
than the 200 year return frequency event. 

The June 1972 flood resulted from Tropical Storm Agnes and was the second highest maximum 
pool consuming approximately 78% of the flood storage capacity. The November 1985 and June 
1972 floods along with the floods of July 1958, March 1967 and a more recent flood of Februarqr 
1994 were analyzed and used in caIibrating the hydrologic model. 

HYDROLOGIC MODELING 

A hydrologic model was developed using the rainfall-runoff model, HEC-I, developed by the U. S. 
Army Corps of Engineers Hydrologic Engineering Center. A six hour unit hydrograph at the 
Tygart damsite was developed using past storms including the August 1 945, November 1949 and 
October 1954 events. After the hydrologic model was calibrated, the floods were routed through 
Tygart Dam using the existing Reservoir Regulation Plan. Model results compared well to actual 
data. 

The hydrologic model was then used to analyze the Standard Project Flood (SPF) ,  Threshold 
FIo4 (TF) and the PMF. The SPF hydrograph was computed using the U. S. h y  Corps of 
Engineers Engineering Manual (EM- I 1 10-2- 14 1 1 ) -"Standard Project Flood Determinations", 
March 1952. It was deterrninedthattheTygart Damcould pass theSPF. 

The Threshold Flood hydrograph was computed using the methods outlined in the U .  S.  Army 
Corps of Engineers, Institute of Water Resources "Guidelines for Evaluating Modifications of 
Existing Dams Related to Hydrdogic Deficiencies." The threshold flood is defined as 'that flood 
that results in a peak reservoir water surface elevation equal to the dam crest less the appropriate 
freeboard." Therefore, this is the determination of the inflow event which exceeds the design 
criteria of the dam. The TF was computed as 77% of the PMF and 3 plot is shown in Figure 2. 

The Probable Maximum Precipitation (PMP)  was developed using the National Weather Service 
Hydrometeoro~ogical Reports m) No. 5 1 and No 52. HMR No. 5 1 provides area-avcraged 
Probable Maximum Precipitation (PMP) for the United States east of the 105' meridian HMR 
No. 52 provides a procedure for distributing drainagc area averaged P W  amounts from the 
storm areas using the PMP in HMR No. 5 1. The inflow hydrograph for the PMF was calculated 
using the HEC- 1 model and distributing the PMP storm rainfall estimates over the Tygart Lake 
basin. The PMF inflow was computed to be approximately 398,000 cubic feet per second (cfs) 
and was routed through the reservoir outlets to establish a peak pool elevation of the PMF. 
Figure 3 is a plot of the PMF inflow hydrograph used in the analysis. 

A sensitivity analysis was done to check [he validity of the unit hydrograph developed hy 
increasing it by 25% and 50% of the PMF and adjusting the volume to see the effects of the peak 
PMF elevation. Thc procedure i s  a check to see the stability of the unit hydrograph and showed 
an insignificant change in the PMF elevation when increased by these scenarios. 



For the evaluation of the hydrologic deficiency at Tygart Lake, each flood condition was assumed 
to be composed of two flood events, an antecedent event and a main flood event. The initial 
water surface was determined by using a 30% of the main flood with a 3-day dry interval as the 
antecedent event as based on a NWS study of the Ohio River basin. The PMF was routed 
through the dam based on this antecedent event. The peak PMF elevation was computed at 
approximately 1 198.0 feet above NGVD or about 4 feet above the top of the dam. As a result of 
this analysis, modification of the project is required to enable it to safely pass the PMF event in 
accordance with current hydrologic and hydraulic design criteria. 

A NWS computer model, DAMBRK, an unsteady flow dam break model, was used in the 
hydrologic modeling to determine flood elevations at the downstream communities. The PMF 
and a hypothetical dam failure scenario was routed through the reservoir and inundation maps 
were developed illustrating the effects of with and without dam failure conditions at downstream 
points. This information was used to determine the potential loss of life and economic losses and 
to compute benefits provided by various modification alternatives investigated. 

CONCLUSIONS 

The PMF inflow hydrograph was used in analyzing various alternatives to enable the dam to 
safely pass the PMF. The six alternatives studied were the do nothing; use existing penstocks; 
construct auxiliary spillway; lower existing spill way; adding a pier and two rubber dams; 
overtopping; and raising the dam. The overtopping alternative was chosen after detailed analysis 
of all alternatives. The U. S. Army Corps of Engineers Waterways Experimental Station (WES) 
was contracted by the Pittsburgh District to build a prototype model and design the overtoppinig 
alternative. Results of the model have been completed and will be used in the final design. The 
extensive hydrologic modeling effort provided the information necessary to evaluate all of the 
alternatives and the basis for analyzing the safety of Tygart Dam. 
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INTRODUCTION 

The fact Ihst prccipitation records are in many instances longer, more accurate, and more readily r r g ~ o n a l ~ / c d  than 
flood discharge records has ~aol~vnted the development of methodologies for incorponling the hydranlztc~irolog~cd 
information ~ n t o  flood Frequency atlalysis. In particular. those descr ih l  bq; Gurllor and Dubond ( 1 9 ~ 7 )  and 
iYughetlmr t.r a/. (1 996) involve assumptions regarding the relationship between ra~nfall depths and flood volumcs 
under extrcme conditions. which are crucial for transferring the hydrometeorological information 10 flood 
frequency culves. Thcse assumptions. common to both methodologes, are va l~d  for rainfall probab~lity 
distributions showing asymptotically exponential-like upper-tails and were Introduced by Guriiot and l)ubar~J 
(1 967), as pafl of the so-called GRADEX method far flood frequency analysis. 

The main objectives of ths paper are : (a) to descrtbc a mathemat~cal rnodel for the relationship between rainfall 
depths and flood volumes under the assuinptions of GEIADEX-bascd tnethodologes; @) lo fit it to extreme events 
ta 3 given watershed, which have been obta~ned b? using a calibrated hydrological mode1 to simulate s tor~t~s  
transposed to thc area; and (c) to pcrform a sensitint) analysis on thz parameters of the mathematical relat~onship 
bcrwccn rainfall and flood volumes. Thc paper is orgnrlizcd as follows A short description of the GKADEX 
method and the formulatio~l of the mathematical rclalionskip beween ra~nfall and flood volurnes are prov~ded in 
lhc ncst two sections. Further, the model is applied to the Blue rive1 basin, localcd in southeastern Oklahoma, 
folloned b~ an analysis of the application results. Conclusions are pven in the final sect~on 

THE GRADEX METHOD 

The GRADEX method - gradient of extrcrne values - was developed by the French eleclncal company " E I e c t r ~ c ~ t ~  
de France" and was first described b! Gulllot and Duhand 119671 The GRADEX nlclhod aims to extrapoli~~c the 
flood volume frequency d~strtbution uslng runfall and is based on simple physical wid stabst~cal assumptfotls 
The first assumpti011 rcfers to the relationship between rainfall and runoff volumes, as so11 mo~slure storage 111 tlw 
watershed approaches aturatton. It is assumed that at saturation conditions, any incrcase 01 rainfall volurnc rcnds 
to produce an cqun'alent Increase of nipoff volume. The second assumption refers to the upper la11 of the r a ~ t ~ 1 I 1  
volume distribution. wh~ch is assunled to be a simple decreasing exponential function of the form 

1 - F ( p )  = exp -- 

where the positive constants k' and a are the location and scale parameters, respectively. Thcse are estimated by 
fitting a distribution that asymptotically exhibits an exponential upper tail (e, g. Gumbel. Gamma, or Log-Normal) 
lo rainfall maxima. Combining these two assumptio~is causes the upper tall of the flood volume distribution to bc 
esponential with the same scale parameter a (the GRADEX parameter) as the one estimated for thc upper tail of 
the distnbution of rainfall volumes. 

Let P, denote the maximum rainfall depth (for a specified dumlion dl over a watershed in a given month. season, 
or year Thc duration d is usually specified as the average time-base of the watershed. estimated from obsewed f l o ~  
lnfdrogmphs. Let X# represent the flood volume (for the same duration d), associated with P,, and let R, be thc 
"mt~otf dcfic~l" dcfined by R, -P,-X,. Figure 1 shows a schematic plot of X versus P. The polnts (I',X, ) are all 
b c l o ~  ttlc Line ,Y = P . with the exception of a few relati\ el! low values of .Y .ruR~ch have been affected by snowmelt. 
The values of R depend on many interdependent factors such as the antecedent soil moisture conditions. thc 
groundwater storage, and the spatio-temporal distribution of rainfall over the basin. In the GRADEX mclhod. R 1s 
treated as a random variable with distribution Funct~on, conditioned on P, characterized in F ~ p ~ r e  1 by hypothetical 
quanlilc cuwes Thc first assumption of the GRADEX method imposes these quantile curves tcnd asyn~plolical l y  



Figure I - Schematic Relationshp Between Storm Ranfall ( P ) and Flood Volume ( X ). 

10 be parallel to the line X=P as the watershed approaches saturation. The position of each asymptote depends on 
the basin initial conditions; for a given value of R, the quantile curves will become parallel to X = P morc rapidly 
in a wet terrain than in a dry terrain. In other words, the cumulative distribution function of R, conditioned on P. 
tends to have a stable shape and a constant variance for P > pg . 

The plane defined by tht: points (Pi  , X, ) in Figure 1 may be divided in two domains : 
Dl. defined by all points P<p* and X-o , where the probability distribution of R depends on P: and 
D2, region where the quantile curves are parallel to the line X=P . 

Let f Ip), g (x ) ,  and h (r) represent the probability density hnctions of P. A; and R respectively. The densitj 
function ofX may be written as 

m 

R(x)=I  f (x + r )  ( r ) h  
0 

(2) 

where h + (r) is the conditional probability density function of R given Gl+R). In the domain D2 it is assumed 
that the hstribution of R no longer depends on P, or in other terms, h ,V + R (r)  becomes h ( r )  and equation (2) may 
be rewitten as 

The second assumption of the GR4DEX method refers to the upper tail behavior of the cumulative distribution 
functiorl F @), which is assumed to tend asymptotically to an exponential-like tail 

1 - ~ ( x  + r ) r  ex-  (4) 

where the lwation parmeter K is a positive constant and the scale parameter n is referrcd to as the ranfall 
GRADEX parameter. In this case, the density f @) becomes 



Substituting this expression in Equation (3) it follows that 

(x) f ( x )  J ~ X P  - - h ( r )  dr 
0 3 

In this expression, the integral is definite and equaI to a positive constant less than or equal to 1 ,  Assuming ths 
constant as being equal to exp (-rU I a), it follows that for large x 

P (1) = f jx + r,) (7) 
Therefore, the probability density function g ( x )  in domain D2 is deduced from J (p) by a simple translation of the 
quantiQ ro on the variable axis, whch is also valid for the cumulative distribution functions G (x) and F @). The 
integral in equation (6) represcnls the expected value of exp (- R I a ). As a result, the fallowing equation may be 
written 

In tradltiond applications of the GRADEX method, Gurllot and Dtrband [I9671 recommend using the empirical 
dislribution of the observed annual maximum flood volumes up to the 10 or 20-year flood In relativelq 
impermeable watersheds and up to the 50-year flood in watersheds nlth hlgh infiltration capacity. From that polnt 
on. the curnulati\ e distr~bution functions of flood and ranfall volulnes will be curves separated by the translation 
&stance r, on the variable axis. Equivalently, in domain D2 the two dlstributions will plot on an exponential 
probability paper as straight lirles, both with slope equal to the rainfall GRADEX parameter n. 

The validity of equation (7) depends on the assumption that F (p) is asymptotically an exponential function, and 
not only on the assumption that R and P are irtdependent for P>po. In order to show it and following CI'GKEF 
[1972], let us first equate expressions (?) and ( 7 )  

Denoting (x+r,,) by T, substituting it into equation (91, and rearrangtng it follows that 
* f (T -t r - ro) 

h ( r )  dr = 1 

Differentiating with respect to r 

In order to equation ( 1  I )  bc satisfied, the ratio f (t+r-rq ) / ,f (z) must be constant with respect to r .  The only 
functions whlch possess such a propeq are the fi~nctions of the formA exp (87) where .-I and B are 
constants. As a result f and g must be exponential functions of t h s  form. Among the probability distribution 
functions wh~ch edlibit an asymptotic exponential-like upper tail are the normal, the lognormal, the gamma. and 
the EV ?pc I: the generalized Pareto distribution reduces to an exponential function when its shape parameter is 
equal to zero. 

A MATHEMATICAL MODEL DESCRIBING THE RELATIONSHE' BETWEEN EXTREME 
RALN FALL DEPTHS AND FLOOD VOLUMES FOR EXPONEN TIALLY-TAILED PROBABILITY 

DISTRIBUTIONS 

The cumulative probability d~stribution of R, denoted by H (r) ,  is assumed to have the following form 



wherc parameter D is related to the niaximum losses under extremely dt?: conditions and parameter E controls the 
shape of the curve. The density h ( r )  is glven by 

I? 
h ( r )  = - rE-' 

DE 
. O < r l D  

Thc rdationshlp between rainfall and runoff volumes is modeled the function proposed by CfiriIIol[l993J, which 
is given by 

l f P  (X,R) denotes the inverse of the function given by Equation 14, then the distribution function of flood volumes 
lnav be written as 

G ( x )  = "il F [ p  ( x , ~ ) ]  dH 
H = O  

As pm~ous ly  shown, for large return periods G (x) plots on an exponential probability paper as a parallel to F ( p ) .  
The parameter E of the distribution function H (rj controls the relative positions of G (x) and F @). On the other 
hand, Ihe weighting parameter w controls tbe return period beyond which the flood-volume distributio~l becomes 
asr;rnptoticall>y parallel to the rainfall-volume distribution. 

THE RAJNFALL-FLOOD VOLUME RELATIONSHIP FOR THE BLUE RIVER BASIN 

The Blue river basin near Blue (USGS gaging station 07332500) is an elongated basin of 476 square miles, located 
in southeastern Oklahoma. Streamflows are not influenced by si-gnificant diversions or reservoirs and have been 
continuously recorded since the 1937 water year. Hydrographs of the largest floods that have occurred in the Blue 
river basin show that the estimate of the average time-base is &5 days. Rainfall data are available in 10 gaging 
stations in the nearby region with at least 80 years of record. ~Vaghettini er nl. (1996) used the data available at 
these stations to estimate the 5 day-rainfall GRADEX parameter over the watershed as 3 = 1.902 inches, which is 
cqu~valent to 4869 cfsd. 

In order to fit the model described by Equation 14, 36 storm rainfall events have been selected from the storm 
catalog compiled by the I:. S. Army Uorp.7 ofhgineers  (1945) to be transposed to the Blue river bas~n. Thc main 
criterion for selecting those storms has been the location of their actual storm centers at some point inside a 
meteoroiogcally homogeneous region as described by Il,'ughett~~rni er al. (1996).The HSP-F simulation model 
[Johanson et al., 19841, calibrated over the 1930-1990 period, has been used to simulate the 36 transposed storms, 
each with 3 predefined schemes for temporal hsaggregation. Five different scenarios for the initial conditions, 
rangnip from extremely drq to saturated, lmve been imposed to the sis HSP-F state variables. The resulting 5 X 3 X 
36 simulated 5-da). flood volumes correspond to the additional flood events necessaq to apply Equation 14 to Ihc 
Blue river basin. 

A first estimate of parameter D in Equation 13  has been obtained from a sample containirig 138 pairs of observed 
rainfall and flood volumes. for 5-day duration, and 540 pairs of simulated flood volumes (from transposed storms) 
and associated 5-day rainfall volumes. Although simulated flood volumes do not constitute a random sample a~id 
cannot bc used to estnnate H (r) .  they were employcd only to have a first estimate of paranleter D, which is a 
phjsically-based parameter. Observd fiveday rainfall depths hate been averaged to yield 138 rainfall volumcs 
over Ihc watershed. associated with the 138 largest 5-day flood volumes observed at the Blue streamgage The pairs 
of simulated flood volumes correspond to 36 storms that have been transposed to the area. The observed and 
simulated values are shown in Figure 2. 

' rhc estimate of parameter D corresponds to the ~naximum diffcrcnce between rainfall and flood volumes The 
tlulrlmnum difference among the obser\ cd and simulated values his bcen found to be 20773 cfsd. Since in Figure 2 
the "runoff dclic~ts" secm to increase with rainfall vularnes, the final estimatc of parameter I )  has been arb~trated 
as b : 30000 cfsd. Wi!h this estimate of parameter Ll and with ;i = 4869 cfsd, parameter E bas been cstirnated 

such chat dle (ranslation dlstancc ro , calculated by substituting h ( r )  In Equation 8, matclies thc hstancc (wad on 
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Figure 2 - Observed and Simulated 5day Ranfall and Flood Volumcs for the Blue River near Blue. 

the variable &is) between the cunles F (p) and G (x). This distance has been found to be 1280.1 cfsd. which in 
equation 8 gives 

J E 
- In{gerp[-$) i i (r )b}=-o lnjJ; ; !  e x p  ( - - L) r" ' dr } : I2804 

The solution to this equation ylelds .k = 1679 . Hcncc. the estimate of the curnulalive distribution funcliou of thc 

'*runoff deficits" for the Blue river basin is glven bj 
I bV$  

h ( r )  = (2) , 0 5 r S 30000 cfsd 
3 0000 

The weighting parameter MI controls the point beyond which thc asymptotic parallelism behveen 1; (p) and (; r )  
occurs. The Blue river basin has soils with low average pern~eability As a result. F (17) 311d (; (x) will become 
parallel on an esponential probability paper at a relatively lois rctunl period and parameter w I M S  bmn cslimatcd as 
i = 0.15 . Thcrcfore. the estilnated relalionslup bctwwn 5-day ranfall and flood volumes, valid for the Blue nvcr 
near Blue, is givcn by 

where the "runoff deficit" R is specified according to its qwntiles, calculated by thc invcrsc of Equal~on 17, Figure 
3 shows the estimated relationship between raidall and flood ~olumes, with [tic observed and simulatcrl c v c ~ ~ t s  l'or 
thc Blue river basin. 

SENSlTlVlTY ANALYSIS OF E AND WON THE RELATIONSHIP RAINFALL-FLOOD VOLUME 

The model for the relationshp bclween rainfall and flood volumes is vcn, sctlsitire to changing values or 
paramctcr E This parameter contmls the distance the quantile curies have from thc line .Y=P. On a probabibiliry 
plot of F Cp) and C; ( x )  versus p and x. this is equivdcnt to say that paruncter E controls the disrance that separates 





Figure 5a - w=0.10. Figure 5b - w=0.30. Figure 5c - w=0.40. 

CONCLUSIONS 

Equation 14 is formulated so that it becomes X=P-R as P tends to infinity. Therefore. for large values of p, 
equation 15 becomes 

H - I  

G ( x ) =  j F ( x + r ) d ~  
H = 0 

Omitting k' in Equation 1 and substituting it, along with Equation 12, into Equation 19, it follows that 

By replacing E for r (E+ 1) / l- (E), Guillot j 19931 showed that Equation 20 may be written as 

where f=rla. In thls equation and for frequently used values of D, E, and a, the incomplete gamma integral is very 
close to 1. Hence, 

where, ro - the translation distance- is gven by 

L 1 

This is another way to demonstrate the basic principles of the GRADEX method. Table 1 displays the values of the 
translation distance ro, as calculated by Equation 23, along with the mean and medlan values of the "runoff 
deficits" r for the Blue river basin, with i = 4869 dsd, 6 = 30000 cfsd, and k rangng from 1.0 to 2.0. 

Table 1 - Translation &stance ro , mean and median values of r for the Blue river near Blue. Values in cfsd. 

E 
1 
1.2 
1.5 
1.674 
1 .S 
2 

Q (cfsd) 
8853 
10150 
11890 
12804 
13420 
14330 

r,,, (cfsd) 
15000 
16364 
18000 
18781 
19286 
20000 

r (dsd) 
15000 
16840 
18900 
19829 
204 10 
21210 



Frotn Tablc 1. it is clear that the translation distance ro refers to a value which is much smnllc~. than the mean or 
inedri  value. In fact, because X=P+(-H ) and the upper tail of P i s  much heavier than the upper tail of (-R ). or ~n 
other ~ o r d s  the lower tail of R. the sum of tlie two indcpendent random vanables for large rerum pcnods rs I hen 
dom~nated by thc uppcr tail of P. Hencc, Ihc translation distance r, and the position of (; ( I )  praclicall~ do 1101 

depend on the definition 01 the distribution function !I (r) for medium or upper values of R. Actuall! . the! dtpe~ld 
only on the low values of I? . associated with large flood events that have occurred under r ~ t  01 nex-saturat~o~l 
antecedent conditions. 
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COWLlTZ MVER FLOOD HAZARD STUDY 

By Hilaire W. Peck, Hydraulic Engineer, Corps of Engineers, Portland, Oregon and 
Bruce J. Duffe, Hydraulic Engineer, Corps of Engineers, Portland, Oregon 

Abstract: The eruption of Mount St. Helens, spring of 1980. resulted ill depo~ition of vast 
quantities of sand-sized sediment nh ich  creatcd a threat of flooding in Sauthivest Washington and 
navigation disruption on the loner Coi l  ljtz and Columbia Rivers. Corps of Etlgineers levees on the 
Cowlitz River, a Sediment Retention Structure (SRS) on the North Fork Toutlc Rivcr (a Conlit7 
River tributary), and a dredging program were designed to reduce these threats. 

In November 1995 and February 1996. large floods occurred an the Cowlitz Rivcr. There \\,as 

considerable local concern that these rveilts deposited sediment and decreased the flood pr~tection 
afforded by the levees along the lower 17 miles of the Cowlitz River. The Federal Emergency 
Management Agency (FEMA) provided the Corps of Engineers, Portland District, funds to updatc 
the discharge-frequency curvc. to determine risk of flooding, and to map flooded areas. 

The frequency of events was estimated at a USGS gage at Cowlitz Kiver at Castle Rock (Rhl 
17.1). Since 1968, flows at this gage have been regulated by Mossyrock Dan1 at river mile 65.5. 
The previous frequency curve was developed using annual peak instantaneous flow data from 
1928-1962. For this study. flow data provided by the USGS were used to estimate natural 
(unregulated) floc~I peaks at Castle Rock. A regulated discharge-frequency curvc was revised f r o m  
the updated natural discharge-frequency curve and a new natural versus regulated discharge 
relnt~onship. 

With the depositiot~ of debris tlow material during the eruption of Mount Saint Helens, the lower 
cowl it^ changed from a gravel bed to a sand bed stream. Followillg the closure of the SKS in  
1987, the bed has gradually been returning to its pre-eruption gravel bed characteristics. For flood 
plain planning purposes, the e .~ i s ' t i~ tg  risk of flooding (1997) reflecting existing channel hcd 
characteristics and the long-fern1 (cnlkd 'permanent " for this repurr) risk of flooding reflecting 
the expected change of the stream bed back to primarily gravels are required. 

The Corps of Engineers backwater application HEC-RAS (River Analysis System) was used to 
develop elevation-frequency data for existing and long-term conditions. The Corps 1IF.C-FDA 
(Flood Damage Reduction Analysis) Monte Carlo simulation techniques were applied to the 
elevation- and regulated discharge-frequency curves. These corn pu tations resu ltcd in tlic t. \prctrcl 
value of the events that would exceed the safe lcvec elchations accoiinti~lg for thc i~nccrtait~ty i l l  

the derivation curves. The existing and long-term safe protecti~ri provided by thc Icvccs ivah 

estimated from these data. 

INTRODUCTION 

Authorization: This study was authorized by the Federal Emergent! Management Agency (1:l:hI:l) 
following a request by the Cowlitz County Roard of Commissiont.r~. A u t h o r i ~ a ~ i o n  cainc throi~;l) 
Mission Assignment No. COE-NPD- 14 dated 17 May 1996. 

Purpose and Scope: The purpose of this study was to provide new estimates of existing and perrnanc~~l 
(long-term condition) safc protection afforded by the Kelso. Longview, Lexington, and Castle Rock 



levees and to provide a new estimate of the median] 1 -0 percent chance exwedance2 flood plain. These 
new estimates were to make use of additional discharge data that have been recorded since the last 
discharge-frequency curve was developed (July 1982) and cross-section surveys on the Cowl itz River 
obtained in the summer of 1996. 

DISCHARGE-FBEQUENCY ANALYSES 

The previous discharge-frequency curve was developed in July 1982 and used natural (without project) 
annual peak instantaneous flow data from water (WY) 1928-1962. In this 35-year period, only 
nvo annual peak flows exceeded 80.000 cfs; 139,000 cfs in 1934 and 85, i 00 cfs in 1947. By contrast, in 
the 34 year period from WY 1963-1996, six annual peak flows exceeded 80,000 cfs andfive of these 
were after sipijicanr J ~ O W  ~egulario~r was in place through operation of Mossyrock Dan1 ( i  .e. WY's 
1969 and beyond). It was important that the discharge-frequency be updated with these new data. 

Natural Dischawe-Frequency Curves: Short-interval data (1 hour or less) were needed to develop 
accurate estimates of the natural peak discharge from flow hydrographs during the period of significant 
regulation by Mossyrock Dam (WY 1969-1996). These short-interval data were provided by the USGS. 
Some of thesr: data had been lost (WY's 1979-1987). Therefore, natural annual peak discharge was 
estimated for 19 of the 38 years during which Mossyrock Dam was in operation. A total of 60 years of 
systematic natural peak discharge data was available far the analyses (WY's 1928-1978 and 1988- 
L996). Historic information indicated that the natural peak discharge of the February 1996 flood was 
the largest at least since a 1a1.g~ tlood that occurred in November 1896. Thus, it is known that the 
February 1996 flood is the largest ilood in 100 years (1 897-1 996). 

A new- estimate of the unregulated annual instantaneous peak discharge-frequency curve of the Cow litz 
River at Castle Rock was developed based on Bulletin 17B [ I ]  guidelines. The computer application 
H E C - F F A ~  was used, incorporating the 595 years of systematic natural peak discharge data and 
additional historic information. 

Regulated Discharge-Frequency Curves: Eight significant naturallregulated data pairs were available 
from WY's 1969-1996. A natural versus regulated discharge relationship was developed from these 
data. This relationship and the median value natural discharge-frequency curve were used to develop 
the median and expected value regulated discharge-frequency curves. The median value regulated 
discharge-frequency curve was used to develop new flood profiles for the Federal Emergency 
Management Agency. The expected value regulated discharge-frequency curve was used to estimate 
existing and permanent safe protection afforded by the levees. 

I Also referred to as the 'computed value'. 
' I n  the remainder of this paper, ' \x]  percent chance exceedance flood' will be shortened to '[sj percznt 
flood.' The [x] percent flood has one chance in [ 1001x1 of being exceeded in any given year. 

A "water year" runs from 1 October to 30 September. Thus, WY 1996 ran from 1 October 1995 to 30 
September 1996. 

The Corps of Engineers Hydrologic Engineering Center (HEC) Flood Frequency Analysis computer 
program (HEC-FFA), Ma): 1992 was used in this study. 

The February 1996 event is treated as an historic event in the analysis and is not. for analysis purposes, 
considered part of the systematic record. 



HYDRAULIC ANALYSES 

Flow profiles were estimated using backwater computations with the HEC-RAS~ model. The 
backwater model extended from RM 0 at the confluence with the Columbia River to RM 19.7 at the 
confluence with the Toutle River. Discharge at the upper end of the study reach was set equal to the 
discharge at the USGS gaging station at Castle Ruck (Station Nr. 14243000). At three dowllstream 
locations, the flow was incretnentally increased to account far tributary inflow. Tributary contribution 
was estimated as a drainage area ratio to the natural discharge at Castle Rock. 'Ile starting elevation 
was set equal to the Columbia River stage elevation at the confluence with the Cowlitz River. For 
hypothetical events, the starting water surface elevation was for the same frequency event on the 
Colu~nbia River as the discharge at Castle Rock (e.g., a one percent chance stage on the Columb~a 
River was used as the starting elevation for a one percent chance discharge at Castle Rock). This 
methodology maintained consistency with previous Corps analyses of the Cowlitz River. 

Fifty-three cross-sections, surveyed in 1996, were used to define the channel geometry In general, 
these cross-sections were about % mile apart. The left and right cllarlnel banks were set approximately 
where overbank vegetation greatly increased, using 1996 ortho-photographic contour maps as a guide. 
These bank statjons were usually at the break in grade between the main channel and the overbank. 

Five overbank areas that would become effective at carrying flow at some discharge equal to or less 
than the median 0.2 percent flood were identified. The length and topography of these overbank areas 
indicate that it would be likely that  they would act differently hydraulically than the main channel. 
These overbank areas were treated as split flows. Due to modeling requirements, eight split flows were 
required in HEC-RAS to model these five overbank flow areas. Cross-sections for the split flows were 
obtained from 1996 ortho-photographic contour maps. A trial and error process was required to 
determine the amount of flow in the flow splits. 

Six bridges were modeled. These were bridges at (1) RM 1, (2) RM 1.1, (3) RM 5 (Allen St. Bridge), 
(4) RM 5.0 1, (5) RM 6.7, and (6) 1 7.1 (Castle Rock Bridge). All flow profiles through the bridges were 
calculated with the energy method, except at Allen Street Bridge. For a discharge of about 145,000 cfs, 
as measured at Castle Rock, flow at the Allen Street Bridge reaches the bottom chord of the bridge and 
becomes pressurized. At the Allen Street Bridge pressure and weir flow were used to calculate the 
profile through the bridge at discharges greater than 145,000 cfs. Below 145,000 cfs, the energy 
method was used. 

Model Rou~hness Factor Calibration: Eight high water marks between RM 6.3 and 19.7 were used 
to calibrate the backwater model to existing conditions. These high water marks were located 
immediately after the February 1996 flood. 
High water marks on the lower 5 to 6 miles are too greatly influenced by backwater from the tidally 
affected Columbia River to be used in calibration of a steady flow backwater model. The high water 
marks at RM 6.3 and 7.2 were used to calibrate the roughness factor of the main channel from RM 0 to 
6.7. This resulted in an exisring conditions Manning's 'n' of 0.023. The high water mark at RbI 7.2 and 
the other six upstream high water marks were used to calibrate the roughness factor of the main channel 
from RM 7.7 to 20.8. This resulted in a constant existing conditions 'n' value of 0.025 for this entire 

The HEC River Analysis System computer program (HEC-RAS) has replaced HEC-2 for backwater 
computations. HEC-RAS Version 1 .O. July 1995 was used in this study. 



reach. Roughness factors of the split flows and overbank areas were set using the guide in the HEC- 
RAS documentation for Manning's 'n' values in flood plains. The ortho-photographs and experience 
from field visits to the study area were used to determine the type of vegetation in the split flows. 

The peak discharge of the November 1995 flood (104,600 cfs) was used in the verification of exi.~ling 
condition model and compared to 14 high water marks obtained immediately after the peak of this 
flood. 

Conclusions: The model calibrated very well to the February 1996 event. The model also reproduced 
the profile of the November 1995 flood. At locations unaffected or only marginally affected by 
Columbia River backwater, the model tended to slightly over-predict November 1995 measured high 
water marks. This may be because the channel bed was slightly less rough in November 1995 than in 
February 1996. This would result in a lower water surface than would have occurred had the bed been 
as rough as in February 1996. It could also be due to in-accuracy in high water mark measurements, 
model calibration, or both. 

A detailed review of the data and methodologies (early 1980's study) that were used to arrive at the 
permanent conditions Manning's 'n' estimate of 0.027 was not performed for this study. However, it is 
unlikely that good high water marks or measured profiles were available at anywhere near as high a 
discharge as the February 1996 event. The roughness factors may alreudy be at pre-eruption cotlditions 
and the existing condition values estimated in this study are simply better estimates of high discharge 
conditions. Further monitoring, sediment sampling, and analyses are planned to determine if the 
channel is in fact at permanent conditions. Until that time, the previously estimated Manning's 'n' of 
0.027 will continued to be used for permanent conditions. 

RISK AND UNCERTAINTY ANALYSES 

Analyses Methodoloeies: The HEC-FDA~ program was used to perform the analyses. This program 
applies Monte Carlo simulation, a numerical-analysis procedure that computes expected value 
frequencies while explicitly accounting for the uncertainty in the basic value. Uncertainty was 
accounted for in the discharge-frequency curve, the natural versus regulated discharge transform 
relationship, and in the stage-discharge relationship. 

Discharge-Frequency Uncertainty: With one exception, which is described in the remainder of this 
paragraph, the log Pearson Type I l l  curve obtained for the natural frequency curve (see Section 2.1 ) 
was used for the risk and uncertainty analyses. As indicated in section 2.1, the natural discharge- 
frequency analysis considered a systematic record of 59 years and the February 1996 event as a historic 
discharge that was the largest in at least 100 years. The 5- and 95-percent confidence limits from the 
frequency analysis are based on the 59 years of systematic record length. The HEC-FDA program 
requires input of "equivalent record length." If historic information were not used in the frequency 
analysis, then the "equivalent record length" would be equal to the Bulletin 17R [I ] systematic record 
length. Historic information, while not generally considered as good as systematic data by the Bulletin 
17B [ I ]  Interagency Advisory Committee on Water Data, does have intrinsic value. Thus, for the risk 
and uncertainty analyses, an "equivalent record length" of 80 years was chosen. 

The HEC Flood Damage Reduction Analysis computer program (HEC-FDA), Provisional Version 1 .O, 
December 1996, was used to perform all risk and uncertainty calculations. 



IJsing an "equivalent record length" of 80 years and the remaining log Pearson Type It I ,  statistics that 
were obtained for the natural discharge-frequency curve, discharge-frequency uncertainty was 
cstin~ated as described in Bulletin 17B [ I ] .  

Natural versus Regulated Discharge Relationship Uncertainty: Upon the recorn rrlendat ion o f  the 
Hydrologic Engineering Center (HEC), a triangular error distribution about the natural versus regulated 
relationship was applied. The "maximum" limit of the regulated curve was graphically esrirrlated from 
the data fro111 tvhich the curve was developed. The difference between the natural versus regulated 
curve and the "minimum" lirnit was taken as half the difference between the "maximum" limit and the 
natural versus regl~lated curve. 

Stage-Discharge Uncertainty: A normal error distribution was assumed for the uncertainty about the 
stage-discharge rclationship. The standard deviation of the error was estimated following EM 11 10-2- 
I6 19 [2] guidelines. Uncertainty about the stage-discharge relationship irlcludcs ( I )  modeling 
uncertainty and (2) "natural" uncertainty. 

The standard deviation of modeling uncertainty is defined in EM 1 1 10-2- I61 9 based on Manning's 'n' 
vatut: reliability and the quality of the geometry data. Manning's 'n' value reliability is thought to be 
good for existing conditions, which gave a standard deviation of 0.3 teet. The permanent conditions 
Manning's 'n' value was previously estimated with pre-eruption data. Pre-eruption high water mark 
data were not available at discharges as great as the February 1996 event. Thus, for permanent 
conditions, the 'n' reliability was rated as between "good" and "fair" which gave a standard deviatiot~ 
of 0.5 ftet. 

Six discharge measurements that were above bankfull (70,000 cfs) and that were used to develop the 
existing USGS rating curve were available. The standard deviation of error of the "natural" uncertainty 
was obtained with these six discharge measurements using Equation (5-3) of Ebl 1 1 10-2-1619. 'The 
total standard deviation was taken as the square root of the sum of the model standard deviation 
squared and the natural standard deviation squared (Equation (5-6) of EM 1 1 10-2- 16 19). 'This gave a 
standard deviation of 0.63 feet for existing conditions and 0.74 feet for permanent conditions. 

The one percent flood water surface profile was estimated with HEC-RAS using a Manning's 'n'  of 
0.030 and compared to the permanent conditions results ('n' of 0.027). The 'n' of 0.030 produced a 
profile about one foot higher than the permanent conditions profile. Since it is believed to be very 
unlikely that the permanent conditions 'n' would get as high as 0.030. the standard deviation of 0.74 
feet obtained for permanent conditions was considered reasonable. 

Existing and Permanent Safe Protection: The 'safe levee height', which is defined as "the surface 
helorv which the levee will not fail [3]," remains the same as in 1992. This is because ". . . there has 
hem no change it1 the physical attributes or condition of the levee features themselves [3]." ?'he 
'c r i t ical  point' in the levee is the x,y,z coordinate of the levee where, as discharge is gradually 
increased, the water surface first reaches the 'safe levee height.' Backwater profiles were compared to 
the 'safe lcvec height' profile to obtain the critical point for each levee 

As in previous Corps studies of the Cowlitz River, the existing safe protection is  the expected-value 
frequency of the discharge (under regulated conditions) that just reaches the critical point given t..vi.r-~tng 
channel conditions. Permanent safe protection i s  obtained in a manner analogous to cxisting saft: 
protect ion. The only difference is  that expected permanent channel conditions (Manning's '11' of 0.027) 



are used in the analysis rather than existing channel conditions. The HEC-FDA expected value 
frequency results were used to define existing and permanent safe protection. 

Levee Certification: The water surface elevations at the critical points were noted for the median one 
percent chance flood profile (regulated conditions), both existing and permanent conditions. The 
permarlent conditions results were provided to the Soils Engineering Section. Portland District to obtain 
their recommendation on certification. 

Results: 

Existing and Permanent Safe Protection: The authorized8 levels of protection and study results are 
shown in the following table. 

Under existing conditions, only the Longview levee does not provide the authorized level of safe 
protection. It is estimated that, under existing conditions, the critical point of the Longview levee has 
one chance in 133 of being exceeded in any given. If the level of protection on the Longview levee was 
at authorized safe levels, then there would be one chance in 167 of the critical point being exceeded in 
any given year. None of the levees provide permanent safe protection that meets authorized safe levels. 
However, the permanent safe protection of all levees except the Longview levee are near the authorized 
safe levels. The discharge corresponding to the authorized permanent safe protection was obtained 
from the expected value regulated discharge-frequency curve. The backwater model was then operated 
for this discharge. The results showed that the water surface elevation at the Longview levee for a 0.60 
percent chance flood is 0.9 feet higher than the critical point elevation. 

Levee 

Kelso 
Longview 
Lexington 

Castle Rock 

Levee Certification: All levees (Longview, Kelso, Lexington, and Castle Rock) were certified under 
existing conditions for the administration of the National Flood Insurance Program. 

Three levees (Kelso, Lexington, and Castle Rock) were certified under permanent conditions. The 0.60 
percent chance flood in the permanetit conditions backwater model produced a water surface elevation 
at the critical point of the Longview levee that was 0.3 feet higher than the safe levee height. The safe 
levee height is essentially a no risk elevation. An increase of the safe levee height by 0.3 feet may not 
significantly increase the risk. However, an evaluation of the safe levee height at this lacation would be 
required before the safe levee height could be raised. Such an evaluation is  not within the scope of this 
study. 

Percent Chance Exceedance Flood 

' Authorized levels of safe protection are documented in DM No. 15, Base - Pius Dredging. " [4] 

Authorized Safe 
Protection 

0.70 
0.60 
0.60 
0.85 

Study Results, Existing 
Safe Protection 

0.51 
0.75 
0.49 
0.70 

Study Results, Permanent 
Safe Protection 

0.75 
1.36 
0.64 
0.95 



FLOODED AREA MAFPLNG 

Methodolovu: Flooded areas were drawn on 1:200 scaIe ortho-photographic contour maps. In general, 
the median one percent chance flood profile. permanent conditions, is about one foot lower than the 
February 1996 flood profile and the median one percent chance flood profile, existing conditions, is 
about 2 foot lower than the February 1996 flood profile. Thus, relative to the accuracy of the ortho- 
photographic map contours (+/- 2 feet above RM 10.5 and +I- 1 foot below RM 10.5), the February 
1996 flood profile is close to the median one percent chance flood profiles. 

The spacing between contour intervals at a 1:200 scale did not allow significant differentiation between 
the median one percent chance flood profiles and the February 1996 flood profile. Thus, where 
photographic or first-hand information of the February 1996 flooded area was available, this 
information was given priority. Cowlitz County personnel, who took photographs of the flooded areas 
from the air shortly after the peak of the February I996 event and the November 1995 event, assisted 
with this effort. 

At most locations, the elevation of the median one percent chance flood and the elevation of the 
February 1996 flood obtained from the backwater profiles match the elevation of the flooded area 
boundary that one could obtain from the 1 :200 foot & h ~ - ~ h o t o ~ r a ~ h i c  contour maps. That is, within 
the accuracy of what one could read off the contour maps. In all cases, flood elevations should be 
obtained from the profiles, not from flooded area yaps. The flooded area maps are only intended to 
show the areal extent of flooding within mapping accuracy limits. 

Results: 

Median One-Percent Chance, Existing Conditions, and February f 996 Flooded Areas: At all 
locations except one, the February 1996 flooded area i s  identical to the median one percent chance 
flooded area, existing conditions. 

At the left overbank at RM 15.1, the median one percent chance flooded area, existing conditions, is 
more extensive than the February 1996 flooded area. In February 1996, lei? overbank flow occurred 
just upstream of RM 15.1. However, sand bagging efforts limited the amount of flooding and the water 
elevation in this uverbank area was less than on the Cowlitz River [personal Communication with 
CowIitz County]. The portion of the left bank that was sand bagged in February 1996 is not a Corps 
certified levee and could not ordinarily be expected to withstand a flood of this elevation without more 
extensive failure. Thus, the left overbank area here was mapped to the same elevation as the Cowlitz 
River for the median one percent chance flood, existing conditions. 

Median One-Percent Chance, Permanent Conditions, Flooded Areas: The flooded areas obtained 
for existing conditions (see previous paragraph) are also the median one percent chance, permanent 
conditions, flooded areas with one exception. Because the Longview levee is not certified for 
permanent conditions, additional flooded areas will need to be mapped behind the levee unless ( I )  
further geotechnical analyses indicate the levee is certifiable, (2) further monitoring, study, or both 
indicates that the channel is already at permanent conditions, or (3) channel dredging or structural 
improvement of the levee improves conditions to the extent the levee is certifiable. 
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REGIONAL FREQUENCY & EXTREME EVENT ANALYSIS, 
MUSKINGUM RIVER BASIN, OHIO 

By Jerry W. Webb, Chief Water Resources Engineering Branch, U. S. Army Corps of 
Engineers, Huntington District, Huntington, West Virginia 

Abstract: The Huntington District Corps of Engineers has responsibility for operating sixteen 
flood control reservoirs within the Muskingum River Basin. The Muskingum River Basin, 
situated in the east central part of Ohio, drains 8,05 1 square miles which equates to 20% of the 
land area of the state. More than half of the drainage basin is controlled by the existing system of 
reservoirs. The Corps of Engineers has placed significant emphasis on the evaluation of 
anticipated conditions for extreme storm events. Huntington District developed frequency of 
filling curves for the existing reservoirs in 1992, utilizing design storm concepts. Continued 
emphasis on evaluation of project performance for extreme storm events led to a recent study 
performed by Dr. David Goldman of the Hydrologic Engineering Center (KEC). The purpose of 
the investigation was to develop regionalized skew values for the Muskingum River Basin and 
regulated frequency curves for reservoir control points within the basin. His contributions and 
guidance in this study are truly appreciated. This paper presents a variety of approaches and 
guidance in the evaluation of extreme storm events. 

INTRODUCTION 

General Background: Three studies have been performed in this basin in an attempt to 
determine the frequency of protection offered by the existing reservoir system. The original 
analysis performed by Huntington District was driven by the significant level of interest expressed 
over encroachments that have occurred into the easements of reservoirs over time. Current 
policies have resulted in the removal of some dwellings, and additional dwellings will be removed 
unless constraints on pool usage can be developed to allow dwellings to remain in the flood 
control pool. Huntington District was tasked with performing a frequency of filling study for use 
in establishing an encroachment po6cy for dl of the Muskingum River Basin reservoirs. The 
purpose of the subsequent study performed by HEC was to develop both regional skew values for 
peak-annual flow frequency analysis and regulated frequency curves for the basin. The analysis is 
compIicated by the existing reservoirs which cause a significant portion of the historic record to 
be regulated. The limitations and lessons learned through a traditional approach and absence of 
reliability studies for the stochastic methods exemplifjr the challenge to today's hydrologic engineer in 
the assessment of regional fiequency analysis. The methodology that was applied in this study was the 
subject of considerable discussion within the Corps' technical community. The initial proposal 
involved use of a stochastic rainfall approach of derived distributions. It was determined that the 
approach would be appealing from the research and development perspective, but it posed several 
technical obstacles and would exceed t i e  and funding limitations: 

Frequency of Filling Analysis: The study performed by Huntington District utilized a systematic 
design storm approach. This involved the generation of hypothetical rainfall events for each 
project in the Muskingum Basin and graphical extrapolation for extreme storm events from 
generally accepted antecedent precipitation condhions through a review of historical storm 



infiltration rates for each project site. Maximum emphasis was placed on utilizing historic 
frequency data for developing the 5-year to 50-year component of the curves. All parameters 
used in the extrapolation of the curves were calibrated to the observed statistics associated with 
the historic operations. The study represents a systematic and consistent approach to the analysis 
of elevation frequency relationships. 

Re~ional Skew Analvsis: The analysis of regional skew performed by HEC focused on three 
techniques documented in "Guidelines for Determining Flood Flow Frequency, Bulletin 17B" 
including: 1) skew mapping; 2) regional regression and 3) development of regional means. The 
intention of the study was to select the regional skew estimates from the approach with the 
minimum mean square error. Application of the regression and mapping approaches proved to be 
unsuccessfbl. Given the failure of the regression and mapping application, regional skew was 
calculated from an area average. 

Regulated Frequency Curve Develoement: The estimation of regulated flow values required 
estimates of volume-duration-frequency (VDF) curves and simulation of design hydrographs with 
a watershed model. The regulated fiequency curves were computed by simulating the impact of 
study area reservoirs on design flows. Setting the initial reservoir water surface elevation and 
dam releases for the design storm inflows were critical aspects of performing simulations. The 
probable initial water surface elevations were inferred from a frequency analysis of the antecedent 
precipitation prior to major historical storms. The dam releases were determined from regulation 
policy provided by Huntington District. 

FREQUENCY OF FILLING ANALYSIS 

General Background Analysis: Regional frequency analysis of natural discharges and 
implementation of real-time flood forecasting capability were developed in the early to mid 
1980's. The results of these studies were used in the initial phase of the fiequency of filling study. 
The basic approach used in this study required that estimates for reservoir inflow volumes and their 
corresponding pool elevations be determined for a full range of frequency events. Reservoir idow 
volume frequencies could be estimated using several techniques including: 1) graphid  plotting position 
analysis of annual peak storage volumes, 2)mual fiequency analysis of peak storage volumes using 
Bulletin 17B techniques, 3)fiequency mdysis of observed inflow gaging stations, and 4)use of an 
HEC-1 watershed model (Flood Hydrograph Package developed by HEC, Davis, CA) with 
hypothetical storms. All of these techniques only approximate idow volumes associated with rare 
storm events and are only as good as the extrapolation techniques used. 

Regional Natural Discharge Frequency Analysis: The original fourteen reservoirs were constructed 
in the 1930's. Therefore, a sigdcant database of hydrologic data exists upon which several studies 
have been performed. A regional natural discharge frequency analysis for the entire basin was 
performed in 1982. A Log-Pearson type 111 distribution was fitted to the annual event series at 54 
gagulg stations with an average of approximately 40 years of record to derive generalized relationships. 
A map of the entire region was drawn to delineate isolines showing areas of equal skew. Peak 
discharges from this regional study were used in the frequency of jilling study for initial calibration of 
mnoE parameters associated with the design storms. 



Real Time Flood Forecasting and Reservoir Control Analysis: A detailed study of the basin was 
performed in 1986 to establish real time forecast capability for water control purposes. The unit 
hydrographs and maximum routing times determined in that study were used as the basis for the 
adopted design storm hydrologic model. 

Graphical and Bulletin 17B Annual Frequency Analysis: A graphical plotting position approach 
was employed to analyze the actual peak annual storage volumes at each project. The results of this 
procedure provided meaningful results up to the highest plotting position, which in this case utilizing 
the median plotting formula is equivalent to approximately a 75-year storm event. The upper end of 
the graphical plots were sensitive to potential high outliers and assignment of plotting positions to the 
largest five events in the historic record. This sensitivity produwd inconsistencies in skewness 
associated with the graphical plot between the 1 0-year and 75-year event. A Bulletin 17B analysis of 
annual peaks was performed as a check against the graphical plotting position. Problems were 
experienced in the evaluation of high outliers and inconsistent shape of curves for rare storm events. 

Hvpothetid Desi~n Storm As~roach: The plan of study adopted a design storm approach to the 
subject analysis. It was assumed that this approach would provide the basis for determining the stage 
frequency relationships for all reservoirs within the system. Considerable effort was devoted to 
establishing a working hydrologic mode1 that could be operated in a system mode to determine the 
response of the basin to the design storms. As the study progressed, additional techniques utilizing 
historic data were used to determine the sensitivity of the computed reservoir responses to the initial 
assumptions. 

Rainfall Data, Distribution and Infdtmtion: National Weather Service (NWS) rainfall data provided 
historically related frequencies of depth-duration rainfall amounts for the Muskingum Basin. These 
rainfall amounts were used to generate hypothetical storm distributions. A sensitivity analysis of 
duration was performed resulting in the decision to utilize a 4-day storm to be used in this study. In 
order to establish initial assumptions for the hydrologic simulation of the design storm events, the peak 
discharges determined &om the regional natural discharge fiequency analysis were used to calibrate the 
rainfall losses associated with the lo-, 25-, 50-, loo-, 200-, and 500-year events. Loss rates were 
estimated for each fiequency until the natural discharges were reproduced within reasonable error 
limits. 

Antecedent Conditions: The design assumptions used in this study were established with reasonable 
engineering judgment and consistent policy. Due to lack of historic data for extreme events, a method 
consistent with the synthetic design storm, approach was necessary. It was determined that an 
antecedent event proportional to the design storm would precede the main event. Starting pools and 
channel flows throughout the basin would be established, based on the response to the antecedent 
event, and then the design storm would folIow. This concept acknowledges the potential for 
antecedent conditions to impact flood control pools prior to a major storm event. The similarity 
between these assumptions and the generally accepted, standard procedure for developing antecedent 
conditions for a PMP storm (30% with 3-day dry conditions or 39% with 5-days dry conditions) 
provides a consistent procedure that maintains a relationship with the frequency storm events. As 
previously discussed natural condition computer models were developed to calibrate the synthetic 
storms to the natural peak discharge cundition. Miltration rates for the entire storm were derived from 



this process. Runoff for the antecedent condition utilized these fitration rates on a 50% raidall event 
over the basin prior to the actual synthetic storm event with a Zday dry period between storm events. 
Most ofthe reservoirs were capable of passing flows associated with the antecedent storm event and 
return to normal pool prior to the main event for all but infkquent storm events. 

Evaluation Procedures: The basin hydrology followed the design storm methodology used by 
Hydrologic Engineering Center (HEC) for determining regulated flow-frequency estimates. The 
initial phase of the study was based on calibrated natural condition rainfall based on 50 years of 
data. When these results were compared to the graphical historical frequency analysis and the 
Bulletin 17B analysis, it appeared that the calibrated losses for rare storm events were inconsistent 
with extrapolated values from the 50-year period of record graphical method. The resulting 
disparities indicated the need for a study of the historical duration of runoff volumes in the 
Muskingum Basin. HEC was tasked with performing a volume frequency analysis for various 
uncontrolled inflow gaging stations. The resulting volume frequency analysis indicated that there 
were inconsistencies in the skewness and extrapolation of the curves beyond the 50-year storm 
event. Since the basin can experience frozen, snow-covered conditions and since antecedent 
conditions can fluctuate dramatically, it was decided that more conservative loss rates should be 
used for extreme events. U t i l i i g  some degree of engineering judgement, tosses were estimated 
and applied to a basinwide hydrologic model. An initial loss rate of 1.25 inches was used for the1 00-, 
200-, and 500-year events with uniform loss rates of 0.05,0.025, and 0.00 inches per hour, 
respectively. Review of the resuits of the rare storrn simulation with the revised loss rates indicated 
that a combination of techniques / results would be the best approach to representing a complete pool 
elevation frequency relationship for each reservoir. The consistency of these relationships relative to 
the dierent reservoirs was maintained through developnlent of a ranking factor and plotting procedure 
for combining the results from the different analyses. 

Plotting Procedure: M analyses and curve plotting were performed on reservoir volumes and then 
the final curves were converted to elevation frequency. The graphical plotting position analysis of the 
historic annual peak storage volumes was used to define the lower portion of the curves. Results from 
this analysis were plotted and considered accurate up to approximately the 50-year frequency. The 
upper component of the curve was defined through a comparison I combination of an extrapolation of 
the graphical plotting position analysis and the hrpothetical reservoir simulation results. A straight-line 
extrapolation of the curves was projected to the I 00-year fiequenq. Reservoir operations for the 1 00- 
year event with 1.25-inch initial loss and 0.05 inch uniform loss were simulated. If the results of the 
reservoir simulation were lower than the straight-line extrapolation, the values from the reservoir 
simulation were ignored. If the simulation values were above the straight-line drapolation, a curve 
fitting procedure was applied between the 50-year and 200-year events. The 200-year storm event 
with 1.25-inch initial loss and 0.025 inch uniform loss significantly impacted the final shape of the 
extrapolated curves. 

Final: The final curves represent a consistent, defendable regional 
frequency analysis. The results from these procedures were plotted for each of the projects. I n  
some cases, the shape of the stage volume relationship causes the elevation frequency curve to 
look significantly different from the volume frequency relationship. Another major factor is the 
computed plotting positions applied to the largest five storm events in the historic record. 



Anomalies in the shape of the curves, which appear predominantly between the 10-year and 75- 
year event, are directly related to the plotting position formula. The upper portion of the curve is 
based on the largest five storm events. High outliers which couId exceed a 75-year event or 
events of essentially equal magnitude introduce a strong influence on the skewness of the curve. 
The operational scenarios for stom events within this range may also influence the shape of the 
curve. The resulting curves indicate that the fxequency of filling within the basin varies from a 
1 80-year to a 5 5 0-year return period. 

RF,GIONALIZED UNREGULATED FREQUENCY ANALYSIS 

General Concept: Regional skew (often referred to as generalized skew) is weighted with at-site 
estimates of skew to obtain an adopted skew that results in improved estimates of flow- 
frequencies. The improvement is obtained because the regional skew is based on numerous 
stations which, presumably, increases the effective record length and decreases sampling error. 
Unfortunately, field conditions usually do not correspond to an ideal textbook example. Bulletin 
17B provides very little guidance in the development of regional skew values. The guidelines 
suggest that at least 40 stations with at least 25 years of record within a 100 mile radius be used in 
the computation of regional skew. Regression, mapping, and regional mean approaches are 
recommended as methodologies for computing the regional skew values. 

Regression Approach: In the regression approach, skew coefficient is related to various 
meteorologic and topographic variables. The standard error of the regression squared can be 
used as an estimate of the mean square error. The regional skew estimate is selected from the 
approach with the minimum mean square error. The regressions found that the correlation of 
skew with basin characteristics was insignificant. Most disappointing was the negative correlation 
between skew and stream slope which is contrary to results found from other regional studies. 

Mapoine: Aewroach: The mapping approach involves plotting skew values on a map and isolines 
of skew are drawn. The difference between isoline and plotted values is used to compute mean 
square error. The distribution of skew coefficient values and isolines for the basin were estimated. 
The isolines estimates were rejected because mean square error couId not be reasonably 
computed, given the lack of smooth regional variation. Actually, calculation of mean square 
error with these isoIines would not be very different than calculating mean square error for an 
average skew value obtained for the entire basin. 

Regional Mean Approach: In the regional mean approach, the regional skew value is the mean 
value of all the stations in the study region and the mean square error is computed as an average 
of the squared differences between the mean and station skew values. At-site estimates of Log- 
Pearson 111 statistics were obtained from both systematic and historic observations. The data 
used for computations of the at-site Log-Pearson III statistics were obtained from both the Water 
Control Section, Huntington District, and the USGS WATSTORE database. Huntington District 
provided unimpaired peak annual flows computed from regulated conditions based on a 
knowledge of operation characteristics of the reservoir systems. Annual peaks and random data 
from the continuous record were missing for the period from 1978 to 1986. Examination of the 
headwater gage data available from WATSTORE supports the conclusion that no major basin- 



wide floods occurred during this period. Based on a review of all available records reasonable 
confidence can be placed in the completeness of the peak record during this period. Historic 
information was also provided for the 1913 flood event and the 1832 event with the 1913 being 
the largest event during this period. 

Three different area averages shown in Table I were computed from the at-site statistics, and are 
compared to the value obtained from Bulletin 17B. As can be seen £iom this table, the estimate 
utilizing a historic period beginning in 1832 has the lowest mean square error. Consequently, the 
regional skew resulting fforn this data population should be selected based on guidance given the 
Bulletin 17B to utilize the estimate with the lowest mean square error. The extension of the 
historic period to 1832 was based on the observation that the 19 13 event was the largest event of 
this period. The assumption was then made that this would be true at any other location where 
the 19 13 event had been estimated as the maximum. This is a reasonable assumption, given the 
historically documented severity of the event in the western portion of the watershed. 

TABLE I 
REGIONAL SKEW VALUES 

VOLUME DUlRATION FREQUENCY ANALYSIS 

Computation: The volume-duration-frequency curves were estimated by: 1) computing the Log- 
Pearson 111 statistics from the raw data; and 2) smoothing the computed standard deviation and 
skew values as a function of the mean flow for each duration. VDF curves computed from the 
flow data may intersect due to the sampling error in the statistics. Smoothing is performed to 
redistribute the sampling error between frequency curves and prevent the intersection of the 
curves. The estimation of the VDF frequency curves was a minor problem due to missing data in 
the systematic record and the availability of historic information. The computer program STATS 
developed by KEC was modified to smooth statistics by: 1) identifying dates of missing data; 2) 
including historic information in the computation of the frequency curves; and 3) adding an 
automatic smoothing algorithm for the sample standard deviation and skew values. 
A regression routine was added to STATS to automatically smooth the relationship between the 
computed mean and standard deviation or skew for different durations. 

MEAN SQUARE ERROR 
0.32 
0.28 
0.24 
0.3 1 

SOURCE 
Records with 1913 Event 
Records without I9  13 Event 

inning ~ 1 1 8 3 2  
Bulletin 17B 

Stream Flow Records: Daily stream flow records were computed at reservoir locations by the 
Huntington District and obtained from the USGS WATSTORE data base for headwater basins. 
The analysis of the computed daily values at reservoir locations was hampered by periods of 
missing data and shortness of the systematic record (1963-present). As in the case of the peak 
annual flow analysis, historic information for the 19 13 and 1959 flood events was available in the 

REGIONAL SKEW 
0.33 
0.21 
0.26 

-0.2 - 0.0 



development of the VDF curves. The assumption was made that if the peaks associated with the 
estimated historic floods were the largest in the historic period then the flood volumes would be 
as well. Inclusion of the estimated historic events involves a tradeoff between the potential 
inaccuracy of the estimates and the knowledge that the recorded history of flood volumes does 
not include information on the most severe known flooding. 

Adopted Frequency Curves: Generally speaking, the expectation is that skew should decrease as 
the duration increases, with the peak flow frequency curve having the largest skew value. Under 
this constraining requirement, the upper bound skew estimate is obtained by the peak flow 
analysis. This seems reasonable because the systematic record lengths for the historic peak flow 
analysis are much greater than for the VDF analysis. The frequency curves were computed for 
1,3,5,7,and 10-day durations. The maximum duration of I 0-days is the time base for design 
floods used in computing regulated frequency curves and was determined fiom the duration of 
consequential historic floods. The other durations were used to provide data for smoothing VDF 
curves, and to provide volumes of design hydrographs for the regulated frequency curve study. 
The VDF analysis resulted in regional skew values for the 1 and 3-day durations that were greater 
than the values obtained from the peak flow analysis which is not physically reasonable. 
Consequently, the 1 and 3-day duration skew values were set equal to the values obtained from 
the peak flow analysis. Table 2 provides the final results of the regional skew analysis for the 
different scenarios that were considered. The adopted skew values are a result of constraining the 
regional skew values obtained using the historic period beginning in 1832 by the regional skew 
values obtained from the peak flow analysis. Final regression curves based on the sample mean, a 
standard deviation smoothed via regression with the mean for each duration and the adopted skew 
fiom Table 2 were provided for each reservoir location. 

TABLE 2 
REGIONAL SKEW FOR DIFFERENT RECORD LENGTHS & DURATIONS 

1 Regional skew value for 1 -day duration 
2 Mean square error of skew estimate 
3 Regional skew value for 3-day duration 

Regional skew value for 7-day duration 
' Regional skew value for 10-day duration 
6 Adapted skew value results from constraining VDF estimates by peak flow skew 

REGULATED FREQUENCY ANALY S1S 

Development of Unimpaired Flows: Design hydrographs provide hypothetical flows for a 
particular exceedance frequency flood, and attempt to capture both the frequency characteristics 



determined from a VDF analysis and the preci pitation-runoff characteristics of the watershed. 
Design hydrographs were estimated by calibrating the HEC-I basin model for natural conditions 
to the estimated VDF curves. Information provided by these sources was made compatible by 
considering depth-area adjustments of design storm precipitation and by using a regression 
between drainage area and mean flow to improve VDF estimates. This process promoted 
consistency between the HEC-1 model and frequency analysis predictions. 

Development of Regulated Fres uency Curves: HEC developed a methodology for estimating 
regulated peak-annual flow frequency curves by using a design storm approach. The computation 
of the regulated frequency curves involved both VDF analyses and watershed modeling. The 
strategy involved development of unimpaired flow design hydrographs that could be used in the 
watershed model to calculate regulated flow frequencies. The design hydrographs for any 
particular exceedance frequency was based on a calibration of the l3EC-1 model to VDF curves 
for unimpaired basin conditions. The VDF curves were based on the same type of a~~alysis used in 
developing the peak-flow fiequency curves derived from the regional skew analysis. Final 
regulated peak-flow frequency results were determined by using the HEC- 1 watershed model 
results that represent the operational characteristics of the flood control system. 

U. S. Weather Bureau rainfall from TP-40 was used in conjunction with the HEC-I basin model 
to develop design storm hydrographs. The basin model was cdibrated by adjusting loss rates so 
that hypothetical rainfall would reproduce estimated flows for various frequencies and durations. 
The calibratiotl strategy focused on approximating the flow-frequency estimates for the 1 and 3- 
day duration flows at reservoir locations and peak flow estimates at Zanesvillq 013 by adjusting 
model loss rates. The 1 and 3 -day durations were chosen because these durations corresponded 
to significant flow periods in the major events of 19 1 3 and 1 959 and would have major impact on 
reservoir operations. Regulated peak-flow frequency curve estimates were determined in this 
manner for all at-site gage locations and reservoirs. 

Results: The analysis of regulated flows demonstrated that most of the reservoirs could contain 
runoff volumes for the maximum event analyzed, the 0.1% chance event, without releasing flows 
greater than channel capacity. Preliminary results of regulated annual peak flow frequency curves 
at control points within the watershed were provided with an equivalent record length of 82 years. 
It should be noted that the NWS is currently updating the TP-40 rainfall for this area which could 
impact the results of this study. 

CONCLUSIONS 

There are obvious inconsistencies and conflicts of data associated with various approaches to 
evaluating frequency of extreme storm events in a regulated basin. At this time the more 
conservative traditional approach used in the frequency of filling analysis is considered 
appropriate for addressing the encroachment issue in the Muskjngum basin. The study cenaidy 
points out the need for additional guidance in the resolution of questions concerning antecedent 
conditions and extreme rainfall volumes that may be anticipated.. 



PALEOFLOOD INVESTIGATIONS TO ASSESS EXTREME FLOODING FOR 
ELKHEAD RESERVOIR, NORTHWESTERN COLORADO 

Robert D. Jarrett, Hydrologist, U.S. Geological Survey, Denver, CO 80225 

Abstract: A regional paleoflood was conducted for Elkhead Reservoir in Elkhead Creek basin 
(53 1 km2) in northwestern Colorado to assist dam-safety officials assess the risk of large floods. 
Paleoflood data using bouldery flood sediments for 15 streams the the Elkhead Creek basin were 
used to document maximum flood discharges that have occurred during at Ieast the past 10,000 
years. No evidence of substantial out-of-bank flooding was found in Elkhead Creek basin. The 
maximum paleoflood of 135 m3ls for Elkhead Creek is about 13 percent of the probable 
maximum flood (PMF) of 1,020 m3ls. Flood-frequency relations, which incorporate paleoflood 
data, were developed to assess the risk of extreme floods. The 10,000-year flood is about 170 
m3ls at Elkhead Reservoir. A regional paleoflood study approach, which can be used in other 
hydrometeorologic settings, provides information about maximum flooding in many thousands 
of years. 

INTRODUCTION 

Estimating the magnitude of extreme floods is difficult because of relatively short s treamflow- 
gaging-sracion records. For many streams, gaged records do not contain large-magnitude, low 
frequency floods. Estimates of large floods are needed to provide accurate flood-frequency 
relations for the design of structures such as dams and highway infrastructure located in 
floodplains and for flood-plain management. For about 50 years, the design criteria for 
construction of high-hazard structures such as dams has included the probable maximum flood 
(PMF). The PMF is an estimate of the maximum flood potential for a given drainage basin and is 
derived from an analysis of the probahIe maximum precipitation (PMP) (Cudworth, 1989). The 
National Research Council (1994) and Hansen et al. (1988) recognized the. shortcomings of 
estimating extreme rainfall in the mountainous areas such as  in the Rocky Mountains. 

Interdisciplinary flood research in Colorado (Jarrett, 1987, 1990; Jarrett and Costa, 1988; Henz, 
1991; Pitlick, 1994; Waythomas and Jarrett, 1994; Grimm et al., 1995; Pruess, 1996; 
Tomlinson and Solak, 1997) and in the Rocky Mountains (Jarrett, 1993; Parrett and Holnbeck, 
1994; Buckley, 1995; Eastwood, 1995; Jensen, 1995; Brien, 1996) provides new insight into the 
hydrometeorology of extreme flooding in the Rocky Mountains. One focus of the USGS 
interdisciplinary research project "Paleohydrology and Climate Change" is to develop cost- 
effective paleoflood techniques that can be used to estimate the magnitude and frequency of 
extreme floods in h e  Rocky Mountains. In an analysis of U.S. Geological Survey streamflow- 
gaging station data in the Rocky Mountain region, which included stations in New Mexico, 
Colorado, Wyomitlg, Idaho, and Montana, Jarrett (1990, 1993) compared maximum unit 
discharges (maximum peak flow divided by drainage area) to gage elevation. Based on these 
plots, enveloping curves were drawn that identified elevation limits of topographic controls for 
large unit discharges, which are caused by large, intense rainstorms. Above the limit, no large 
rain-caused floods have been documented. For example, above about 2,300 m in Colorado, 
maximum unit discharge is about 1 rnYdkm2 for basins less than about 10 krn 2; as basin size 
increases, unit discharge decreases (Jarrett, 1990). These relatively small floods at higher 
elevations are caused primarily by snowmelt runoff or relatively small amounts of rainfall (as 
compared to lower-elevation rainfall amounts). Below about 2,300 rn in eastern Colorado, unit 
discharges as large as 38 rn3lskm2 have occurred. Jarrett (1990) also developed a relation 
between rainfall and elevation for Colorado from documented extreme rainstorms during about 
the last 100 years in Colorado. Above about 2,400 rn in Colorado, maximum observed 24-hr 



rainfall is about 100 mm; in eastern Colorado at lower elevations, maximum observed 24-hr 
rainfall is about 6 10 rnm (Jarrett, 1990). 

Because of these interdisciplinary research results, most state agencies in the Rocky Mountain 
region recently began hydrometeorologic and paleoflood studies to revise methodologies to 
estimate extreme precipitation and flooding for dam safety. The Bureau of Reclamation also 
recently began a program to use a risk-based assessment, which incorporates paleoflood 
investigations to provide estimates of the magnitude and frequency of extreme floods, to assist 
with dam safety decision making (Levish et al., 1994). Thus, it is important to develop 
methodalogies that can be used by dam-safety officials to make decisions about the probabilities 
of extreme floods. A regional paleoflood study was conducted in northwestern Colorado to 
assess the flood hydrology for Elkhead Reservoir in Elkhead Creek basin near Craig. The 
objective of the paleoflood study was to estimate prior maximum flooding in the basin from 
evidence preserved in the floodplain to help dam-safety officials utilize study results in a risk- 
based assessment. A lack of flood evidence, particularly of extremely rare floods, in one basin 
such as Elkhead Creek basin could result from pure chance. Thus, it is essentid to ascertain the 
flood history for other basins in the region by analyzing available flood and precipitation data and 
conducting paleoflood investigations for many streams within a hydroclimatic region. Regional 
analysis extends hydrologic records and provides a tool to estimate discharge at ungaged sites 
and decrease time-sampling errors at one site. Major drainages within the regional study area 
(10,901) kmz) are the Yampa and White River basins. Results presented in this paper only arc for 
15 sites within the Elkhead Creek basin of the 86 palcotlood sites for streams in the regional 
study area of northwestern Colorado. The paleoflood study was conducted for the Colorado 
River Water Conservation District to complement a site-specific PMPPMF study for Elkhead 
Reservoir by North American Weather Consultants in SaIt Lake City, Utah, and Ayres 
Associam Inc. in Fort Collins, Colorado. 

STUDY AREA 

Elkhead Creek basin, which has a drainage area of 531 kmz at Elkhead Reservoir, is located in 
northwestern Colorado. Hydroclimatic conditions are relatively homogeneous in northwestern 
Colorado (Kircher et al., 1985). Elkhead Creek has its headwaters in the Elkhead Mountains and 
flows southwesterly to Elkhead Creek's confluence with the Yampa River about 10 km east of 
Craig. Elevations in the basin range from about 3,307 rn at the highest peak of the Elkhead 
Mountains to about 1,890 m at its confluence with the Yarnpa River. Distinct mountains and 
ridges define the boundaries of the basin. Most annual precipitation faIls as snow in the winter 
months. Within the larger context of the regional study area, localized, convective rainstorms 
during summer months have produced localized flooding in small, steep basins at lower 
elevations in northwestern Colorado (Jarrett, 1987). 

METHODOLOGY 

Paleoflood hydrology is the study of past or ancient floods preserved in stream channels (Baker, 
1987; Jarrett, 1990, 199 1). Paleoflood data are particularly useful in providing probable upper 
limits of the largest floods that have occurred in a river basin (Jarrett, 1990). Floods leave 
distinctive deposits and landforms in and along stream channels, as well as botanic evidence 
(Baker, 1987; Jarrett, 1990, 199 1) .  Slack-w ater deposits of sand-sized particles and boul dery 
flood-bar deposits most commonly are used to estimate past flood levels called palcostage 
indicators (PSIS). Paleoflood evidence is relatively easy to recognize and long lasting in the 
Colorado Rockies because of the quantity, morphology, and structure and size of sediments 
deposited by floods (McCain, et al., 1979; Jarrett, 1987; larrett and Costa, 1988; Waythomas 
and Jarrett. 1994). The slope-conveyance method (Barnes and Davidian, 1978) was used to 
estimate paZeoflod discharge. Discharge is determined from estimates of flood width and depth 



corresponding to the PSIS, channel slope, maximum-particle size of flood-deposited sediments 
located on the channel and floodplain obtained during onsite visits to streams. Flood depth is 
estimated by using the elevation of the top of flood-deposited sediments (or PSIS) in the channel 
or on the floodplain above the channel-bed elevation. Flow-resistance coefficients and velocity 
were estimated from analysis of data for mountain rivers (Jarrett, 1985). 

Age estimates for paleoflood deposits are based on relative-age criteria (Waythomas and Jarrett, 
1994). Relative-age techniques used for this study were degree of soil development, boulder 
weathering, and boulder burial. An important point for using relative-age dating techniques is to 
obtain ages using these different techniques and several samples within a reach of channel. The 
strategy of a pdeoflood investigation is to visit the most likely places where evidence of out-of- 
bank flooding, if any, might be preserved. Where possible paleoflood estimates are obtained in 
bedrock controlled channeIs that minimize changes in channel geometry; there is little evidence 
that major changes in channel geometry have occurred in channels in this study. Onsite 
paleoflood data were collected for sites on Elkhead Creek and its tributaries. 

To help facilitate risk assessments of rare floods, a flood-frequency relation was developed from 
an analysis of annual peak flows through 1996 for Elkhead Creek near Elkhead (09245000) 
using a Log-Pearson Type 111 (LPIII) frequency distribution (Interagency Advisory Committee 
on Water Data, 198 1). The gage is located at an elevation of 2,086 rn, has a drainage area of 
166 km2, and has 44 years of record. Paleoflood data (magnitude and ages) were incorporated 
into the flood-frequency analysis to extend the gaged record. Because the Elkhead gage is 
operated about 10 km upstream from the reservoir, regional flood-frequency relations for the 
northwest region of Colorado (Kircher et d., 1985) were used to estimate flood characteristics 
for Elkhead Creek at Elkhead Reservoir. 

RESULTS 

Paleoflood data were collected for 15 streams in Elkhead Creek basin. Few coarse-grained 
sediments have been mobilized and deposited as flood bars and slack-water deposits i n  streams in 
the study area (e.g., fig. 1). Where present, paleoflood deposits are either associated with the 
record snowmelt runoff in 1984, or the deposits are very old based on extensive pitting, grain 
relief, and extensive boulder burial (50 to 754101, and probably reflect glacial outwash. Thick, 
clay-ric h, well-developed soils on flood-plain and hillslope surfaces and a lack of substantial 
flood-deposits (fig. 1) indicate that the age of maximum paleofloods is at least 500 years to about 
10,000 years (since glaciation). No evidence of substantial ou t-of-bank flooding was found in 
any investigated stream in Elkhead Creek basin. The maximum paleoflood discharge in Elkhead 
Creek upstream from Elkhead Reservoir is 95 m31s and downstream from Elkhead Reservoir is 
135 m3/s. Maximum paleofloods provide physical evidence of an upper bound on maximum 
peak discharge for any combination of rainfall- or snowmelt-runoff in Elkhead Creek, in at least 
10,000 years. 

A flood-frequency relation for Elkhead Creek near Elkhead was developed using the recorded 
annual peak-flow data and paleoflood data (fig. 2). Rood-frequency analyses were done using 
the paleoflood discharge, which was varied by the estimated error of 25 percent to help define 
confidence limits. The historic-record length for the ages of paleofloods used in the analysis 
ranged from a maximum of 10,000 years to 100 years based on relative-age dating criteria (the 
latter age estimate reflects an extremely conservative or short-historic period). The flood- 
frequency relation for EIkhead Creek at Elkhead Reservoir (fig. 2) was estimated from the 
regional flood method developed by Kircher et al. ( 1985). The flood-frequency relation for the 
Elkhead Creek gage, which has about 30 percent of the drainage area at the reservoir, is similar to 
the regional relation likely because the majority of the basin between the gage and the reservoir 
contributes little runoff from snowmelt or rainfall. The 100-year flood estimate for Elkhead 



Creek is 76 m3fs at the gage and is about 82 m3ls at Elkhead Reservoir. 
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Figure 1. Graph of channel cross section for Elkhead Creek downstream from Norrh Fork 
Elkhead Creek. Paleoflood discharge is 95 m3ls. 
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Figure 2. Flood-frequency relations for Ekhead Creek near Elkhead gage (092445500) with 
paleoflood data of 85 m3/s +/-25% with the age ranging from 500 to 10,000 years (shown as 
rectangle) with 95-percent confidence limits. Flood-frequency relations varied by less than 20 
perccnt for the range of historic period length of 100 years and 10,000 years, probably k a u s e  
the maximum paleoflood is not much larger than the flood of record. The regional flood- 
lrequency relation for Elkhead Creek at Ekhead Reservoir (Kircher et al., 1985) also is 
shown. The flood-frequency relation and probable maximum flood for Elkhead Reservoir 
(Ayres Associates, Inc.,written cornmun., 1996) are shown for comparison. 



The flood- frequency relation for Elkhead Creek at Elkhead Reservoir developed by Ayres 
Associates, Inc. (written commun.. 1996) (fig. 2) essentially is the same as the flood-frequency 
relations from this study up to about the 100-year flood, The Ayres relation sharply increases 
above the 100-year flood and falls outside the confidence limits of the regionaI flood-frequency 
relations above the 200-year flood. The difference for larger recurrence intervals primarily 
results from transposition of rainstorms to Elkhead Creek basin and using rainfall-runoff 
modeling to estimate the upper end of flood-frequency relation. 

Extensions of flood- frequency relations to rare floods (e-g., 10,W-yr recurrence interval) are 
tenuous for short-streamflow records, but are enhanced when paleoflood data are included in 
flood-frequency analysis (Kochel and Baker, 1982; Jarrett, 1987; Jarrett and Costa, 1988). The 
frequency curve for Elkhead Creek (fig. 2) was extended linearly and is constrained by the 
maximum paleoflood of 135 m3ls. The estimated recurrence interval for the maximum 
paleoflood near Elkhead Reservoir is about 2,500 years, and the 10,000-year flood is about 170 
m31s. For comparative purposes, the PMF estimate shown for Elkhead Creek at the dam (Ayres 
Associates Inc., written commun., 1996) is 1,020 m3ls and far exceeds a 10,000-year flood (fig. 
2). Although such extrapolations of flood-frequency relations are imprecise, they demonstrate 
the probability of a flood similar to the magnitude of the PMF in Elkhead Creek basin is 
extremely small. 

DISCUSSION 

Bouldery flood deposits provide recognizable flood evidence preserved for many thousands of 
years had large floods occurred in streams in Elkhead Creek basin. In the type of paleoflood 
investigations conducted in the Rocky Mountains, lack of physical evidence of the occurrence of 
floods is as important as discovering tangible onsite evidence of such floods (Jarrett, 1987, 1990; 
Jarrett and Costa, 1988; Levish et al., 1994; Ostenaa and Levish, 1995). Although paleoflood 
estimates also involve uncertainties, the estimates are based on interpretations of physical data 
preserved in channels and on floodplains during at least the past 10,000 years in the Rocky 
Mountains. These uncertainties primarily are related to possible post-flood changes in channel 
geometry and flood heights interpreted from PSIS. One of the largest sources of uncertainty in 
paleoflood reconstructions is actual flood height inferred from PSIs. A comparison of the 
elevation of the top of flood-deposited sediment (PSIs) and high-water marks (HWMs) of recent 
large flooding in streams of the western United States was made(unpub1ished data). Analysis of 
the differences in PSIS and HWMs indicates that the elevation of the top of flood-deposited 
sediments (PSIs) generally are within 4-0.2 m of flood HWM elevations for extreme floods in a 
wide range of hydraulic and sedimentologic channels. Therefore, use of the top of flood- 
deposited sediments as PSIs for streams in this study provides a reliable estimate of the 
paleoflood depth that is used to reconstruct the discharge of paleofloods. 

More quantification (e.g., using step-backwater analyses to calculate paleoflood discharges, 
using absolute-age dating of flood deposits, more robust flood-fryuency parameter estimation 
procedures, ctc.) would slightly improve the accuracy of individual paleoflood estimates and 
flood-frequency analysis. However, the interpretation that little out-of-bank flooding has 
occurred in many thousands of years in Elkhead Creek would not differ substantially. Maximum 
palcoilclods provide physical evidence of an upper bound on maximum peak discharge for any 
cornbitlation of rainfall- or snowmelt-runoff in northwestern Colorado, since glaciation. The 
maxim urn paleoflood in at least the last 10,000 years for Elkhead Creek near Elkhead Reservoir 
is ahout i 3 percent of the PMF estimate. Several recent paleoflood studies, primarily conductcd 
by thc U.S. Geological Survey and Bureau of Reclamation (Jarrett and Costa, 1988; Levish et 
a]., 1994; Grimm et al., 1995; Ostcnaa and Lcvish, 1995), also demonstrate large differences 
between maximum paleoflood estimates in the Rocky Mountain region and PMF estimates- 
Thus, given the large differences in  maximum paleoflood and PMF values in the Rocky 



Mountains, it seems prudent to conduct additional hydrometeorologic and paleoflood research to 
help reduce the uncertainty in estimaks of maximum flood potential. A regiond pdeoflood study 
approach, which can be used in other hy drometeorologic settings, provides information for a 
risk-based approach for hydrologic aspects of dam safety. 
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PALEOHYDROLOGIC BOUNDS AKD LOW PROBABILITI- FLOODS 

By Daniel R. Levish, Geologist: Dean A. Ostenaa, Geologist; and Daniel R.H. O'Connell, 
Geophysicist, U.S. Bureau of Reclamation, Geophysics, Paleohydrology, 

and Seismo tectonics Group, Denyel; Colorado 

Abstract 
An expeditious \+ay to evaluate the magnitude of low probability floods is to identify 3tl~I assign 
ages to geomorphic surfaces adjacent to a strean that serve as Ijnlits for the paleostagc of large 
floods over thousands of years. These paleostage limits can then be input into a hydraulic niodcl 
to calculate the lnaximum discharge that would not significantly inundate, and therefore 
significantly modify, a particular geomorphic surface. This maximum discharge, together with the 
age of the surface, forms a conservative limiting bound on flood d~schargt: through time that i s  
input for flood-frequency analysis. These paleohydl-ologic bounds are not actual floods, but 
instead they are limits on flood magnitude over a measured time interval. I n  this way, these 
bounds represent stages and discharges that have not been exceeded since the geomorphic surface 
stabilized. 

Examples from paleoflood studies conducted for Causey Dam on the South Fork Ogdzn River. 
Utah, and Hradbury Dam on the Santa Ynez River, California. illustrate the utility of 
paleoh ydrologic bounds in flood frcquenc y analysis. In both cases. flood frequency analysis 
based on the record of annual peak dischiirge estimates and extrapolation to the Probable 
Maximuin Flood (PMF) leads to substantial overestimates of the frequztlcy of large floods, and ro 
the conclusion that dam oveltopping may be likelj. I n  fact, in both cases with the inclusion of 
paleohydrologic bounds in the tlood frequency analysis, floods with a magnitude equivalent to 
spillway capacity are extrztuely low probability events. 

For the past several decades the estimated Probable Maximuin Precipitation (PMP) and the 
calculated Probable Maximum Flood (PMF) have been used as measures of hydrologic dam 
safety. However, both the PMP and PMF arc hypothetical maxjmums and by definition lirive no 
associated probability. The absence of  probability for the PMP and PMF limits the utility of these 
hypothetical indices for risk-based dlun safety decisions. In the western U.S., short historical and 
gage records afford little support for the hypothetical PMF, and hydrologic indices based 011 ttic 

PMP are thwarted by the numerous complex and poorly understood assumptions required to turn 
rainfall into runoff. Palzohydrologic techniques are a means to directly assess the probability of 
extreme floods and test the validity of the PMF and PMP-based models. The 1-esuIt5 of paleoflood 
studies in  California, Oregon, Utah, and Wynmit~g demonstrate that discharges with calculated 
annual probabilities of one in 10.000 are in the rangc of five to 25 percent of the hypothetical 
PMF. 

Paleohvdrolo~ic Bounds 
A paleohydrologic bound is a time interval during which a given discharge has not hccn 
exceeded. In stable reaches, stage can be converted to discharge through hydraulic modeling. 
Both properties of the paleohydrologic bound. timc and discharge, arc independently dctcr~ni t~ed 
from objcctive criteria in the field. This approach is appropriate for hazard assussment becausc 
~mletihvdrologic bour~ds provide extremely valuable information for improving estimates o P the 
frequcnc} of large floods because the data art. 3. direct description of the Inrgcst floods. It is not 



necessary to develop evidence of specific paleofloods to define paleohydrologic bounds. although 
it can be convenient for illustration. 

The objective of studies of flood risk based on paleohydrologic bounds is to identi@ a t ~ d  assign 
ages to geornorphic surfaces adjacent to a stream that serve as limits for the paleostage of large 
floods. These paleostage limits can then be input into a hydraulic model to calci~late the maximum 
discharge that would not significantly inundate, and therefore signi fican tIy modify, a particular 
geomorphic surface. The depth of significant inundation is calibrated based on the properties of 
the particular reach and comparison with the geomorphic impact of extreme floods (e.g., Baker 
and Costa, 1987). This maximum discharge, together with the age of the surface, forms a 
conservative bound on peak discharge through time for use in flood-frequency analysis. These 
bounds are not acmal floods, but instead they are limits on flood magnihlde over a measured time 
interval. In this way, these bounds represent stages and discharges that have not bee11 exceeded 
since the geomorphic surface stabilized. 

Paleo flood hydrology includes the study of the geomorphic and stratigraphic record of past floods 
(e.g., Baker. 1989; Jarrett, 1991). T h ~ s  record is a direct, long-term measure of the ability of a 
stream tn produce large floods and may often be at least 10 to 100 times longer than the 
conventional record of annual peak discharge estimates. Paleohydrologic techniques offer a way 
to lengthen a short-term data record and. therefore, to reduce the uncertainty in hydrologic 
anaIysis (Jarrett, 1991). Obviously, this allows for a higher degree of assurance for dam safety 
~vhen making decisions regarding floods with long return periods. Paleoflood studies allow a 
long-term perspective that can put exceptional annual peak discharge estimates in contcxt and 
assist In reconciliation of conflicting historical records. 

Most conventional estimates of the frequency of large floods are based on extrapolation from 
short records of annual peak discharge estimates, sometimes with the addition of historic 
in formation. Most magnitude estimates for extreme floods are made by extrapolation of the 
statist ica1 model selected for flood-frequency to a given return period or annual probahi l i ty, or by 
hypothetically maximizing rainfall-runoff models. Frequency estimates for maximized rai n fa1 l -  
runoff models are either arbitrarily assigned or are based on extrapolating the flood- frequcr~cy 
curve to the calculated discharge. No matter how many of these short-term records are statistically 
combined, they can never accurately characterize the probability of very infrequent floods 
because statistical confidence is directly related to the length of record. Further, due to short 
record length, many statistical distributions may fit the data, but the extrapolation to low 
probability floods i s  highly dependent on the choice of the distribution. Because each basin is 
unique, regionalizing or substituting space for time to compensate for short record length cannot 
completely substitute for the accurate characterizat~on of the properties of a specific site or region, 
and may result in unwarranted confidence. Additionally, if the record of annual peak discharge 
estimates contains an exceptionally large flood(s), this event(s) is usually assigned an 
unrealistically short return period, omitted from the frequency analysis, or "weighted" in some 
arbitrary fashion. Thus, any estimate of a flood with a recurrence greater than several hundred 
years that is based only on short-term record of annual peak discharge estimates or even long 
historic records of a few hundred years. will have a large inherent uncertainty. Paleoflnod 
hydrology offers a means of verifying return periods that are many times longer than the length of 
the gage or historic records (Costa, 1978). 



There is a tong history of paleoflood hydrology, in a wide variety of settings throughout the world 
(e.g., Costa, 1986; Patton, 1987; Baker et a]., 1988). One widely used technique, slackwater 
studies, uses fine-grained sediment that accumulates in backwater areas to construct a detailed 
history of past floods (e.g., Patton et al., 1979; Kochel and Baker, 1988). Early studies by 
Mansfield (1938) on the Ohio River and Jahns (1947) on the Connecticut River, demonstrate 
another approach. They recognized that historic floods had overtopped sites not previously 
inundated in thousands of years. Lacking evidence of recent inundation, the age of a geomorphic 
surface is an estimator of the ~ninirnum return period of a flood that could inundate that surface 
(Costa. 1978: O'Connell et al., 1997). 

Incorporation of long-term paleohy drologic information in food- frequency studies does not 
depend otl being able to reconstruct the complete record of all past floods. Statistical techniques 
that can ir~corporate paleohydrologic bounds are a useful way to take advantage of 
paleohydrologic information (Stedinger and Cohn, 1986). In this way, it js not important if floods 
of a specified recurrence are not recorded or included in the frequency analysis. What is important 
i s  that limits on flood magnitudes over time intervals can be identified. Sensitivity analyses show 
that the addition of only one or two paleohydrologic bounds that span a range of hundreds to 
thousands of years have a significant impact on the shape of the flood-frequency curve (Ostenaa 
et al., 1996; O'Cont~ell et al., 1997). 

The field expression of paleohydrologic bounds, stable geomorphic surfaces, are flood plains that 
ha\ e been abandoned due to stream incision. Once abandoned, their surface characrerist ics 
change with time. Two of the most easily recognized changes involve the modification of surface 
tuorphology and the development of soil. Through time, slope processes and weathering mute the 
expnssion of surface irregularities related to fluvial erosion and deposition. Once a surface has 
stabilized, that is, it is no longer episodically overtopped, soils form in a predictable sequence 
(Birkeland. 19841. 

Disruptions in soil profiles and geomorphic features, such as eroded channels, that result from 
significant inulidation by large floods are generally easily recognized. This is why these former 
flood plain surfaces are reliable indicators of flood stage through time. The limits of the surface 
define a maxirnim~ channel width through which a maximum discharge can be modeled. The ages 
associated with the geornorphic surfaces that form bounds for flood magnitude are almost always 
minimum ages because of the problems related to dating the precise time when a particular 
surface was abandoned. The result is an estimate of the maximum discharge during the minimum 
time interval since stabilization. These estimates are made even more consenlat ive because 
through time, channels may downcut and erode laterally, resulting in apparently larger cross- 
sections and discharges. Therefore, a study goal is to locate stable reaches with the minimum 
channel capacity adjacent to geomorphic surfaces that place limits on paleostage through the 
reach. 

d Fr- I _ ThoFgampleg 
Examples from paleoflood studies conducted for Causey Dam on the South Fork Ogden River, 
Weber County Utah, (Ostenaa et al., 1997) and Bradbury Dam on the Santa Ynez River, Santa 
Barbara County, California, (Ostenaa et al., I 996) illustrate the utility of paleol~ydrologic bounds 
for estimating the frequency of extreme floods. In both cases, conventional flood-frequency 
analysis based only on the short record of annual peak discharge estimates with extrapolation to 



the PMF leads to substantial overestimates of the frequency of large floods. With the inclusion of 
pale0 hydrologic bounds in the flood frequency analysis, floods with a magnitude equivalet~ t to 
spillway capachy are extremely low probability events at both dams. 

Causey Da~n impounds water in the mountainous upper 210 h' of the South Fork Ogden River 
hasin. The dam is a 258-m-long, 66-m-high earthfill embankment with an ungated spillway 
capacity of about 214 rn3is. The calculated thunderstorm PMF for Causey Dam has a peak 
discharge of more than 3000 m9/s  with the calculated threshold for dam overtopping of 677 m3/s. 
Based on standard engineering flood frequency analysis (e.g., NRC, 19851, a discharge equivalent 
to the estimated threshold overtopping discharge has a retuni period on the order of 2.000 to 
30,000 years. Significant overtopping of Causey Dam could result in dam failure, and dam failure 
i+-ould result in substantial and unacceptable consequences downstream. 

Downstream from Causey Dam the flood plain of the South Fork Ogden River is characterized by 
two pl-oups of Holocene geornorphic surfaces that form paleohydrologic bounds. Ages for the 
bounds are based on the geomorphology and stratigraphy of these surfaces and 19 radiocarbon 
ages. The discharges associated with these bounds are calculated froin hydraulic modeling in a 
stable reach 6 km downstream of the dam. The "Holocene 2" paleohydrologic bound is fonned by 
a group of surfaces that have not been significantly overtopped in 2500 years. Based on hydraulic 
inodeling a discharge of 115 m3/s would significantly modify this surface and therefore is the 
discharge value for the paleohydrologic bound. The "Holocene 1 " paleohydrologic bound is 
for~ned by a group of surfaces that have not been significantly overtopped in the last 400 years. A 
discharge nf 70 m3/s would rnodi@ these surfaces based on hydraulic modeling. 

Bradbury Dam is a 1020-m-long, 85-rn-high embankment that impounds water in  the 
n~ountainous upper 670 h3 of the Santa Ynez River basin. Bradbury Dam has a gated spillway 
iiuith a capacity of 4533 m3/s. The calculated PMF for Bradbury Dam is 13,060 rn2is. Based on 
standard engineering flood-frequency techniques (e.g. ,  NRC, 1985), the PMF has an extrapolated 
return pt'riod as frequent as less than 100 years. If the PMF were possible this flour would overtop 
the darn which could result in dam failure. Dam failure would result in substantial and 
unacceptable consequellccs downstream. 

Uetu.een Bradbury Dam and the town of Lompoc 65 km downstream there are two Holocene 
surfaces that form useful paleohydrologic bounds. Ages for these bounds are based on the 
geornorphology and stratigraphy of these surfaces and 17 radiocarbon ages. The discharges 
associated with these bounds result from hydraulic modeling in two stable leaches, 2 km and 55 
km. downstream of the dam. The "tl" paleohydrologic bound is formed by a group of surfaces 
that have not been significantly overtopped in 2900 years. Based on hydraulic modeling a 
discharge of 1550 m3/s \vould significantly modify this surface and therefore is the discharge 
value for the paleuhydrologic bound. The "fp2" paleohydrologic bound is formed by a group of 
surfi~ces that have been significantly overtopped once in the last 700 years. A discharge o f  I980 
m? c would modify these surfaces based on hydraulic modeling. Based on historical infonnation a 
third bnurld can he constructed that spans from 1862 to 1907 at a discharge of 1775 rn3/s. 

t;or flood frequency calculations, the information from the paleohydrologic bounds is combincd 
~i ' i th the record of annual peak discharge estimates (O'Connell et al., 1997). The relative amounts 
of time spanned by the paleohydrologic bounds and the record of annual peak discharge estimates 



for both the South Fork Ogden River and the Santa Ynez River is shown on Figure 1 .  To ai t lc .u la~t  
flood-frequency statistics, the maximum likelihood (MLH) method 01'Stedinger and  Cohn ( 198h) 
and Stedinger et al. (1988) is modified and incorporated into a Bayesian approach (Taranlola. 
1987; OConnztl zt al., 1997). For both the South Fork Ogden River and the Sanlii Y n e ~  River the 
impact of the paleotiydrologic bounds is dramatic. For the South Fork Ogden R i ~ e r  the analysis 
indicates that a flow of spillway capacity has a probability of much less than one in 1 0.000. with 
an extrapolated probability less than one in 500,000. This indicates that overtopping of the darll is 
an extraordinarily unIikely event. For the Santa Ynez River the incrernen taI advantage of adding 
more information can be demonstrated by calculating flood- frequency stat is t icl; irom various data 
sets. The addition of paleohydrologic bounds has the greatest impact on the flood frequency 
calculations (Table I ). Table1 illustrates the djf'ference in the conclusion drawn from different sets 

of data. Once again, for the Santa Y nez R i b  er paleohydrologic information shows that r i  di schargc 
equivalent to spillway capacity of Bradbury Dam is a very remote event with an rxl~-;ipoli~~td 
probability of less than one in 6,000,000. 

Table 1 : Mean Annual Probability and Return Period of Discharges Exceeding thc Capacity oft  hc 

Bradbury Dam Spillway (4533 m3/s) 

Data Set I Return Period ! Mean Annual Probability 
(years ) 

1 Historic + Gage 1 1.43 x 1 o ‘ ~  1 7000 I 
I Paleoflood + Historic + Gage 1 1.57 x 1 >6,000,000 1 

Paleohydrologic bounds influence flood frequency calculations by extending the length of rccord. 
Inferences about low probability floods based only on short gage arid historic records (lehs than 
150 years in the western U.S.) depend on assumptions of the statistical distribution chosen to  
portray flood frequency (e.g., O'Connell et a[., 1997). However, these short term records contain 
no information about the long term behavior of floods. In fact, many gage and 11 isturic records are 
hampered by trapping a low probability or long return period event in a short record. T h ~ s  adds 
significant bias to flood frequency estimates and in many instances in the westem L7.S. le;~ds lo an 
over estimate of flood magnitude for a particular probability or return period. 

d Probable Flood 
The Probable Maximum Flood (PMF) has been used as a standard for hydrologic ~ I I I ~ ~ ~ S C S  ill dam 
safety for several decades (NRC, 1985). As originally defined, the PMF has tlcl retl~rtl period. 
However, this definition is not practical for d;un safety decisions based otl risk. A s  a practical 
matter, the PMF has often been arbitrarily assigned a return period of 1 0,OOO to 1.000.000 years at 
the upper and lower confidence limits for flood frequency analysis (e.g., NRC. 1 985). 

Paleoflood studies are a basis for testing whether the calculated PMF and the associated 
extrapolated return period are realistic. Because the tluvial geo~norphology and stratigraphy of 
flood plains adjacent to streams are recorders of' the most extreme floods, paleoflood records 
should contain extreme floods that are a large percentage of the PMF. if such floods are physically 
possible. The shorter the estimated return period assigned to the PMF, the more likely it becornes 





that such large floods should be included in paleoflood records that are thousands of years in 
length. Considering the number of drainage basins present in an area the size of the western US. ,  
if there actually have been floods comparable to the hypothetical PMF. the numerous multi- 
thousand-year paleoflood records present along western streams are likely to record multipIe 
PMF-scale floods. 

The paleohydrologic bounds from the South Fork Ogden River and the Santa Ynez River are only 
a smal l  percentage of the calculated PMF for Causey and Bradbury Dams. Data from other 
Reclamation paleoflood studies in the western U.S. shows a similar relationship to calculated 
PMF estimates (Table 2). It is clear that in a variety of hydrometeorological settings. the 
paleoflood record does not validate floods as extreme as the PMF nor does the paleoflood data 
validate estimates of PMF retun] period in the range of 10,000 to 1,000,000 years. Rather. the 
paleoflood data imply a potential upper limit for flood magnitude thatis substantially smaller than 
implied by PMF calculations. The data in Table 2 indicate that in the western United States. peak 
discharges with an extrapolated return period of 10,000 years may be as little as five to 25 percent 
oC the calculated PMF. These results have substantial impact when incorporated into dam s a k t y  
decisions or criteria based on risk. 

Tdble 2: Calculated Probable Maximum Flood Versus 10,000 Year FIood Estimated Frotn 
Paleoflood Studies 

Conclusion 
The most reliable way to obtain probability estimates of extreme floods, floods a i t h  return 
periods of lhousands of years, is to study the geomorphologic and stratigraphic record of extreme 
floods. Paleoflood hydrology 1s an event-based method for extending the length of the flood 
record in order to make realistic estimates of the probability of extreme tloods. .4n expeditious 
way to gain paleoflood information is through the use of paleoh~droIogic bounds. For guiilit~g 
hydrologic dam safety decisions, comparable levels of confidence cannot be obtained from 
analysis of short-term records of annual peak discha~se estimates and historic information alone. 
Compared to conventional frequency analyses, incorporation of paleoflood data provides high 
assurance that the spillway capacity of Causey and Bradbury Dams will not be exceeded even at 

Location 

South Fork Ogden 
River, UT 

Santa Y n e t  River, CA 

Ochoco Creek. OR 

Crooked River, OR 

North Platte River, IVY 

Drainage 10,000 Year 
Paleoflood as 
Percentage of 

210 

1080 

763 

6825 

I 18,746 

150 

2550 

285 

1100 

1275 

3075 

13.060 

4785 

7225 

10,600 

5 

26 

6 

15 

12 





RISK-BASED HYDROLOGY: BAYSESlAN FLOOD-P'KEQUENCY AKALYSES USIJC; PALEOF'LOOD 
INFORMATION AND DATA UNCERTAINTIES 

By D. R. H. O'Connell, Geophysicist, D. R. Levish, Geologist. D. A.  Osienoa, Geologist, U.  S. bur cat^ of 
Reclamation, Denver, Coloi-ado 

Abstract; It is essential, and not panicularly difficult, to rigoroudy incorporate obsrlncd data uncvrta inlice\ I I  I tluod- 
frequency analysts. "Best fitting" (medlan, method of moments. rn:l?;imu~rl likelihood. ctu. 1 flood -frirluc.r~cq. 
distributiotls, particularly froin analyses that do not explicitly include data u11:ertainties. have infin!itsim,iI t r r tn l  
probability and are irrelevant for risk-based hydrology. Ir; contrast, a Bayesian approach incorporates data arid 
parameter unccrrainties. Peak discharge probahil ity rcgions arc calculated as a i'unct~on 01' x-~naal probability to 
quantify hydrologic hazards. Paleohydrologic boutlds demonstrate that peak dischargcs of ahoul70,000 ft'is and 
90.000 ft31s had not been exceeded on the Santa Yncz River in 700 years and 2900 yedn, respectively. These 
paleohydrologic bounds are combined with gage and hlsttlrical data to estimatc ~lood-t'rcqucncy prubabilitics. If only 
gage and/or historical data arc available, an inescapable conclusion is that a flow cxcccciing spillway capacity 
( 1  6U.C)OO ft3/s) is likely to occur in a 10.000 year period. Addlng the paleohydrologic bounds to the Bayesian anaIqhis 
shows that the probability of a flow exceeding spillway capaclty in a 10,000 year period is less th;m 1 111 i0.!)00 
demonstrating the substantial stntistical gain the paleohydrologic: houndr provide. Palcohydrolng~c hounds rcducc 
biases by putting targc hlstonc dischatges in their proper long-rcnn contcxts and substantially rtducc the rallgc. of 
possible discharges associated with long rchlrn periods. A Bayesian flood-frequency analysis for r hc C rclo kcd Rivcr 
using paleohydrvlogic bounds shows that traditional t'rood-frequency analysis using systemat IC Jata suhl;~anrially 
underestimates peak dischargcs with return penods longer than scvcral hundred )-ears I t  is now painfully obv~nus that 
cntirely [no much effort has beell expendcd ovcr the years in pointless and nonproductive pursuits of flood-frcqucnrv 
fitting procedures instead of acquiring valuable tic~v data and physical understanding Hayesian flood-ri-cqucnrhy 
analyses incorporating paleohydroIogic irdonnatio~~ demonstrate that the most cost .effective way to reduce flood- 
frequency uncertainties for rare events is to acquire paleohydrtjlogic data. Baycsnn flood-frequency analyses 11.1th 

paleohydrologic data spamnp tllousands of years providcs a consistent basis for risk-based dccision making :\ 
program for Bayesian flood-frequency analysis, FLDFRQ3, is made freely availa blc at 
ftp://ftp.seismo.usbr.gov~pubicli~rgoinIs/geomagic/src/Tldfrq3 . 

INTRODUCTION 

One use of flood-frequency analyses is to dcternline the annual risk (probabiliry) of a peak discharge eucccding ~lic 
operatiatla1 capacity of critical structures. Traditional approaches (wci$htcd-moments. L-moments. cxpected 
mon~cnts) cannot incorporate observat ~onal data uncertainties (Hosking and Wallis, 1997) and fail to ~.i-t,> irlc 
sufficient i n f o m  tion to quantify risk. A Bayesian methodology (Tarantola. 1937) and l i kulihorld functions mod1 j i cJ  
from Stedinger and Colm (1986) arc used to incorporate data and paratlietzr unccrtaintics. Parametcr and  i l o ~ ~ I  
frequency likelihoods a~id  probability inrcrvals are calculated directly by numrrrc~l in tcgra~ion to prt)i,~d:. iloa~l- 
frequency probabilit~es suita blc for risk assessment. Syste~nat~c paramctcr-space searches providr: thc n ~ n s l  ~l(>i\ c'rt ill 
method to determine flood frequency probabilities. This is fras ible using a PC computer. a sy\te~ns t ic scarch of a 
parameter space of four or Iess can be completed without resorting to Monte Carlo mcthods of stat~sticnl sampling 
and integration. A public domain flood-frequency progratn incorporating thcsc concepts. FLDk RQ3, is frr:el y 
available in source code and executable forms. Two ilata  set^ tiom the Santa Yucz Rlc4c.r in southcrn C'alifornra 
(Ostenaa et al., 1996) and the Crooked h v e r  m central Oregon (Levish and Ostenaa. 109h) arc used lo illustrate 
importaru aspects of Bayesian flood-frcque~rcy analysis. 

Mathematistrv Versus Information: Traditional flood-frequency approaches (werghted-~nornenrs. L-mnmcnts. 
expected momcnts) can not naturally Incorporate paleohydrologic noncxceedence bwnd  information. lnctcad of 
recogn~zing h e  failure of h c  mathematics to eEectively use paleohydroloyii' Clii~a, tllc comnoil sp11rio11< C L I I I C ' I U ~ I O I I  
is that palcohydrologic infomation is not uscful. For Inslanut, FIosking and CVallis (1997) suggcst that hihtot IL. a nd  
paleohydrologic data may have little value in flood frcqucncy analyses bccause of aclme linspcc~ficd aspect uP 
associated data uncertainties. However, Stedinger and Cohn (1 986) developed likelihond hnct kens to fully cxploi t 
paleohydrologl~ infonmtion in a maximum like1 i hood (MLH) approach for flocld frcqucncy cstirnation. Thew 
den\ ation is extended here to fully incorporatc data utvenainties in a likelihood appwsch. The Baycsian approach 



presented here using likelihoods, whlch Hosking and Wallis (1997) acknowledge 1s tle appropriate approach to 
incorporate data uncertainties, shows that their conjecture is false: The most cost effective way to rcduce flood- 
freqmncy uncertainties for rare events is to acquire paleohydrolog~c data. Bayesian flood-frequency analyses with 
palcohydrologic data spanning thousands of years provides duect flood-frrqucncy inrormation su~tablc for hazard 
assess~ncnts (Levish et al., 1997) 

BAYESIAN FLOOD FREQUENCY 

I The Incotporatingayesia~ayesian 
approach used here explicitly acknowledges that parameters and data are never perfectly known. Both parameter and 
data uncertainties are incorporated into probability interval estimates of flood frequency. This approach quantifies 
how well the data constrain model parameters. The Bayesian paradigm is a special case of the more general 
information theory of Shannon (19481. Tarantola and Valette (19821, and Tarantola (1987). These approaches 
quantitatively rank how wcl? particular ]models f i t  data sets. Thc Bayesian approach uses a "global" pararnctcr 
integration grid, as ourlined below. in a systematic quantitative franiework to identify what ranges of frcquency 
functions arc consistent with the data at various probabilities. By selecting broad probability intervals. consewativc 
evaluations of flood risk are obtained. 

Two typcs of data are used to esritr~irc tloud frequency: 1) estimated m u a l  peak discharges from gaging recc~rds, and 
2) paleohydrologic bounds kotn geoIog~c &~t:i. Paleohydrofogic nonexceedence bounds define time inren~als w tlcn a 
stagc, and therefore a corrzspnnding dischargc, was not exceeded sufficiently to modify a lcrrrcc or ahandaneJ iloc\d 
plain sudacc (c.g., Ltvish et a!.. 1997). Uncertalritlrs in dating these surfaces with radiocarbon rnetlwds sugprst ttlcsr: 
iirnc intervals actually fall within a rangc of values (Talma and Vogel. 1993). 

Dischaixe and daring information are separated according to uncertainty characteristics into two groups: 

Group 1. Normal uncertainties: Annual peak dischargc cstinlates whose magnitudes and uncertainties can be 
accurately estimated and characterized by a Gaussian frcquency distrjbutio~~. The assigned probabilities for the true 
disc hargeh about the observed values are lscretized over a 3a rnnge (Figure la). 

Grmip 2. Valve in u range with potentially variable Iikelihood ~uitltitt the range: Discharges for paleohydrolog ic 
boutds a11d time intervals of paleohydrologic bounds. Values are lieternlined to be within a range described by an 
upper and lower bound, and optionally, a proportionally highet. likelihood prescribed for a point within the interval. 
An example for a paleohydrologic bound is shown in Figure l b  and a paleohydrulogic bound time interval example is 
shown in Figure Ic. The skew of the maximum Ikelihood position toward larger flows in Figure Ib reflects 
information available about the rnaxilnun~ stage, such as maximum elevation of water levels from the geologic 
record. The shape reflects some of the uncenainties of converting surveyed stream profiles into discharges for various 
stage elevations. 

These data paramcterizations providc the ability to use the best information available about the distribution of dis- 
charges and to use appropriate weighting of various data components in frequency distrib~it ion fining procedures. 
Both parameter and data uncertainties are incorporated into probability interval estimates of flood frequency tu pru- 
vide realistic estimates of statistical confidence. 

The Baycsian approach outlmed in Tanntola (1987) is used herc. Let d represent data and m rrprtsent model 
parameters. Ler the data consist of two gerleral types, peak discharge data (including bound it~fon~larinnl, u, and 
associated ages, t, d=[x,t], with properties as defined in previous section. Let O(dlm) wprcscnt the cilttd~t ional 
prohabllity (Ikelihood function) describing the theoretical relationship between d and nl. In ilood-frcqucncy 
analyses. O(dlm) represents arbitrarily selected frequency djstributiom that often defme a limiting extreme value. 
FLDFRQ3 provides seven frequency functions to choose from; Generalized Extreme Value (GEV), Gcncralizcd 
logistic, Generaiized Normal, Generalized Pareto, Pearson Typc Ill. mid Loge and Log10 Pearson Type 111. See 
Hcak~ng (1996) and Hosking and Wallis (1997) for details concern~ng specific frequency functions. 
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Peak Discharae [rn3/sl 

Peak Discharge (rn31s) 

Year B.P. 
Figure 1. Examples of age and discharge uncertainty distributions. A group 1 annual peak discharge probability 

distribution is shown in (a) for a reported peak discharge of 53.5 m31s. A group 2 paleohydrologic peak discharge 
bound is shown in (b). A group 2 geologic age probability hstribution is shown in (c). 

Let v(dOb,ld) be the probability density for the output of a measuring system to be dabs when the input is d. Then, the 
conditional probability density, fDIM(dobslm), interpreted as the probability density for the observed data value to be 
dabs when the true model value is rn, is given by 

r 

D 
The conditional posterior probability density for the model is (using EQ 1) 

M 
where fM(m) are the prior probabilities for the model parameters. All statistical descriptions of the "solution" of the 
fitting function can be derived from (2), including MLH estimates, median, mean, and probability intervals. By 
optimizing parameter grid integration over the non-zero llkelhood portion of the parameter model space using 
Nelder-Mead optimization, a "f nal", numerically practical, fM(m) is defined to focus on nonzero likelihood regions 
of the model space. 



Wbat is of interest is the distribution function for a future observation x ,  f(x), givcn the posrerior probability dcnsity 
for the model (2). Consider a quantity y{m) which is a function of the model parameters m, such as a peak discharge 
quantile X7; or the probability that a peak discharge occurs that exceeds spillway capacity, P,sw To describe the 
uncertainty in  such a quantity y(m) due to uncertainty in the values of m, one can compute (Stedinger, 1983): 

where 

Flood frequency statistics, such as annual probabilities for particular flows, are provided by (3 and 4). 

Stedinger and Cohn (1986) and Stedinger et al. (1988) developed likelihood expressions for combining scvcrill dara 
types whch can be used to define fDlMvr(dOb,lrn). The likelihood and conditional probability expressions used here arc 
similar, but are modified to incorporate the statistical data properties outlined above. For brevity, the log-likelihood 
(conditional probability) functions arc discussed. Expressions for the corresponding lkelihood finctions can be 
obtained by applying the exponential function to these log-likelihood function expressions. For s systematic 
observations from group 1 data the log-likelihood function is: 

 where^: are discrete Gaussian probabilities for the annual peak discharge data. All j sums are over discrctc data 
probabilities. For v observations of historic and/or paleoflood peak discharges the log-likelihood function is: 

wherc~: are the discrete probabilities for group 2 historic andlor paleoflood peak discharges. For u time intervals of 
paleoh;drologic bound observations, the log-likelihood function is: 

U , r Uik 

 where^^"^ are the discrete probabilities for group 2 paleohydrologic peak discharge bounds, Crik are the rangcs of 
upper r limits, nu are the ranges of time intenals,  and^^" are the dscrete probabilities for group 2 dating data. Thc 
log-likelihood function for v peak discharges with only a lower bound is: 

v 

(d Jm)) = z t z i l n  l n ( f ~ l ~  T 

i =  I 

wherc#;-kT(' are the discrcte probabilities for group 2 paleohydrologic bounds, and Tik are the ranges of maximum 
lower x limits for ni events. 

- - 
Tik 

l-xfr: I @ ( x m ) d x  

k "min - - 

(8) 



The log-likelitmods for thc entire discharge record arc the sum of each data type's lag-likelihood function (from h. 7: 
and 8) 

which is used in (1.2. 3,  and 4) to derive model parameter and flood frequency conditional probabilities. 

DATA 

Santa Ynez River: Bayesian ficyuency analyses arc performed using three data sets (Ostenaa rt a]., l!)Yh). The first 
data set, palcohydrologic. includes all annual peak discharge, historical. and paleohydroiogic data representing about 
1920 years of obse~vation. The palcohydrologic data include two bounds, t l  and fp2, that provide discharge limits of 
90.000 and 70,000 f3/s. that have not been exceeded in 2920 and 700 years. respectively (Figure 2) .  Hisroncal data 
from the Lompoc area provide a Iimit on peak discharge since lX( i2  relative to the size of the largc flood in 1407. The 
77 ycar peak discharge record includes an exceptional flwd in 1969 (peak of record). ?I second data sct. historical, is 
derived by deleting the paleohy drologic data from the complete data set Io provide 1 3 2  ycars: of annual peak dis- 
charge and historical data. The thud data set consists of the most recent 57 years of annual peak discharge estimates 
from thc gage just downstream from the Bradbury Darnsire (1 935- 1953, and the adjusted sum of the gages upstream 
of Lake Cachuma (1 953- 1993). Complete Bayesian frequency analyses are performed for each data set to evaluate 
the ~ncrerncntal value of acquiring historical and paleohydrologic data.. 

. . . . .  
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Historical 97.5 Percent 
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F i p r e  2. Flood frequency for the Santa Ynez River at Bradbury Dam. Annual peak discharges arc shown wit11 hor- 
izontal lines for pjotting position ranges and vertical lines for 20 measurement uncertainties. Paleohydrologic 
bounds are boxes denoting geologic age and discharge uncertainties. The 0.95 flood-tkequencv probabilit)' r c ~ i o n  
using all data is shown in grey. The 1969 peak hscharge is shown usrng thick lines and the dashed line arrows show 
the change in its plotting position when paIeohydrologic (arrow with a -P above it) and historical (arrow with a 
-P-R lwiow it) information are ignored. 



d I l i v a  Bayesian frequency analyses are performed using two data sets. Both data sets consist of the most 
recent 55 years of annual peak discharge estimates, an historical nonexceedence bound, and three paleohydrologic 
bounds shown on Figure 3 (Lrvish and Ostenaa, 1996). The four paleohydrologic bounds consist of a bound that has 
been exceeded numerous times, as indicated by field evidence, and three nonexceedence bounds (Figure 3.) 

Paleohydrologic Nonenceedence Bounds 

30,000 Paleohydrologic Exceedeace Bound 

20,000 

10,000 
MLH Estimate When the 

Exceedence Bound Is Omitted 

0 
1 0.1 0.0 1 0.00 1 0.000 1 

(1) ClO) (1 00) (1 000) t r 0,000 j 
Annual Probability 

(Return Period (years)) 
Figure 3. Flood frequency for the Crooked River at A. R. Bowman Dam. Annual peak discharges are shown with 
horizontal lines for plotting position ranges and vertical lines for 2o measurement uncertainties. Paleohydrologic 
bounds are boxes denoting geologic age and discharge uncertainties. The 0.95 flood-frequency probability region 
using all data is shown in grey and this MLH estimate is s h o ~ ~ n  as the long dashed line. The short dashed line shows 
the MLH estimate when the paleohydrologic exceedence bound is ignored. 

The paleohydrologic MLH flood frequency estimates and 0.95 probability region limits (lower 
2.5 percentile to upper 97.5 percentile) are plotted in Figure 2 along with the upper 97.5 percentile limits from the 
historical and annual peak discharge data set calculations. The upper 97.5 percentile limits for the historic and annual 
peak discharge data demonstrate the weak constraints on long return period dscharges afforded by such short time 
samples of peak discharge. In contrast, the paleohydrologic bounds constraints produce a much more contracted 
upper 97.5 percentile. Note, that neither the weighted-moment method of Bulletin 17B nor the MLH error estimation 
method of Sredinger et al.'s (1988) MAX program would provide these asymmetric (but more realistic) probability 
limits. These probability Iimits are more realistic because they incorporate the global jntbrmation about the model's 
nonlinear probabilit): distribution instead of local linearized estimates of model covariance at the MLH model 
pcssi tion. 

The substantial difference in the predictions of flood frequency by the three data sets can be understood it1 terms of 
each data set's plotting position for the peak discharge of record that occurred in 1969. With paleohydrologic data, the 
plotting position of she 1969 discharge is 1390 years (Figure 2); 19 1 years for the historical data, and 11 8 years for the 



annual peak discharge data. Moving the plotting position of the 1969 discharge to the range of 100-200 years in 
Figure 2 explains the much wider upper probability limits of the annual peak hscharge and hstorical data sets 
relative to the paleohydrologic data. A much steeper dope is required to fit the discharges if the 1969 discharge 
plotting position is less than 200 years. The difference between the paleohydrologic data predictions of flood 
ficquency and the predictions of the hstorical and annual peak discharge data can explained by the inability of annual 
peak discharge and historical data to pIace the largest 1969 discharge in its proper context @lotting position). The 
paleohydrologic bounds revealed that the 1969 flood was a rare event, larger than any flood in the past 700 years. 

Croo- As shown in Figure 3, ignoring the paleohydrologic exceedence bound produces substantially lower 
MLH peak discharge estimates at long return periods. This illustrates a common pitfall of flood-frequency analysis 
(curve fitting). If too much irrelevant data are retained (small peak hsclmges), the three-parameter frequency 
function devotes too much importance to fitting helevant small peak discharges and almost completely ignores the 
must important data. the rare, but large peak discharges. The additional paleohydro~ogic information forces the 
frequency function to fit the rare, large flows more faithfully. 

some thin^ Versus Korthinv: Stochastic Fabrication of Freauencv; Stochastic hydrology was invented to "solve" 
a fundamental problem; how to plot something observed (actually inferred annual peak discharge from observed 
stage measurements) against something unknown (frequency). Traditional flood frequency analyses art  basically 
obtuse (to transparent) attempts to provide fabricated frequencies (intrinsically unverifiable models) or plotting 
positions to be able to plot peak discharge versus frequency. PaIeoflood hydrology provides both peak discharge 
(exceedence and nonexceedence bounds) and frequency (duration of not~exceedencc) directly, eliminating the need to 
roncoct frequencies with arbitrav and unverifiable models. Thus. the output of any flood-frequency analysis using 
~aleohydrologic data (including Bayesian analyses) are inferior reproductions of the observed data because flood- 
frequency analyses were designed not so much to faithfully honor observed data, but to concoct missing information 
(frequency). At best, flood-frequency analysis with arbiaary frequency functions is just obtuse curve fitting; it can't 
produce murc information than is actually contained in the obsemed data. At worse, many times flood-frequency 
fitting procedures Ignore important lnformatiot~ because it dorstl't fit an arbitrary construction of mathematistry or 
produces flood-frequency estimates from short duration systemtic data with extreme (but unrecognized) biases. 

Thc Baycsian flood-frequency analyses for rhc Santa k'nez and Crooked hvers proves that paleohydrologic data 
provide tbe maximum statistical benefit for quantifying rare peak discharge probabilities. Paleohydrologic 
nonexcecdence bounds provide duect flood-frequency infonnation and reduce bias by placing rare observed 
systems tic fl ouds in their proper long-term frequency context. Hosking and Wallis's (1997) conjecture that historical 
andlor p3I~oflood data do nor provide significant flood-frequency information is false. It's time to jettison the 
antiquated mathernatisrry that is inconsistent with thz data: The data are always right. 

Stochastic Ilydrology 1s a m~rage in a sterile desert of intellectual pursuits. The approach developed here is an 
evaporating warering holc, not an oasis. The path out of the desert is physical understanding of three-dimensional 
fluid flow belng provided by Walters (this volumc) and Dcnlinger et al. (this volume) coupled with frequency 
informat~on (durationj provided by paleoflood hydrology. The Baycsian flood-frequency program, FLDFRQ3, is 
freely available from ftp://ftp.seismo.usbr.gov/puh/outgoin~1geomagic/s~/fldfiq3. However, plots of observed data 
~ncluding palcohydrologic noncxccedence bounds, such as shown in Figures 2 and 3 provide more meaningful 
informat~on than any flood-frequency program, including FLDFRQ3, could ever provide about the statistics of rare 
floods. 

Paleoflood hydrology provides information (frequencies of peak discharge nonexceedences) that is analogous to the 
output from a probabilistic seismic hazard analysis (PSHA) (frequencies of peak horizontal acceleration (PHA) 
nonexcccdences). However, unlike PSHA analyses that require using several empirical functions to obtain PHA 
nonexcccde~lce frequency estimates, paleoflood hydrology provides direct observational constraints on the 
frequencies of peak discharge nonexceedences for rare events. Thus, it is particularly ironic that paleohydrologic 
information has often been erroneously dismissed as irrelevant or unusable for quantifying the frequencies of rare, 
cxtrcme floods. The Bayesian flood-frequency analyses incorporating paleohydrologic bound infonnation 



delnonstrate that the most cost effective way to reduce flood-frequency uncertainties for rare eevnts is to acquire 
paleohydrologic data. Bayesian flood-frequency analyses with paleohydrologic data spanning thousa~ds of years 
provides a consistent basis for risk-based decision making. 
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PALEOHYDROLOGY: LONG-TERM BOUNDS ON UNWARRAKTED 
EXTRAPOLATION 1N MODELING 

By Dean A. Ostenaa and Daniel H. Levish 
Geophysics, Palenhydrology, and Seisntotectonics Group, U.S. Bureau of Reclanlation 

Perceptions of hydrologic risk are controlled by ~nterpretatiuns and extrapolatiotls f~.orn common 
events to events well beyond the range of conmon experience. If mcasul-es ol' rhosc comlnon 
events are distorted or ~naccurate, then su \$*il l  be expectatiuns ot' what constitutes a p~~uderit level 
of consematism. A coiml-ion nwasure of hydrologic risk is peak dl scharge. a measurt. tijr which 
traditiontll estimates from early historic floods and floods ~n ungagtd bLlsins rnay bc subject to 
considerable uncertainty. In inally areis. thc largest peak discharge estimates on record are horn 
early historic floods or from indirtct measurements of extreme floods i n  ungaged basins. 
Excessive consen);itism in the characterization of thest: floods can lead to tinwarranted 
pcrccptions of flood risk. 

Paleohydrcklogic information can provide a long-term perspective on extrctne events rhar IS  

valuable to water resource model i~~g in two ways. First. in stable channel reaches. stagc-discharge 
relationships for historic events and palzoflood events can be compared and evaluated, Discharge 
cstirnates for the hrstoric events a11d paleotlood events cat1 thus bc directly compared to recent 
events that may bt: better cons traitled. Second. with paleohydrolog~c itlformarion extreme historic 
cvents can be placed in a lung-term ii.equency corlrext that cannot be developed from on[> the 
short pcrioil of historical observations. The paleohydrologic record is a direct indication of tht: 
magnitude and  frequency uf the most extrenle floods oier thousands of ycars. 

Paleuhydrologic studies can provide a co~r~pelling basis for rceval uation of pi1 bl i shed peak 
discharge esti~nates of extrttne events. The previously reported discharge estimates l'ur some of 
the most extreme floods in the wesrern United States are substant~al overestimates of the actual 
peak discharge fi)r these floods. \LThilc these floods were significant, c31erst:lting the peak 
discharge from thcsc events increased the perception of the flood risk i n  tl~cse regions. 
Paleohydrdogy provides a long term li-arneivork for assessing the ikequency of  he exttemc 
events. r.t.gardlcss of the preferred ~tllue of peak discharge. Including paleoh\ dtalogic 
jilfoi-rilatiotl in hydro1 ogic risk assessments can change perceptions oi' the causati~ t. ~lood  
mechanism by del~~ot~strating that long-term limits on peak discharge might exist. In other cases. 
ii~cluding actual long term iuforniatiotl on flood frcqucncy and characteristics of extreme storms 
it1 that region may lead lo a Fdctual hasrs for developing operations and planning scetiarios. 

The ~rnpact n f  these data on prtceptions of peak dischargc issues are briefly illustraied belo\\; b v i t h  

results of paleohydrologic investigations at the sites of two extreme floods in eastern Orcgon 3s1d 

from the S a m  Ynez River in southet*tl California. 1-11e Santa Yne7 R~vsr  dala pt-uvidc an 
illustration both o f  potential errors ~ I I  p e ~ k  discharge cstiinates of largz floods, and thc impact of 
paleo l~ydrologic ill fol-tnation on flood tiequency estimates. 





there is no obvious evidence of the stream being dominated by debris flows. High-water marks 
from the July 1965 flood can be estimated from gtornorphic and stratigraphic evidence preserved 
in both reaches. 'These esti~nates can be confirmed in the lower reach with the aid of photographs 
taken by the USGS team that made the original indirect discharge estimate. New discharge 
estimates for each reach are obtained using a step-backwater model (HEC-2, livdrologic 
Engineering Ccntcr, 1990) (Levish and Ostenaa, 1996). Additional hydraulic modeling. using 
rnctllods described by Denlinger et 31, (this volume); and Walters (this i olume) are pl-esently 
underway. The smveyed reach near the mouth of Lane Canyon is owr 400 m (13 10 ft) long and 
step-backwater modeling indicates 300 rn3/s (1 1.000 ft3's) as a maximum discharge acsllrning it 
was a clear water flood. Ally consideration of the bulking effect of debris would reduce this 
estimate. The upper Lane Canyon reach is about 260 rn ( I  850 ft) long. Step-backwater results 
from the upper reach in Lane Canyon show that 100 m3/s (3500 ft3/s) probably represenrs an 
upper limit peak d~schargr for clear water, This result appears consistent with the estimates f1+(3111 

the luuaer canyon reach considering the difference in basin area. 

I t  ]nay never be possibIe to accurately estimate the peak discharge of the flood of 1965 because i t  

is obvious from deposits in the channel that debris flows probably played an important role in 
controlljng the tlvatzr surface elevation near the mouth of the canyon. Without a c ~ u a l .  direct 
observation of the flood it is not possible to absolutely determine what role the debris f lows 
played in creating the high water marks at the site of the original indirect measurert~ent. 

Recxarniriation of the 1965 Lane Canyon flood indicates that the original lndirect discharge 
estimate of 810 m3/s (28,500 ft3/s) is a substantial overestjn~ate of the actual peak discharge. 
perhaps by more than 60%. At a site draining more than half the basin upstrzain of the Iocaiiot~ of 
the original indirect estimate there is no evidence of a peak discharge exceeding about 100 IY?IE 

(3500 ft3/s) and there is no geomorphic evidence to suggest that the entire flood estimated at the 
original site could have originated fYom the remaining 5 km2 (2 mi2) of basin area. At the site of 
the original indirecl measurement, step-backwater modeling of a much longer reach does not 
suppori a peak discharge estimate greater than 300 m3/s (1  1.000 ft3/s). Downstream of the 
measurement site, post-flood photographs document deposition of a large volume of debris ontu 
the U~natilla River floodplain at the mouth at' the canyon. However., there is a general lack of 
cvidence for continuatios~ of a large flow downstream in the Umatilla River. 

The 1965 flood in Lane Canyon clearly is an extraordinary geomorphic event, possihlv as large as 
any event in Lane Canyon over the past several thousand years. The 1965 flood overtopped 
geomorphic srirfaczs underlain by deposits of Mazarna Ash mor4e than 7000 years old. 
Geonlorphic and stratigraphic evidence in the canyon dearly show that other large debris flow 
events have occurred since that time. but alscl clearly indicate than none have beet1 substantiall! 
larger. These relationshjps indicate that whatever discharge estimate used for the 1965 Lane 
Canyon flood, discharges only slightly larger have not occurred in more than 7000 years. 

Cm&Qn 
Just as with Lane Canyon in 1965, the peak discharge estimate for the Meyers Canyon flood of 
1956 is truly remarkable. The peak discharge estimate of 1550 rn3/s (54,500 ft3!s) for a draina c B basin of 33 km2 (12.7 mi2) results in a very large unit  discharge of 47 m3/s/km2 (4290 ft3/s/mi ). 
This estimate was based on a three section slope area measurement. The significance of the flood 
was recognized at that time. and the original calculations were extensively reviewed and debated. 







at least 700 years prior to 1969. The magnitude of the resulting revis~ons to the previously 
re~ur ted  peak discharge estimates illustrated in Table 1 is substantial, Ostenaa et a1 (1 996) provide 
a detailed discussion of the data and basis for these revisions. The objective is to evaluate the 
impact these revisions on flood frequency estimates far the Santa Ynez River. 

Table 1: Revised Peak Discharge Estimates for the Santa Ynez River at Lompoc 

In the absencc of the paleoflood jnforma~ion. flood frequency models for tllr Santa Ynez River 
and the surrounding region are required to account for the occurrence of three peak discharge 
values that exceed 21 20 m3/s (75,000 ft3/s) in a rccord less than 90 years long. Regardless of the 
model, use of these data will lead to the conclusion that a 11100 probability discharge migh~ well 
exceed 2830 m3/s (100,000 ft3/s) (e.g., Pitlick, 1994). If these frequency rnodels are used tu 
extrapolate, the inevitable concIusion is that discharge xualues near the PMF are perhaps plausible 
within probabilities of 11000 to 111 0.000. Even if the early discharges are not used in the analysis 
or are revised, without paleoflood information the range of plausible discharge values for 
probabilities in the range of 111000 to 1110,000 is not greatly diminished (Ostenaa et al, 1996). 
Only when the long period of record pro~ided by the paleoflood data 1s included in the flood 
frequency models do estimates of peak discharge for probablllties of 111 000 to 1/0,000 change 
substantially (O'Connell et al.. 1997). 
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IMP1,TCATZONS OF REVISED PEAK DISCHARGE ESTIR.l:\TES AND PAI,EOlJI .OOD 
INFORMATION FOR MODELS OF EXTKEhlE FLOODS 

The validity of any model result depends on the quality and rtliahility of tile data available to 
validate or confirm that result. As the National Research Council has previously noted. ''A' 

n~odel i f~g  c~ppro-ocrch does not c l e ~ , ~ - ~ a . s ~  the umnutlr oj durlt required; it1 furl if incrt)lrsc.r. rt. 
Modeling is not a replacement for oh,cen.(~rion" (NRC, 1 992, p. 1 4 1. Paleohydr.ologic data are of 
particular utility for testing models of rs t re~nr  floods because the long geologic record pror i d o  
an integrated sample of the many cornbinations of rare conditions necessary to pmdwe extrcrnc 
tloods. As the examples from eastern Oregon illustrate. paleohydrologic lmethods p~cwidr a 
framework for evaluating the veracity of peak discharge estimates fkom extraordinary historic 
floods. 'These examplcs also illustrate the obvious point that data and models musl tir tl~c 
application for which they are intended. This point is well illustrated by the controversy regilrdiny 
the extreme discharge estimates from Bronco Creek. AZ (e.g., House and Pearthree. 1995) and 
may be applicable to the our. assessments of the eastern Oregon floods as well. If' tht. intended 
application of these extretne discharges values is for design of bridges or culverts, the11 a n  
evaluation and modeling approach that reflects the maximum transient conditions at single uniquc 
sires that are significant to these applications is appropriate (Phillips and Hjalmarsul-i. 1996). O n  
Ihe other hand, where the application is directed towards the evalualion of rcgiorial flood s l~ t .  lilt 
use in de~eloping inflow hydrographs for reservoirs, the evaluation and modctil~g approacl-i must 
reflect an assessment of ths tlow through a river or channel system. independent of's~tc-specitiu 
hydraulic anolnalles. Likewise, if the application is to evaluate whether niodcls of extreme Iloods 
such as the PMF are reasonable, the data used for such evaluations much reflect i~ulual tlow, not 

locnl transient conditions. For both of the latter applications. the revised estirnatcs for ciistcrn 
Oregon contained in this paper. and the estimates of House and Pcarthree (1093) t i~ r  L<rotioo 
('1-erL are most appropriate. 

Si111ilur conclusions follow for the use of peak discharge estimate in flood frcqucncq cnlcu t a ~  ions. 
lr~corporation of paleohydrologic information in flood frequency calculations tiah 51grir ticant 
impacts on the results (Stedinger and Cohn. 1986; (I'Co~lnell ct al.. 1 997 1. The brief' t .~; in~plc 
from the Santa Yncz River illustrates the extent to which reliance i)n uriquestinticd clam cat1 lead 
flood frequency modeling astray. The context provided by palcol~ydrulog~c in thnt~:~t ion i s  the 
only way to bring model results back into the proper focus. 
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HEC-RAS (RIVER ANALYSIS SYSTEM) 

Vernon Bonner, P.E.; Chief, Training Division 
Gary Brunner, P.E.; Senior Hydraulic Engineer 

HydroIogic Engineering Center, US Army Corps of Engineers 
609 Second Street; Davis, CA 95616 

INTRODUCTION 

The HEC-RAS River Analysis System (HEC, 1997a,b,c) is a one-dimensional river modeling system 
designed for interactive use in a multi-tasking environment. Version 1, released in July 1995, 
provided steady-flow water surface profile calculations for a river network with sub-critical, 
supercritical, or mixed-flow regime on computers with MS WidowsTM operating system. The 
program has been developed based on a single defmition of the river geometric data for all modeling. 
River networks are defined by drawing, with a mouse, a schematic of the river reaches fiom 
upstream to downstream. As reaches are connected, junctions are automatically formed by the 
program. After the nctwork is defined, reach and junction input data can be entered. The data 
editors are called by pressing the appropriate icons in the Geometric Data Window, or rexh data can 
be imported from HEC-2 data sets (HEC, 1990). 

Cross sections are located by river, reach, and river station. Pressing the cross-section icon provides 
the data entry editor. Data are defined by station-elevation coordinates, up to 500 coordinates arc 
allowed. There is no maximum number of cross sections. The section data are stored in a 
downstream order based on rheir river-station numbcr. Cross sections can be easily added or 
modified in any order. Cut, copy, and paste features are provided, along with separate expansion 
or contraction of the cross section's two over banks and channel. Cross-section interpolation can 
create additional computational sections based on a "string model" linearly linking adjoining 
sections, User-defined chords can be added to reIate portions a each section to the next section, 

HEC-RAS, Version 2, provides sevwal added capabilities including the option to import and utilize 
three-dimensional (3D) river reach and cross-sectional data from a data exchange file. This paper 
highlights some major new features in Version 2 of the program. 

HEC-RAS Version 2.0 

Bridges. All bridges are modeled using the same physical definition of the bridge. The user can 
select one or several modeling methods to apply for low-flow and high-flow conditions. Low-flow 
methods included friction, momentum, and Yarnell methods. High-flow options included friction 
or pressure and weir equations. Pressure flow provides a gate equation for free-surface tailwater and 
pressure equation for fully submerged wrlditions. With support fiom the Federal Highway 
Administration, HEC has added WSPRO (FHWA, 1990) low-flow bridge hydraulics to HEC-MS. 
The approach is a variation of the friction-based calculations, The HEC-RAS Hydraulics Reference 
(HEC, 1997~) provides a complete description of the methods used in this option. 











which can be created or edited with a text editor, and is easily read and understood by reviewers. 
Records in the data file can be grouped into two types: file and obiccts. I I EC7-RAS can read 
geometric data from an exchange tile composed of t h ee  file sections: ( I )  a header containing 
descriptions that appIy to all data in the file. (2) the stream network containing reach locations and 
connectivity, and (3 j model cross-sections containing tht ir  locations on the stream network and 
cross-section coordinates. 

The stream network section contains records dcfining reach endpojnts and identification number 
(ID), pIus thc reach data. At a minim~ml, the stream network must contain at least two endpoints and 
one reach. Each rsach is defined by a multi-record object that includes: an IT), the strcarn centerIine 
XYZ coordinates, and river stations. The XY values are the planar coordinates and Z is the 
elevation. In IIEC-RAS, the elevation and river stationing are optional dala in the ccnterline 
definition. River station valuss are assumed to be in miles for LngIish units and kilometers for SE 
units. 

The contains the cross-section objects. Each cross-szction ~nust includc 
rccords identifying: the stream, reach and river station; and defining a 2D section cut line and a 
series of 3D locations on the cross-section. The cut-line object is an array of XY locations defining 
the cross section in plan view. as show-~ill in figure 5 .  The cross-section object consists of a label 
"SURFACE LINE: " and the 3D coordinates, written as comma-delirnjted XYL real-number triples. 
Also, the section's left and right bank stations and the downstream reach lenglhs can br defined with 
the cross sections. 

Developing an HEC-KAS model wit11 irnportcd d a ~ q  first requires starting a new prqicct. Then one 
would open the Geometric Data editor, select Files, and then select Import GI S Data. A file browser 
screen appears allowing you to select the data exchange filc. The progmm reads the iile and displays 
the river-reach graphic based on the imported dab. 'The HEC-RAS program maintains the XYZ data 
for graphical displays and to provide output to the data exchange f i lc .  For hydraulic computations, 
the prograln translates the XYZ coordinates into 2D cross-sections. Thc translatrd data arc sllown 
in the program's cross-section editor. The modeler will need to provide additional data like: 
Manning's n, contraction and expansion coefficients, plus bank stations and reach lengths if they are 
not included in the exchange file. The modeler will also have to add data defining all hydraulic 
structures in the reach to complete thc geometric data model. Flow data and boundary conditions 
are required fbr the flow-data file. Then, the model would be ready to conlpute profiles. The 
program operation and features are the same as they we for user input data, except for the XYZ 
graphic which displays the water surface in the 3D terrain model. Figure 6 is an XYZ display nf the 
lower resch of  the Wailupe River model, under flood-flow conditions. 

IIEC-RAS can write an oulput tile in the data exchange file format. In the Main mcnu, under File, 
is an Export GIs Data option. Selecting this option allows you to n ~ i t e  an cxc11ange filc with model 
results. In the filc header section. the progranl writes thc date and time for the output, the number 
of reaches, cross sections, and profiles. Version 2 allows the user to input a profile name, (e.g., 100- 
year) which is used its the proti Ie identification Iabei. 
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NEXT GENERATION FLOOD DAMAGE ANALYSIS PROGRAM 

By Robert Carl, Hydraulic Engineer, U.S. A m y  Corps of Engineers Hydrologic Engineering 
Center, Davis, California; Michael Burnham, Chief, Planning Analysis Division, U.S. Army Corps 

of Engineers Hydrologic Engineering Center, Davis, California 

Abstract: The Hydrologic Engineering Center (HEC) has developed a next generation Flood Damage 
Analysis computer program (HEC-FDA) for formulating and evaluating flood dan~age reduction plans. The 
program design is consistent with federal and Corps of Engineers policy and technical requirements. It 
includes risk-based analysis procedures. HEC-FDA calculates expected annual damage and equivalent 
annual damage using hydrologic, hydraulic, and economic data. It produces tabular and graphical output that 
can he used to evaluate the innundation reduction benefits of alternative plans and project performance. It 
uses Xbase formatted database files to store input data and output results which can be accessed by 
commercial programs. The graphical user interface (GUI) utilizes a cross-platform software library for easy 
porting to many platforms. The program operates on Microsoft Windows NT and Microsoft Windows 95 
platforms. 

INTRODUCTION 

Backwound: One of the primary Civil Works Missions of the U.S. Army Corps of Engineers is to provide 
flood protection for communities in the United States. The Corps has reduced flood damage by 
implementing rnan y s tructurd and nonstructural measures. It has evaluated proposed alternative measures 
using a variety of tools ranging from hand cdculations, mainframe batch computer programs, mainframe 
programs ported to personal computers, sophisticated Geographical Information Systetns related programs, 
and now the new next generation HEC-FDA. Corps regulations dictate analysis procedures and reporting 
requirements. With time, these have changed to meet the changing needs of the country and to utilize new 
science and technology. 

Reauiremen_ts: The Corps recently enacted regulations requiring the use of risk-based analysis procedures 
for formulation and evaluating flood damage reduction measures (US ACE, 1996b). Historically, without 
or existing conditions were evaluated using expected annual damage calculations which are computed by 
integrating a damage-frequency function. The damage-frequency function is derived from combining the 
discharge-frequency, stagedischarge, and stage-aggregated damage functions. Except for the discharge- 
frequency function, these functions all represented the best estimate - there was no attempt to quantify 
uncertainty in the functions other than to perform some sensitivity analyses. With the implementation of the 
risk-based regulations, all Corps studies must use the new procedures. The procedures require quantifying 
the uncertainty in the discharge-frequency, stage-discharge, stage-damage functions, and incorporating it i t~to 
the economic and performance analyses of alternatives. HEC-FDA utilizes the Monte-Carlo numerical 
analysis procedure (Benjamin et a1 ., 1970) to compute expected annual damage while explicitly accounting 
for the uncertainty i n  the basic functions. 

RISK-BASED PROCEDURES 

The damage-frequency function is derived from three basic functions: discharge-frequency, stage-discharge, 
and stagedamage. Alternatively, a stage-frequency function may be used in place of the discharge-frequency 
and stage-discharge functions. The uncertainty in the functions is quamified using a variety of parameters 
and techniques. For example. the uncerlajnty in the discharge-frequency functions is reflected in the 
equivalent length of record. If the function is computed using gaged data, the length of the gaging record 
is a good indication of the analyst's uncertainty in that function. At the other extreme, the stage-damage 



functio~ls arc derived froin Morite-Carlo simulations using uncerta~nties in several parameters including thc 
first floor stage of structures, the estimated depreciated replacement value of the structure, etc. For every 
expected annual damage Monte-Carlo simulation, the three basic functions are sampled to derive the sampled 
damage-frequency function which is integrated to de~ermine the expected alnusl damage. It may take se vc~al 
hundred thousand simulations before converging on the estimate of damage with an acceptable error. 

PROGRAM STATUS 

Provisional Version 1.0 of the HEC-FDA program was first released to only the U.S. Army Corps ut' 
Engineers in January 1997. Version l .O was released in January 1 998 and is available to the public. During 
the last year, HEC (and their contractors) have made subsliu~tial changes to the database code, the CiUI, and 
the calculation procedures. It has added new capabilities to analyze regulated frequency functions, interior- 
exterior stage functions, nodinear geotechnical failure criteria, and levee wave overtopping. 

SOFTWARE DESIGN 

HEC-FDA is an object-oriented program written mostly in the C++ language. The software development was 
divided irirtl four components whir h were written by different people including both HEC engineers arid 
private contractors. There are four software components: 

(1 ) Databases - all interaction to the databasc is done through  he diirabase code. 
( 2 )  Graphical User Interface (GUI) - all user input data are entered in the GUI screens, 
(3) Stage-Damage Monte-Carlo Simulations - all calculations for computing the stage-aggregated 

damage function with uncertainty is done in this component. 
(3) Expected Annual Damage Monte-Carlo Simulation - all the calculations to determine expected 

annual damage, equivalent annual damage and project performance is perf~rrned in this 
component. 

The graphicaI user interface (GUI) software utilizes the Visix Corporations "Galaxy" library (Visix Software 
Inc., 1994), and the database soft ware utilizes the Sequi tzr Corporation's CodeBase library (Sequiter 
Software Tnc., 1996). The stage-aggregated damag simulations are  written in C++ using objecr-oriented 
design. The expected annual damage Monte-Carlo simulations are written in FORTRAN. The Galaxy 
library facilitates porting the GUI to multi-pl atforms including UNlX systrt~~s with minimal code changes. 
The CodeBase library enables storing the input and output data in standard Xbase formatted files which 
allow the user to edit the data using many commercial software programs (such as database or spreadsheet 
programs). 

Bcfore soft war^ codirig began, HEC developed a requirements document. It provided a sound foundation 
upon which related design and development work could be built. In addition, a field group reviewed the 
design from a practitioner's standpoint. However, during software development, many substantial changes 
were made to all areas of the prngram design. The object-oriented design nllowcd concurrent modificaiivns 
to all components of the program and facilitated the isolation of software bugs. Object+rien ted development 
required new skills and new tools. Both have steep learning curves. To ashieve project goals, HEC made 
a substantial investment in C++ training and the acquisition of software, particularly the Galaxy lihrilry. 
'l'hese were costly in time and staff resources. New code problems surfaced. For example. C++'s dynamic 
memory allocation and deallocation are powerful but difficult to program and the resulting soft ware bugs 
have caused frequent execution failures in the early versions of the program. 











EVALUATION AND RESULTS 

The evaluation component displays data validation information and facilitates the calculation of expected 
annual damage and equivalent annual damage. Before calculation, all supporting functions must be properly 
defined. HEC-FDA produces a table which indicates the plan I year combinations for which valid functions 
have been defined and which specific functions are not properly defined. It also tabulates the last 
computation date and time and indicates results that are out-of-date due to modification of supporting data 
such as discharge-frequency functions. The analyst can select those plan / year combinations for which 
caIculations are performed. 

The results component displays a wide variety of information including expected annual damage and 
equivalent annual damage by plan, year, reach, and category. The calculated functions such as damage- 
frequency can also be tabulated and plotted. The equivalent annual damage results are displayed including 
the discounted damage and amortization. Project performance tables display information that is used to 
measure the hydrologic efficiency of a flood damage reduction plan. Performance is measured in terms of 
the risk of flooding in any year, over a specified number of years, or if a specific hypothetical or historical 
event occurs. Plan performance uses the risk-based analysis of the hydrologic (not economic) functions. 

CONCLUSIONS 

The HEC-FDA program is a state-of-the-art computer program that provides a comprehensive analysis tool 
for forn~ulating and evaluating flood damage reduction plans. It has a modem user interface and facilitates 
transfer of data between other commercial programs and databases. It includes a sophisticated risk-based 
analysis capability or it can be. used for traditional calculations. The computational procedures and output 
reports are consistent with Federal aiid U.S. Amy Corps of Engineers policy and technical regulations. 
"Version 1 .OM was released in January 1998 and it includes a user's manual and test data. 
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THE HEC NEXGEN SOFTWARE DEVELOPMENT PRO.JF,CT 

Darryl W. Davis, Director, U.S. Army Corps of Engineers, 
Hydrologic Engineering Center, 609 Second Street, 

Davis CA 95616 

Abstract: The NexGen project is developing successor s o h e  packages to the existing family of 
HEC computer programs. Development is occurring via teams conlprised of technical specialists, 
computer scientists, and consultants. Modern software engineering methods are being used and 
object-oriented program architecture is being employed. Begun in 1990, NexGen products are now 
emerging. Version 1.0 of the River Analysis System (EC-RAS) was  released in August 1995, and 
Version 2.0 in April 1997. Several Beta versions of the Hydrologic Modeling System (HEC-HMS) 
were released over the Spring, Summer, and Fall of 1997. The maiden Version 1.0 is expected by 
the end of 1997. A provisional version (internal to the Corps) of the Flood Damage Analysis 
package (HEC-FDA) was released in late 1996. The maiden Version 1.0 will be released in late 
1997. This paper describes the evolution and status of the HEC family of programs, the objectives 
and management approach for NexGen, and findings and status of the project and products to date. 

INTRODUCTION 

The existing family of HEC programs is the result of 30 years of program development activities. 
The programs are operational in a batch mode on mainframe and minicomputers. For personal 
computers, major programs are assembled into packages comprised of one or more applications 
programs, supporting utilities, and a she11 menu system for user interface. The programs include 
advanced computation and display capabilities. There are 91 programs in the existing family with 
21 categorized as major software packages. The structure of the programs and their essential 
fbnctioning remains batch. The programs are powerful, technical state-the-art software products. 
They will be supported for the near-tern without further modifications. 

The engineering applications computing environment is that of the desktop computer, both high-end 
personal computers and engineering workstations. The engineer-user expects software that is state- 
of-the-art in technical capability, highly interactive, supported by high quality graphics, and 
controlled via a graphical user interface. The historical HEC programs are not well structured for 
efficient adaptation to this new environment and the need to continually improve program 
capabilities dictates that computer code be easy to modify and maintain. 

The NexGen project was formulated to respond to these needs; that is develop successor generation 
software to the present family of HEC programs. The project began in 1990 and the initial phase 
completed in 1995. The second phase is now underway. 



NEXGEN PROJECT 

Begun in October 1990, the NexGen project is now beginning the seventh ycnr of work. The first 
year was devoted to forrning project teams, investigating the array of s o f l w e  engineering issues, 
and documenting the technical qulrements of the software packages. Technical t e a m  developed 
preliminary requirements statements for the areas of hydrologic analysis, river analysis, reservoir 
analysis, and flood damage analysis. Software support teams developed preliminar), concepts for 
the areas of software architecture and design, graphical user interface, data base support, graphics, 
and program development environment and standards. 

The teams were eachheadd by asenior KEC engineer and comprised 3 to 5 technical s~aff. ~ 1 1 2 8  
HEC technical staff m d  on at least one team. Staff participated in team activities utl a part-time 
basis while continuing tu perform their regular duties. The tams developed consensus on their 
respective assignmenls, developed plans for their accomplishment, and provided a study report of 
findings. The terns were encouraged to seek Center-wide participation through seminars and 
circulation of concept papers. Consultants from outside the Cmrps with specialized knowledge also 
participated. Management oversight is provided though a cnmmittee comprised oTthe team leaders 
and chaired by the Director. The oversight committee meets periodically to monitor progress, ensure 
coordination, and surfdce for resolution common issues that might impede progress. The project and 
associated malagemeat has been integrated with the Corps Water Control Data Sysrem (IVCUS) 
(USACE, 1995) modernization projecr described by the authnr in anotl~er papcr of tflcse proceedings. 

Findia~$: The technical teams confirmed the NexGen goal of deveIoping a family of 
successor s o f h v a  packages to serve the U.S. Army Corps of Engineers into the rxxt century. The 
packages would be designed for interactive use as single station programs or in multi-laking, multi- 
user network environments. The river analysis, hydrologic modeling, nnd flood damage analysis 
software pwkages were designated for early development with developrncnt for reservoir systems 
delayed until later in the initial phase. 

The S o h a r t :  Architecture and Design, User Interface, and Developn~ent Environment teams 
addrcssed the issues of computation environment. pmgram architecme, coding language relationship 
to archit~twe, software engineering related to program design, and computer Ilardware and sohare 
industry standards. 'I'he teams concluded that devel~pment should target both RISC-chip based 
engineering workstations running Posix standard IJNIX, and high-cnd Jnt~l-chip based personal 
coinputers running in a Windows environment. Programs would employ a Graphical User Interface 
(GUI). In UNIX, the X Window standard using Morif for the GUI would bc fbllowed. In MS-DOS 
and successor systems, Microsoft Windows 3 . I ,  Windows 95, and Windows NT would be the 
ratgets. Object-oriented programming using Csc and adlranced fcaturcs of Fortran YO were 
recommended, Program architecture consistent with the above was fornmlated and recommended 
for  testing. The program architecture includes deliberate separation of tht: GUI, graphics, compute 
engine, and date base. Since ihe beginning of the project in 1990, flew mulri-plolform GUl and 
graphics sofiwure developmeni tools, Windows NT (MirrosoJ, 1994]), and rhr Java (Arnold et. oL, 
1996) programming language hove emerged li bus proven lo be a chulltwge fo keep up with 
s v f i r e  industry changes - one ha3 to be quick fo f i ld  s o f ~ o r r  befire surnerhing associu$ed 
cheretvi;h becomes o bsoZe te! 



The Data Base Support team addressed the issue of providing for the data persistence necessary to 
support the GUT, grapl~ics, and technical analysis envisioned for NexGen. The team concluded that 
the HEC-DSS system (USACE, 1995) best meets the time-series and paired-function data 
management needs. Model-parameter, and geometry data management needs were concluded to be 
relatively modest compared to the capabiiities of commercial systems. Therefore, the need for a 
commerciaI data base management system was discounted. The team recommended continued 
monitoring of data management needs and emerging systems. Spatial and image data management 
support for NexGen is necessary with the emerging availability of NEXRAD (WSR-88D) spatial 
precipitation. HEC-DSS was targeted for extension to handle this data, and linkage to commercial 
GI$ systems recommended for managing certain spatial-type data. HEC-DSS is undergoing 
modernization, with new GUI and display features being developed. Another paper in these 
proceedings describes HEC-DSS modernization. 

The Graphics team addressed the issues of the nature and amount of data to display, types of 
displays, and approach to incorporate graphics into NexGen. The team concluded that graphics 
should follow published and de facto industry standards such as X Windows, and be targeted for 
common display and output devices. The team recommended use of high-level graphics packages 
rather that custom coding. The team recommended that a commercial package be tested for the 
LTNIX environment and Visual Basic (Microsoft Inc., 1995) be tested for the Windows environment. 
Graphics is a particularly vexing problem when a commitment is made to platform portability, as 
in NexGen. More is said about this later. 

NexGen Activities. Events. Time Line: Two development teams were formed in the second year 
to work on the hydrologic modeling and river analysis systems, the successors to HEC- 1 and HEC-2 
(USACE, 1995). Both teams focused on critical software development and technical decision items 
and development of early-stage working prototypes. Their initial efforts carried through the third 
year with functioning prototypes successfully developed. Although there has been some change in 
the composition of the teams, they continue to exist to the present. 

The hydrologic modeling team took the lead in implementing object-oriented design and coding and 
worked in the W I X  operating system environment. UNIX and object-oriented development were 
both new areas for HEC and thus required substantial commitment change and learning. Until that 
time, HEC was a seasoned Fortran batch program developer. The river analysis modeling team 
focused on the DOS Microsoft Windows environment and Fortran 90. 

At the end of the third year, we assessed: what we had learned; where we were; and identified 
critical technical and software development decision items. We learned I )  that developing GUI's 
and interactive graphics were hard and increased the development effort several fold, 2) that working 
in UNIX is particularly difficult, and 3) that undertaking object-oriented design and coding is  not 
only difhcult, but requires a change in approach to program design and coding. The change needed 
would amount to a software development cultural change for HEC. We concluded that we could 
make rapid progress toward a new river hydraulics package in the Microsoft Windows environment 
but the product would not be platfonn portable (e.g. would not run on UNIX workstations, etc.). It 
was aiso clear that object-oriented program development was desirable but would initially be slower, 
and staff skills to would need to be enhanced. We also concluded that contrary to our earlier belief, 



we should adopt a multi-platfom development product for GUT development. Thc Galaxy 
development system (Visix, 1994) was selected. Had Java been in existence at the time of decision, 
we likely would have opted for it instead. Portability of intnactive graphics continued to be a sticky 
issue that is settled for now with adoption of UNIRAS (Advanced Visual Systems, 1996). 

A decision was made to move forward with the river hydraulics model (now named River Analysis 
System, HEC-RAS) to complete and field a Beta, then maiden version by the end of 1995. We 
needed a bonafide product from the NexGen effort to demonstrate good faith progress to Corps 
senior managers and other interested parties. To meet this target, HEC-MS was to be fielded as a 
Microsoft Windows application. We decided to continue the HEC-HMS team as the lead in new 
software development concepts and opemting system environments and thus targeted them to field 
the initial multi-pIatfonn product. Th is  decision resulted in HEX-HMS development lagging HEC- 
RAS by more than a year. These decisions resulted in advancing HEC-RAS development to the Beta 
version by the end of the fourth year (over 200 testers world-wide participated) and fielding of 
Vetsion 1 .O in the summer of 1995. Version 2.0, representing some major technical additions, w a  
released in April 1997. HEC-HMS development continued on its pioneering path resulting in 
fielding an early multi-platform Beta version in the spring of 1997. Subsequent updated Beta 
versions were released through October 1997. The maiden Version 1.0 release is planned for late 
in 1997. In the mean time, we needed to accelerate development of the flood damage analysis 
software (HEC-FDA) because of a critical need to support the newly-adopted Corps policy of 
applying risk-based analysis in flood studies, The HEC-FDA team leveraged off work by the HEC- 
HMS and IEC-RAS teams to produce an early working version for Corps field offices. 

RIVER ANALYSZS SYSTEM (HEC-RAS) 

When completed, the HEC-RAS software package will include one-dimensional steady-flow, 
unsteady-flow, and sediment transport capabilities. It will thus be successor to HEC-2, HEC-6, and 
IJNET (US ACE, 1995). The program will use cornmon geometry for all analyses, and hydraulic 
properties will be computed by the same routines. Version 1.0 implements the steady-flow model. 
Version 2.0 extended capabilities to include Federal Highway Administration methods for bridge 
flow and bridge scour, channel modification template, in-line weirs and gated structures, and GIS 
linkages for geometry data and innundation mapping. The next major emphasis is on unsteady flow 
analysis, to be followed by sediment transport analysis. HEC-RAS computes s u b  and supercritical 
profiles, locating critical depth and hydraulic jumps as appropriate. The analysis for bridges has 
been improved and hydraulics of junctions added. The program is used through a GI Jl where data 
entry, editing, graphics, and computations are performed in an interactive environment. Because 
many thousands of HEC-2 format data sets exist, and large numbers of flood plains have been 
delineated with WEC-2, special care has been taken to permit importing existing data sets, and to 
reconcile HEC-RAS results with pfofiies computed with HEC-2. A large number of identical data 
sets have been nm with HEC-2 and HEC-R AS in identify when different results might occur and to 
provide the basis for satisfactory reconciliation, 



Technical computations routines are coded in Fortran 90 and the GUI is coded in Visual Basic. 
HEC-RAS is designed to run as a Windows 95 and Windows NT program thus taking advantage of 
features available in the Windows environment. Graphics are performed by calls to the Windows 
GDI (Microsoft Inc., 1995) so run-time licencing is not an issue. Version 2.0 is available for Intel- 
chip Personal Computers running Windows 3.1 or Windows 95 plus Intel-chip PC's and RISC-chip 
engineering workstations running the Windows NT operating system. At this time, we do not plan 
to port the complete HEC-RAS GUI and graphics for multi-platform applications - it is simply to 
costly to justifl. Because the compute engine of HEC-RAS will be a component of the modernized 
Water Control Data System, a limited-scope GUI is being written in Java to accomplish the port to 
the Sun Solaris (UNIX) computer platform, a hardware component of WCDS. The Control and 
Visuaiization Interface of WCDS will handle tabular and graphic displays of HEC-RAS generated 
results, thus ported graphics are not an issue. 

HYDROLOGIC MODELING SYSTEM (HEC-HMS) 

The HEC-HMS program, when completed, will include single event and continuous record analysis 
capabilities. It will incorporate HEC- 1, HEC-1 C (continuous), elements of HEC- 1 F (forecasting), 
and several other limited scope programs. The several modes of analysis will use common tirne- 
series data and basin modeling routines. Version 1.0 will implement a basic continuous simulation 
capability along with existing single event model capabilities and will have spatial precipitation- 
runoff analysis capabilities. Subsequent releases will have additional capabilities. 

Besides existing HEC-1 capabilities, notable technical additions will include accepting raster-spatial 
precipitation and associated runoff transform (such capability will be needed for analysis with 
NEXRAD radar output); soil moisture accounting for runoff estimation, and ready acceptance of GIs 
generated watershed boundaries, steams, and computation parameters. Significant innovations on 
the user side include interactive point and click, drag and drop model construction, interactive 
editing, results visualization and animation, and improved data management. 

The model architecture is object-oriented and is coded in C++, technical routines are coded in C++ 
and Fortran 90, and the GUI is built using the Galaxy multi-platform system. Graphics for the Beta 
and maiden versions are developed via UNIRAS (Advanced Visual Systems, 1996) a proprietary 
multi-platform graphics development system. 

The path to release of HEC-HMS has been an arduous if not an interesting and enlightening one. 
A prototype of a limited feature capability was built the first year to explore and test object-oriented 
concepts (here-to-fore HEC was a dyed-in-the-wool Fortran-based organization). After proof of 
concept, a functioning object-oriented prototype was built over the next two years. We leamed 
enough by then to then re-code the prototype and commence Beta version construction - this over 
the next couple of years. Many issues of graphics, GUI, and other software issues were explored 
along the way. Unfortunately there were a number of false starts. In 1995, we began demonstrating 
the Beta version to limited audiences. To ensure that the first version would be a meaningful 
technical advance over HEC-1, we commenced research on spatial precipitation processing and 
associated runoff model architecture. These efforts culminated in the Beta version taught in an HEC 
course in the Summer of 1997. The class attendees and selected testers response was so 



ovenvhelnlingly positive, that we decided to make a release of that version as I .O before the year was 
out, even though other significant technical advances were being completed and coded. The last few 
months of 1997 were devoted to the industrial production part of new software - bullet proofing the 
code as much as possible, completing and publishing documents, preparing code and documents for 
electronic and hard copy dissemination, and preparing for the inevitable flood of inquiries, requests 
for support, and necessary training materials. Despite HEC being a small, engineering organization, 
we believe we have produced in HEC-HMS a current software industry technology state-of-the art 
product that will endure for many years to come. We'II have to wait and see ifthe effort ultirnate1y 
pays off. 

FLOOD DAMAGE ANALYSIS (HEC-FDA) SOFTWARE 

The exisung HEC-FDA package is recast in an object-oriented framework, linked to a generic data 
base file structure for inventory data, and enhanced to include capability for risk and uncertainty 
analysis in estimating expected annual damage and project performance. The risk-based analysis 
capabilities represent the result of several years of research into appropriate methods and algorithms 
for application of risk and uncertainty concepts in the Corps flood damage reduction project studies. 
Capability is included for inventory data storage and management (via an internal relational data 
base), uncertainty distribution development for flood plain structure inventory and flood eIevation 
(rating) data, computation of expected annuaI damage via integration with Monte Carlo simulation, 
computation of conditional non-exceedance probabilities for flood protective works, and 
computation and display of uncertainty in project outputs. The program is an integrated piece of 
safhvare rather than separate components that were previously executed separately. The HEC-FDA 
architecture is object-oriented and is coded in C*, technical routines are coded in C++ and Fortran 
90, and the GUJ is buiIt using the Galaxy multi-platform system. CodeBase (Sequiter Software Inc., 
1996) provides for intemal data storage and management. Graphics for the Beta and maiden 
versions are being developed with a multi-pIatform graphics development system. An earIy version 
(referred to as Provjsiond Version 1 .O) was released for Corps use in late 1996. The maiden Version 
l .O will be reIeased in late 1 997. 

RESERVOIR SYSTEM SOFTWARE 

Work is also underway on reservoir system software products of the NexGen project. The HEC- 
PRM prescriptive reservoir system analysis program (USACE, 1995) has been applied in severai 
case-specific instances and continues to be tested for wider applications within the Corps. The 
program is a network-flow programming reservoir system optimization model with particular utiIity 
in study of reservoir system operation plans. A design and prototype development project is 
underway that is creating a GUI for both HEC-PRM and AEC-5. Both programs make use of similar 
physical system and operation specification data. Also, design and testing of an object-oriented 
reservoir simulation module with a focus on real time flood control operations has been initiated. 
This latter product will be a feature in the modemized WCDS, discussed in another paper. 



CONCLUSIONS 

The NexGen project is developing successor generation software packages for the U.S. Army Corps 
of Engineers. These packages are being made available as public domain software to the profession 
at large. Concepts of object-oriented software design and development offer significant potential 
benefit in NexGen software development and maintenance. Adherence to published hardware and 
software standards where available, and de facto standards otherwise, is critical to NexGen program 
platform ~ortability. Developing prototype hydrologic and river analysis models groved to be 
essential to surfacing and resolving critical technical and soft ware engineering issues. A structured 
management approach which employs investigative and development teams proved to be successful. 
The NexGen project is delivering the promised software products, serving the Corps and the larger 
water resources community into the next century. 
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HYDROLOGIC MODELING SYSTEM (HEC-HMS) 
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Abstract 'The Hydrologic Modeling System (HEC-HMS) is "new-generation" software for 
precipitation-runoff simulation that %;ill supersede the Hydrologic Engineering Center's HEC-1 
program. Technical capabilities and operational features of HEC-HMS are described, with emphasis 
on technical capabilities that differ from those in HEC-1. New features enable use of grid-based 
(e.g., radar) rainfall data and continuous simulation, and provide enhanced capabilities for parameter 
estimation. 

INTRODUCTION 

The Hydrologic Modeling System (HEC-HMS) is "new-generation" sofhvare for precipitation-runoff 
sirnuIation that will supersede HEC- I .  In addition to unit hydrograph and hydrologic routing options 
similar to those in HEC-I, the initial version of the program contains a quasi-distributed runoff 
transformation that can be applied with gridded (e.g., radar) rainfall data, and a simple "moisture 
depletion" option that can be used for continuous simulation. HEC-HMS is comprised of a graphical 
user interface, integrated hydrologic analysis components, data storage and management capabilities, 
and graphics and reporting facilities (Charley et al., 1995). 

As presented by Charley et al., 1995, development of HEC-HMS took place utilizing a mixture of 
programming languages (C, C-H, and Fortran). The software is built for multi-platfonn usage, 
primarily workstations and PC's. The computational 'engine" and graphical user interface, GUI, 
are written in object-oriented C++. Hydrologic process algorithms (e.g., infiltration methods) are 
written in Fortran and have been incorporated into a library labeled IibHydro. Although linked into 
a single executable, there are clear separations between the GUI, libraries, and databases and the 
main simulation engine. This design facilitates use of other components at later dates without having 
to revise the computational software. 

All computations are performed in metric units. Input data may be English or metric and are 
automatically converted if necessary. The user selects either English or metric for the output results. 

TECHNICAL CAPABILITIES 

Hvdrolo~ic Elements Simulation with HEC-HMS is based on representing a watershed with 
hydrologic ekments: subbasin, routing reach, j unction, uncontrolled reservoir, diversion. source, and 
sink. The hydrologic and precipitation computation options are shown in Table 1. 



Table 1.  HEC-HMS Options 

Precipitation h Z 2  Transform 
grid-based precipitation initiallconstant ModClark 
import hyetograph deficittconstant kinematic wave 
specify gage weights Green & Ampt Clark unit graph 
inverse-distance gage weighting SCS Curve No. Snyder unit graph 
frequency-based design stonn gridded Curve No. SCS Ditnensionless unit graph 

iuer-specified unit graph 

a Baseflow 
1% exponential recession 
Muskjngmn constant monthly 
Modified Puls 
Muskingum Cunge 

A subbasin is conceptually an element that produces a discharge hydrograph at its outlet. Its 
properties include area and percent imperviousness. The discharge hydrograph is based on 
subtracting "losses" from input precipitation, transforming the resulting rainfall excess to direct 
runoff at the outlet, and adding baseflow. A junction is a location where two or more inflow 
hydrographs are combined to produce an outflow hydrograph. 

A ril1t>r rcluoh is conceptually an element for which there is a "known" inflow hydrograph at its 
upstream end, and which produces an outflow hydrograph at its downstream end. A msel-roir is 
similar to a river reach in that there is a "known" inflow hydrograph, and the reservoir element 
produces an outflow hydrograph. A diversion is an element for which a portion of the inflow to the 
element is diverted, and the remainder passes through. A source is an element with which a 
discharge hydrograph is imported into the basin network, e.g., an observed hydrograph or a 
hydrograph generated in a prior simulation. A sink is an element for which there is an inflow but 
no outflow. 

Continuous Soil Moisture Accounting HEC-HMS includes the deficitlconstant-loss method wlich 
pennits simulation over extended time periods. It is similar to a method contained in the Interior 
Flood Hydrology Package (HEC, 1992). A moisture capacity for a subbasin must be filled for 
precipitation excess to occur. A moisture deficit is diminished by precipitation, and during 
prec ipi tation-free periods is increased at a user-specified rate. Input requirements for the method 
include the moisture capacity (maximum moisture deficit), an initial moisture deficit, and recovery 
rates which can be specified with mean-monthly values. 

Future versions of HEC-HMS will incorporate more comprehensive soil moisture accounting 
algorithms that account for evapotranspiration and enable simulation of subsurface contributions to 
total runoff using several soil moisture and groundwater storages. 



Grid-based Option Traditional application of rainfall-runoff simulation has involved 
use of spatial1 y-averaged (lumped) values of basin rainfall ;md infiltration (losses). This approach 
has been practically usefill because rainfall data available from typically sparse gage networks are 
generally inadequate to justify more spatially -detailed simulation methods. The availability of grid- 
based (radar) rainfall enhances the attractiveness of modeling approaches that take into account 
spatial variations of runoff production, Also the availability of GIs for processing data associated 
with topography, soils, and land use greatly facilitates definition of spatially-variable watershed 
clraracteristics as depicted in Fig. I .  

r * - - ,  - - - -  
GIS Coverages 

Digital Elevaiion Model @EM) 011; Ri17cr Rcach Network Q L G }  

.) '.) S ~ l b b o s ~ n  B o u n d ~ r i e s  :u no; Standard Hvdrologic Grid (SHG) 
Soil Types  (STATSGO)  - - - Land Ilsc i - 1  ~ - - i  Rlrdur Rainfall (HRAP Grid) 

I I  
1 I I - - - -  - - - .  - - - - *  

Figure I .  Grid-based Watershed with GIs Coverages 

ModClark. The ModClark method (Peters and Easton, 1996: Kull and Feldman, 1998) is 
an option in HEC-HMS that enables grid-based runoff sirnulation. The method employs an 
adaptation of the Clark conceptual runoff model (Clark, 1943), by which direct runoff is represented 
very simply by two processes: translation and storage. Translation relates to the travel time for 
runof€ contributions to reach the outlet, and storage relates to the attenuating effects of natural 
storage in the watershed. Two parameters of the method are Tr , time-of-concentration, and R , 
storage coefficient. Tc can be regarded as the time it takes for rainfall excess from the most remote 
location in the watershed to reach h e  outlet. R ,  a measure of the effects of natural storage, is the 
slope of the relation between storage and outflow for a linear reservoir. Like T c ,  R has units of time. 

With the ModClark method, the translation time to the outlet is unique for each grid cell and is based 
on the travel distance from the cell to the watershed outlet. Celi data needed are the area within the 
watershed of each cell, and the travel distance from the cell to the watershed outlet. Travel time for 
a cell is computed as a proportion of the basin travel time by multiplying by (cell distance to the 
watershed outlet divided by rhe distance from the most distant cell to the outlet). The lagged rainfall 
excess for each cell is then routed through a linear reservoir. 

Gridded SCS Curve Numbers. With the ModClark method, losses (infiltration) are 
calculated individually for each grid cell, and are therefore dependent on the rainfall that is 



associated with that cell. The potential for infiltration varies spatially in a watershed, and is a 
function of surface and subsurface characteristics. The Curve Number method of the Natural 
Resources Conservation Service (formerly Soil Conservation Service) relates losses to soil type and 
land use. Soils are categorized with relation to their infiltration potential, and land use reflects 
surface conditions such as forest, pasture, various types of urbanization. etc. Available data bases 
for soil and land use data can be accessed to provide data for analysis with GIs procedures to 
generate gridded values for Curve Numbers. 

Grid-parameter File. Application of the ModCIark method and gridded SCS Curve 
Numbers requires use of a grid-parameter file. The file associates grid cells with each subbasin, as 
depicted in Fig. 1 ,  and for each grid cell, the following information is provided: 

cell x-coordinate (ID) 
cell y-coordinate (ID) 
travel distance to basin outlet, in km 
area of cell with basin boundaries, in kmz 
SCS Curve No. 

The file can be based on an H W  grid (Reed and Maidment, 1994) or an SHG grid (Hydrologic 
Engineering Center, 1996a). The grid type used in specifying rainfall data must be the same as that 
used for application of the ModGIark method. Generation of the grid cell file is achieved with 
automated procedures involving the use of ARC/lNFO and associated macros. The procedures are 
labeled GridPam and SCSParrn. 

GridParm. GridPam consists of a sequence of ArclInfo macro language programs for 
generating cell areas and travel distances (HEC, 1996). The procedures require processing digital 
elevation model (DEM) data such as are available for the continental U.S. (via Internet) from the 
USGS EROS Data Center (USGS, 1990). An eight-direction "our-point " algorithm defines the 
direction of flow from any grid cell to be in the direction of steepest descent from the cell to one of 
its eight neighbors. A flow path length (travel dismce) is computed by summing the lengths of all 
segments along the path from the cell to the basin outlet. Area and travel distance are determined 
for DEM-based cells at a 100 meter resolution. The larger computational cells (e.g., a 2 km 
resolutjun for radar rainfall grids) are then superposed and their areas and travel distances are 
calculated by summing the areas and averaging the distances encompassed by the DEM cells. 

SCSParm. SCSParm consists of a sequence of procedures to utilize soil and land use data 
to develop estimates for Curve Number for each grid cell. The soil data can be obtained from the 
State Soil Geographic (STATSGO) Data Base (SCS, 1993), which is accessible via lnternet and also 
on a single CD-ROM disk for the continental U.S., Hawaii and Puerto Rico. Land Use and Land 
Cover (LULC) data can be downloaded over Internet horn the U.S.G.S. EROS Data Center. Data 
from the two sources is intersected to develop areas with unique combinations of soil type and land 
use. A look-up table is accessed that relates the soil typenand use combinations to Curve Number. 
Finally, a grid overlay is used to associate a Curve Number with each grid cell. 



HECPrePro. HECPrePro (EEC, 199th) is a GISpreprocessor for developing basin model 
data for HEC-HMS. The preprocessor can be used to develop the following files for HEC-HMS as 
well as for general watershed information. 

HEC-HMS basin file containing locational and connectivity information for hydro- 
logic elements (as noted above for the grid-parameter file) 

Text file listing attributes of hydrologic elements 

Drawing Exchange File (DXF) of streams and subbasins that can be used as the basis 
for a background map in HEC-HMS 

The preprocessor requires (as inputs) ArclInfo line coverages of subbasins and streams, and an 
Arcflnfo elevation grid. The basin file generated by HECPrePro provides a schematic representation 
of a multi-subbasin watershed as illustrated in Fig. 2. The user of HEC-HMS must then provide the 
parameter data required for runoff sjmulation by each hydrologic element. 

WATERSHED MODEL DEVELOPMENT 

A graphical user interface (GUI) provides a means for constructing the watershed model and for 
specifying information to be retrieved or stored (e.g., importation of data from a previously 
developed HEC-1 input file), specification of application-specific information (data and executioil 
instructions), and viewing of results. A significant component of the GU1 is capability for schematic 
representation of a network of hydrologic elements (see Fig. 2) .  The schematic can be used in the 
initid configuration of a basin model by generating, dragging into place and connecting (graphically) 
icons that represent components of a basin network. Once a schematic is developed, pop-up nienus 
can be invoked for input of data, to edit data, and to display simulation results. 

The entering of data for a large number of hydrologic elements can be tedious if single-element 
editors are used. The GUZ contains gIobaI editors for entering or rewewing data of a given type (e.g., 
values for Green & Ampt parameters) for all applicable elements. If the same data values are being 
displayed in more than one GUI screen, a change in one screen will automatically be reflected in the 
other(s). 

APPLICATION 

The execution of a simulation requires specification of three sets of data. The first. labeled basin 
model, contains parameter and connectivity data for hydrologic elements. Tbe second set, labeled 
precipitation model, consists of meteorological data and information required to process it. The data 
may represent historical or hypothetical conditions. The third set, labeled control specijcaMon.~, 
specifies a simulation time window and a fixed time interval for computations. Aproject can consist 
of a number data sets of each type. A run is configured with anc of each typc of data set. 





0 bjective Func tipn An objective function is a quantitative measure of how well the computed 
hydrograph matclles an observed hydrograph. The goal of optimization is to adjust parameter values 
so as to minimize the value of the objective function. Four objective functions are provided: 1) 
HEC- 1 objcctive function (weighted squared differences between the observed and simulated 
discharges giving greater weight to differences associated with higher flows); 2) sum of squared 
residuals; 3) sum of absolute residuals; and 4) percent error in peak flow. 

S- You can choose between two inethods for adjusting the selected parameters to 
obtain an optimal fit. The Univariate Gradient Method (HEC, 1982) varies the magnitude of one 
parameter at a time while holding the magnitude of tlre remaining selected pararneters constant. The 
Neider and Mead Method (Johnston and Pilgrim, 1976) changes the magnitude of all selected 
parameters each iteration. The search process takes longer than with the univariate gradient method, 
but may produce a more nearly optimal fit. 

Initial Values and Constrainlg lnitial valucs for parameters are required at the start nf  an optim- 
ization. The default initial values a te  those specified in the basin model. However, you can override 
any default initial value. Hard constraints limit the range of values that a parameter ma} have. Such 
constraints are used to keep the magnitude of a variable within physically reasollabls limits, or to 
preclude values that cause instabilities or errors in computatioi~s. For example, negative loss rates 
are not allorved. When a search method attempts to use a value outside the range of hard constraints. 
the value is changed to the constraining value. You can specify soj consrrainl.~ to keep parameter 
values to within tighter limits than those defined with the hard constraints. When a search procedure 
proposes a value outside of the soft constraints, the value is used, but the objcctive function is 
multiplied by a penalty factor. 

Partial Derivatiyes Partial derivatives uf the objective flunctiori are displayed as an aid for 
evaluating optimization results. A partial derivative is computed for a parameter by comput i r~g the 
objective functions at 0.995 and 1.005 times the optimal value of the parameter (with a1 I other 
parameters held at their optimal values). The partial derivative is esr imaie~l as [he di ffcrencc 
between the values of'the objective function divided by the difference between the parameter values. 
If a parameter value obtained by multiplying by 0.995 or 1.005 exceeds a hard constraint, the 
parameter value is set to the constraint, and the constrained value is used to calculate the partial 
derivative. 

CONCLUDING REMARKS 

A new generation of rainfal I-runoff sirnulation mudels makes use of 1crr:iin-based data that cannot 
practically be developed by manual methods. GIs-based procedures enable efficient processing of 
such data to prdvide required parameters such as cell-based travel times and inf liration indices. 
Fctrthermore, GIs can be used to develop the configuration of multi-subbasin models as well as 
values for various watershed atlributes. A simple cuntinuous soil moisture accr~uniing method is 
now available in HEC-HMS. Planned additions to HEC-HMS include: 1) comprehensive soil 
moisture accounting; 2) snow sin~ulation; and 3 1 automated adjustment of  discharge-frequency 
relationships to reflect land-use and project alternatives. 
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HYDROLOGIC ENGINEERING CENTER 
NEXGEN DATA STORAGE SYSTEM (W3C-DSS) 

William J.  Charley, Hydraulic Engineer, and 
Arthur F. Pabst, Chief, Technical Assistance Division, 

Hydrologic Engineering Center, U.S. Army Corps of Engineers, Davis, California: 

Abstract: The Hydrologic Enginwring Center's Data Storage System (HEC-DSS) enables the 
efficient storage and retrieval of time series and other data widely used in water resource stubes. 
The HEC-DSS is used in many hydrologic and hydraulic computer programs, and is being 
iricorporated into HEC' s new NexGen suite of programs. There are currendy approximate1 y 15 
utility and graphics programs available for both UNIX and PC operating systems. HEC is 
modernizing HEC-DSS with a Graphcal User Interface (GUI), which will run on most of today's 
computer systems. The Java programming language was selected because of its multi-platform 
ability, quick development time, industry support, networking and GUI capabilities. The HEC- 
DSS GUT provides robust graphing and data manipulation capabilities. Data may be selected by 
means of tabular or map-based displays. 

INTRODUCTION 

Summaw: The Hydrologic Engineering Center (HEC) developed the Data Storage System 
(HEC-DSS) to manage serial data for water resource engineering. The system enables fast and 
efficient storage and retrieval of time series and other data types for which storage in blocks of 
contiguous data is appropriate. The system consists of a set of computer library routines, which 
can readily be used with application programs, and a set of utility programs to manipulate, 
display, and maintain data stored in HEC-DSS database files. This database system is being used 
by programs being developed under the fIEC Ye~Gen program modernization project (HEC, 
1995). A graphical user interface (GUI) program for HEC-DSS, which is near completion, uses 
the Java programming language to perform many of these utility functions. 

History: The HEC-DSS (not to be confused with a Decision Support System) was the 
outgrowth of a need that emerged in the mid 1970's. At that time, most studies were performed 
in a step-wise fashion. Data was passed from one analysis program to another in a manual   node. 
While this was functional, it was not very effective. Programs that used the same type of data, or 
were sequentially related, did not use a common data format. Also, each program had its own set 
of graphics routines, or other such functions, io displaj results. 

The Kissimmee River study, performed by HEC for the Jacksonville District of the Corps of 
Engineers beginning in 1978, required that an orderly approach bc used to properly manage the 
data and results of analyses. The study involved the processing of a large number of alternative 
plans and conditions, and gave birth to the first version of HEC-DSS. The basic design provided 
for the storage of data in a standard iortn, independcnt of any particular program. The data was 



provided to the programs when it was needed, and results were stored in the standard form for 
use by utilities and other application programs. 

Current Applications: The current HEC-DSS version (version 6) includes a set of Java and 
C++ interface classes, as well as Fortran interface routines, for use by application programs. 
HEC-DSS has been installed on a variety of computers including PC's running Windows (95 and 
NT) and DOS, Apple Macintosh, UNIX workstations (Sun, Mips, Hewlett Packard, and Cray to 
name a few), and others. There are no licences or fees required for HEC-DSS or its utilities; the 
software is in the public domain. 

The HEC-DSS is generally considered to be a "model-oriented" or a "working*' database system. 
Currently HEC-DSS is used extensively in Corps offices for both project studies and real time 
water control and reservoir operations (HEC, 1993). In water control and reservoir operations, 
data (such as precipitation and stream flow data) are received from field data collections 
platforms via satellite and stored in st HEC-DSS database. When a modeling run is to be made, 
raw data is screened for missing and erroneous values. Validated precipitation data is processed 
to compute subbasin averages for a watershed. These are used by a rainfall-runoff model, along 
with validated observed flows and estimated future rainfall, to compute forecasted flows. The 
forecasted flows are retrieved by a reservoir operations model to compute the appropriate 
operations and modified flows. An economic benefits / flood impact model may then use these 
values to compute damages or project benefits. This procedure requires a number of exchanges 
of series data sets between the models. The HEC-DSS provides this capability, plus a set of 
utility programs to display, edit and maintain the database. Several Corps offices use a relational 
database, such as Oracle, in conjunction with the HEC-DSS, to store parameter data and other 
information that fits well into a relational construct. 

HEC-DSS Characteristics: The HEC-DSS is designed specifically for data that occur as a 
series of numbers or text. Examples of data which are currently stored by HEC-DSS are time 
series (both regular interval and random reporting), curve coordinates (such as rating tables), 
radar images (such as NEXRAD radar data) (HEC, 1996), and text information (such as on-line 
documentation). HEC-DSS is not optimized for dealing with single data values, nor is it 
effective at conditional data searches common to relational database systems. 

Internally, HEC-DSS provides efficient storage and retrieval of variable length data records 
based on unique user given record keys, called pathnames. A pathname consists of six parts that 
describe the data set, such as its watershed, location, parameter, beginning time and version. 
This convention makes the data set self-documenting. Time series data is stored in natural, 
manageable sized blocks. An example pathname for regular-interval flow data is: 

/SACRAMENTO RIVEFVRED BLUFFIFLOW10 1 MAR 19951 1 HOUWOB SERVED/ 

The data for this pathname would consist of a month of hourly values, in this case 744 values. 
Although individual data sets are stored in time oriented blocks, user and application program 
interfaces and utility programs simply use a start and end date and time to identify a data 
sequence. Stored along with the data is other descriptive information, such as the units and type 



(e.g., instantaneous or average), and an optional set of flags that describe each data value's 
quality or validation. Time series data can be stored in a compressed mode, with the 
compression and expansion accomplished internally by the software. Because HEC-DSS was 
initially designed to store data for long model simulation runs of hundreds of years, "year 2000" 
compliance is assured. 

The pathname is the key to the data's location in the data base. A pathname is analyzed by the 
HEC-DSS to determine a "hash index number. This index determines where the data set is 
stored within the database. The design ensures that very few disk accesses are made to retrieve 
or store data sets. One data set is not directly related to another, so there is no need to update 
other areas of the database when a new data set is stored. 

Because of the self documenting nature of the pathname and the conventions adopted, there is no 
need for a data dictionary or data definition file as required with other database syslerns. In fact 
there is no database creation tasks or any database setup. By just providing a name to an 
application or utility program, a EIEC-DSS database file will be generated and configured 
automatically. There is no pre-allocation of space; the software automatically expands the file 
size as needed. 

An HEC-DSS database file has a user-specified conventional name, wj th an extension of ".dss". 
As many database files as desired may be generated and there are no size limitations, apart from 
available disk space. Corps offices have HEC-DSS files that range from a few data sets to many 
thousands. The HEC-DSS adjusts internal tables and hash algorithms to match the database size 
so that both small and very large databases are efficiently accessed. 

Database Access: A principle feature of the HEC-DSS is that many users can read and write 
data to a single database at the same time. This multi-user access capability is implemented with 
system record locking and flushing functions. There is no daemon, or other background 
program, that manages accesses to a database. A database may exist on a Windows or Unix 
server machine, and can be accessed by users on PC's or other computers via NFS or the 
Microsoft network, as long as Iocking and flushing functions are implemented. 

Unlike many commercial database systems, the HEC-DSS was designed to be easiIy added to a 
user's application program. In traditional ''C'' and Fortran programs, only two or three function 
calls are needed to access data. Those calls identify the database, the pathname, and a time 
window (if desired). Besides these languages, an extensive set of classes are available in both 
C u  and Java languages, the languages with which most new HEC "NexGen" programs are 
being developed. The NexGen programs make extensive use of HEC-DSS. However, these 
programs are designed so that users do not see the interaction with HEC-DSS; most of the time 
they will not know that it is being used. 

Utility Programs: Currently there are several utility programs for HEC-DSS (HEC, 1995). 
These include a graphical display program, which provides report quality graphs of data; a 
mathematical manipulation program, which can perform a multitude of functions on data; a 
database utility program, which provides a mechanism to rename, eht,  copy, import, export and 



perform similar functions on data; a report generation program, which produces tables in a user 
specified format, and several data entry programs. These programs are relatively simple to use, 
For example, the graphical display program knows how to plot the data, and what the legends 
should contain, without additional information from the user. On the other hand, there are 
several commands that allow the user to customize a plot. 

HEC-DSS GRAPHlCAL USER INTERFACE 

The current utility programs are windows based on Unix platforms, and "command 
prompt" based on computers running Microsoft Windows. Although none of the utilities are 
scheduled for retirement, a development project is nearing completion to produce a Java based 
graphical user interface to the HEC-DSS to provide user access to data and to perform common 
utility functions. This indudes data display (both tabular and graphical), data entry and editing, 
mathematical manipulations, and database utility functions (such as deleting, copying, renaming, 
etc.). It has been designed to take into account "non-users", inexperienced users and 
experienced users. It is intuitive to use, yet sufficiently robust to accommodate reasonable needs 
of most users. The Java programming language was selected because of its multi-platform 
ability, ease of use, industry support, networking and GUI capabilities (CorneII, 1997, and 
Flanagan, 1997). The interface is scheduled for release in 1998. 

The HEC-DSS GUI has two primary interfaces for accessing data. The first is map-based, and 
the second is pathname list-based. The map-based interface, as depicted in Figure 1, is intended 
primarily for the display, tabulation (and editing) of data sets. Users identify data sets by 
selecting a location on a map displayed on the screen, and then choose the data parameter and 
version from selection boxes adjacent to the map. The HEC-DSS details (such as the pathnarne) 
are hidden from the user. In fact, the casual user may not even know that HEC-DSS is used as 
the database. The map interface requires a configuration file, which contains the map vectors 
(basin outline, river reaches, county boundaries, etc) in Iongitudeflatitude or similar coordinates, 
whereas the list-based interface does not require a configuration file or setup. The map interface 
also has the potential to be used as a display interface for a user's application program. 

The Iist-based interface has two "views" of pathnames in the database. The first provides a list 
of sorted pathnames, whlle the second presents sorted pathnames separated into parts. as shown 
in Figure 2. A user may further refine the list by searching for a string in the pathnames, or by 
searching for a pathnarne part (for example, show all pathnames that contain "Flow" values for 
location "South Fork"). The list may be re-sorted by clicking on the pat hname part title at the top 
of the list, in much the same way as Windows Explorer does for files, 

Pathnames are selected and inserted into a sub-list similar to how files are selected in Windows 
Explorer. A pathnarne may be selected by double clicking the pathname, or by a single click then 
pressing the " A d d  button. Multiple pathnames can be selected using the standard windows 
convention. Pathnames may be removed from the sub-list by selecting the pathname in the 
sub-list, then pressing the "Remove" button. Once the sub-list is complete, the user selects the 
operation to perform on pathnames in that list, such as graphing, tabulating, or other functions. 





Data Display: The HEC-DSS GUI's graphing capability will generate a default plot of the data 
sets in the sub-list using pathname parts and the units from the header for labels. An example is 
shown in Figure 3. The user can customize the plot by selecting "graph options" from the menu. 
This brings up a window which allows the user to change curve and background colors; sel the 
title, legend, font and a variety of other items. The customization settings can be saved in a 
"templates" file and can be applied to other data sets, if desired. The plot can be printed or saved 
as a postscript or "gif' file. Future versions of the GUI will allow data to be graphically edited 
using the mouse. 

Figure 3. Example HEC-DSS Data Plot 

Data sets are tabulated in  a column-based approach, as depicted in Figure 4. For time series data, 
the date and tjme are in the left hand columns of each row, followed by values for each of the 
data sets in succeeding columns. A scroll bar can be used to scroll through the data. The 
tabulation window can be printed by selecting the "print" option from the menu. Data sets may 
be edited in this window, if the user has permission, by selecting a value with the mouse and 
changing the number. Data sets may also be edited through the main interface using a system 
editor. 

Utility Operations: Mathematical functions can be performed on data sets by choosing the 
desired function from a drop down list box. There are several functions available: standard math 
functions, such as add, subtract, multiply and divide by a constant or another data set; unit 
conversion; record statistics (minimum, maximum, average); interpolation; smoothing; and 
others. Resulting data sets can be plotted or tabulated prior to saving. 





modernization project use HEC-DSS for serial data storage. These programs, and portions of the 
HEC-DSS GUI where appropriate, will attempt to shelter details of the database from the user. 
The map-based interface will provide access to data for both novice and experienced users. 

Development of the HEC-DSS GUI will continue. Plans for lldditiond capability include the 
ability to generate spatial plots of data overlaid on the map screen. This includes color contours 
from discrete paints (such as accumulated precipitation from gages) and gridded NEXRAD 
precipitation graphics. 
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OVERVIEW OF HYDRO-ENVIRONMENTAL MODELING AND SIMULATION 
SYSTEMS FOR THE U.S. DEPARTMENT OF DEFENSE 

by J. P. Holland, PhD, PE 
U.S. Army Engineer Waterways Experiment Station 

Vicksburg, MS 39180-6199 

Abstract: The U.S. Army is the lead within the U.S. Department of Defense (DoD) modeling 
and simulation (Mas) tool science and technology development in support of hydrodynamic, 
transport, and environmental quality (EQ). This research and development is led for the Army by 
the U.S. Army Engineer Waterways Experiment Station (WES). WES is an international leader 
in M&S for groundwater, estuaries, reservoirs, rivers. watersheds, and wetlands. Described 
below are a series of WES-developed M&S tools that directly support EQ. In addition, the 
technology and knowledge gaps that must be overcome in order to achieve the levels of EQ 
modeling technology required by DoD are overviewed. 

The U.S. Anny Engineer Waterways Experiment Station develops a series of groundwater, 
surface water, and watershed modeling systems in support of military installation and Army civil 
works water resources project design, operation, and management. Applicatjons of these systems 
are conducted by multiple organizations (e.g., U.S. Army Corps of Engineers field offices, U.S. 
Army, Navy, and Ai t. Force installations, Depart ~nent of Energy, Environmental Protection 
Agency (EPA), academia, etc.) and WF,S in support of environmental quality (EQ) and water 
resources management investjgat ions. These investigations involve risk and tradeoff analyses for 
impact assessment, compljance and regulatory issues, risk reduction, and naturallcultural 
resource management. The tools overviewed below have all been developed through a 
partnership with other DoD and Federal agencies (particularly EPA, which often recommends 
and funds WES M&S tool development in the EQ area), and academia. Note that each of these 
tools is actually a computational system within itsejf, allowing access to multiple models, 
analysis tools, visualization, animation, parameterization, etc. Lirnited details for each of these 
systems is provided herein; more details are provided in Holland et a1 (19971 and Holland (1996). 

GROUNDWATER MODELING SYSTEM - the GMS 

The DoD GMS is among the state-of-the-art groundwater modeling systems in the subsurface 
inodeling community. The GMS's ongoing development is under the auspices of the 
Groundwater Modeling Program. This program, led by WES for DoD. is a highly-integrated, 
partnered prograrn with collaborators from five DOE laboratories, two EPA labs, and multiple 
DoD organizations. In addition, 20 academic institutions are partnering or have partnered in the 
effort. Version 2.0 of the GMS has been fielded and is in  use by uver 600 federal research groups 
within DOE, EPA, and DoD. The system provides access to five three-dimensional groundwater 
models presently; this number will increase to eight by mid-FY98, and to 12 by the end of FY98. 
As stated above, the system also has state-of-the-art visualization, conceptualization, and 

parameterization capabilities on-board. The GMS runs on UNlX workstations, personal 









M&S SYSTEM DEVELOPMENT PATH 

Synopsized in the table below is the planned development path for the M&S systems presented 
above. This development path is specifically developed to produce coupled M&S systems in 
support of DoD EQ that provide an ever-increasing level of computational and scientific 
sophistication. 

TECHNICAL GAPS ASSOCIATED WITH M&S DEVELOPMENTS 

M&S System Capability 

Addition of optimal remedial design modules for fifteen 
rechnologies to the GMS. 

Integration of watershed and groundwater modeling tools within 
the GMS and WMS. 

Coupling of surface water and groundwater modeling tools for 
multi-scale phenomena. Integration of tools under a 
comprehensive modeling environment (CME). 

Initial coupling of GMS and risk assessment for ecological impact. 

The developments envisioned above will require, at a minimum, that the following technical 
gaps be overcome: 

Deliverable Dates 

FY96-00 

FY96-98 

FY98-99 

FY98-99 

Spatial heterogeneities are poorly handled in the current groundwater 
modeling formulations, thereby greatly reducing modeling confidence and risk 
reduction 

The uncertainties associated with physical site conceptualization and 
parameter estimation are poorly integrated in current modeling state of practice 

Eohancement of SMS and WMS for full contaminants modeling 7 
and initial ecosystem response. 

Limited infornlation on a host of fu ndamentd contaminant processes is 

Incorporation of full decision wpport for risk reduction to both 
ecological endpoints and human receptors 

Efficient M&S under CME for integrated surface water - 
groundwater - watershed investigations wlconceptual uncertainty 
and risk reduction. 

Full ecosystem M&S under CME with risk and uncertainly for 
both human and ecological receptors. 

FY98-01 

FY99-01 

FYW-02 



known, particularly for military-unique contaminants 

Simjlarly, limited quantification of ecological response to DoD practices 
in the environment has been investigated. In particular, linkage of hydrogeologic 
modeling with biological response and ecological modeling is needed to provide 
more complete feedback between water management decisions and environmental 
responses. 

Cornputationally-efficient linkages of surface water, groundwater, and 
watershed responses, each with vastly differing temporal scales, are required 

a More rigorous testing of existing groundwater and watershed models is 
required 

New computational algorithms that take maximum advantage of scalable 
parallel computing architectures will be required to address high-resolution and 
integrated systems calcuIations 

Seamless linkage of remo tely-sensed data, ground truth, and various forms 
of soft data with models is required to make most effective and efficient use of 
these technologies for decision making 

Improved interpretation of NEXRAD radar as a part of hydrologic 
simulation is needed 

WES and its technical partners have embarked on a technical plan of attack which will greatly 
decrease these gaps over the next five years. It is equally clear that modeling technical support is 
needed. Water resources and irlstallation managers have been reluctant to use advanced M&S 
tool developments. It is very possible that this reluctance is due to a lack of co~nmunication on 
the part of the research community concerning the worth of such tool development for resource 
conservation, compliance, and cIeanup. As a means of increasing field awareness in groundwater 
modeling tool capabilities, the Army (through a partnership between the Army Environmental 
Center and the Corps of Engineers) has established a Groundwater Modeling Technical Support 
Program at WES. WES has fourld through years of hydro-environmental modeling that the 
modeling user community makes ~ r~os t  effective use of such sophisticated modeling technology 
when properly supported by a trained and dedicated in-house technical staff. 

SUMMARY 

The Department of Defense, as a national leader in hydrodynamic and environmental quality 
modeling, has at its disposal an excellent cadre of M&S technology in support of hydro- 
environmental analysis and decision support. The effective use of this technology has been 
shown to result in significant cost savings, and results in more timely acceptance of DoD 
activities by regulatory agencies. The EQ modeling and simulation challenges of the future will 
require significant technical gaps to be overcome. These gaps can be overcome through the 



conduct of focused research investigations planned and executed by the Don services and its 
technical partners. Dedicated, in-house techr~ical support for field use of M&S technologies as 
parts of their site-specific EQ activities is a key component in effective implementation of M&S 
technologies in the EQ area. Bringing these points to fruition will further stjrr~ulate DoD's 
leadership in hydro-environmental modeling well into t1re next century. 
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SURFACE W A m R  AND GROUNDWATER INTERACTION MODELING 
OF SOUTH F L O m A  

By H.C. Jerry Lin, Research Hydraulic Engineer, US Amy Engineer Waterways 
Experiment Station, Vicksburg, Mississippi; D. R. Richards, Research Hydraulic Engineer, 

US A m y  Engineer Waterways Experiment Station, Vicksburg, Mississippi; M. Choate, 
Section Chief, US Army Engineer Jacksonville District, Jacksonville, Florida 

The rapid population growth and complex hydrologic conditions in South Florida has 
made the management of water resources much more complicated than a decade ago. A numerical 
model coupling I-D canal flow, 2-D overland flow, and 3-D subsurface flow has been developed 
which will enable the Corps of Engineers to simulate the complex hydrologic sys tern and determine 
the impacts of different water resources management plans in South Florida. This paper presents 
the results of the model application in South Florida. 

INTRODUCTION 

The US Army Corps of Engineers has been involved in water resources engineering in Central and 
South Florida for many years. Hisforically, the involvement has concerned the design and 
construction of drainage canals and other flood protection works. The rapid development of South 
Florida has made the use of surface and groundwater system much more complicated than the 
original designers of the flood protection works had planned. Many groups providing different plans 
for the use of limited water supplies include environmental naturalists that may want water resources 
systems restored to their original conditions, agricultural interests that may seek water to develop 
their businesses, and municipalists that have increasing populations that want a clean water supply, 
recreational facilities, and good flood protection at the same time. 

It is not known to what degree these competing interests can be accommodated. It is known, 
however, that numerical models are essential in determining the impacts of various water resource 
management plans that are being considered. It is also known that the hydrology of Central and 
South Florida is exceedingly complicated with the water changing between overland flow to canal 
flow to groundwater flow with small changes in hydrologc conditions. Therefore, it is essential that 
numerical models must be able to model these complex conditions with some degree of accuracy. 

The model under development for this purpose, under the sponsorship of the Jacksonville District 
of the Corps of Engineers and the South Florida Water Management District, will enable the modeler 
to simulate sudace and subswface interactions with a single modeling system. The codes employ 
finite element methods in coupIing 1 -D canal flow, 2-D overland flow, md 3-D subsurface flow. 
Simulations of 2-D overland flow are presented along with a development plan for future 
improvements. 

MODEL DESCRIlTION 

The model is designed to solve the following system of governing equations along with boundary 
conditions, which describe 3-D subsurface flow, 2-D overland flow, and 1 -D canal flow. The model 



has capabilities of simulating 2-D overland flow, coupling 2-D overland flow and 3-D subsurface 
flow, coupling I-D canal flow and 3-D subsurface flow, and coupling 1-D canal, 2-D overland, and 
3 -D subsurface flow. The detailed descriptions of mathematical formulation and numerical 
formulation by the Galerkin finite element method of the model are given inYeh et al. ( 1  997). 

3-D S m c e  MOW Module; The governing equation for 3-D subsurface flow is basically the 
Richard's equation. 

where h is the pressure head; t is time; a' and P' are the mudified compressibilities of the soil matrix 
and liquid fluid, respectively, n, is the effective porosity, 8 is the effective moisture content; S is the 
saturation; K is the hydraulic conductivity tensor; z is the potential head, q is the source andor sink. 

Boundary Conditions: The boundary conditions for the flow equation are the Dirichlet conditions, 
Neumann conditions, Cauc hy conditions, and variable conditions. 

2-D O~erlandN-~ The 2-D overland flow module includes two systems: retention ponds 
and overland flow. me governing equation for retention pond is derived based on the concept of 
water budget, while the governing equation for overland flow is a spatial-temporal non-linear partial 
differential equation. 

Governing Equation for Retention Ponds: The equation for retention ponds is described as 

where AQ) is the surface area of the j-th retention pond when the water surface elevation is HCj); Hlj) is the 
water surface elevation of j-th retention pond; QTO> is the net volumetric flow rate through the water surface 
due to precipitation or evaporation to the j-th retention pond; QP(j) is the net volumetric flow rate of pumping 
we1 to the j-th retention pond; QUO', is the net volumetric flow rate flowing out of the outlet of the j-th 
retention pond; QSQ) is the net volumetric flow rate from the subsurface to dike or from the dike to subsurface 
of the j-th retention pond; and N is the number of retention pond in the region of interest. 

The sources/sinks for each retention pond consist of ( 1 )  pumping from canal, (2) precipitation and 
evaporation, (3) seepage into/frorn surrounded dikes, (4) interaction with geologically-connected 
subsurface system, and (5) flow out of outlets of retention ponds. 

Governing Equation for 2-D Overland flow: The continuity equation is represented as 

where h is water depth; V is a velocity vector; q is the flux rate from retention ponds, r is rainfall 
rate, and i is infiltration rate. The infiltration rate i is obtained by an iterative solution between 2-D 
overland flow and 3-D subsurface flow, as is the flux rate q between 2-D retention pond water 
budget and 3-D subsurface flow. Detail numericaI implementation of this iterative procedure is 



given in Yes ct al. ( 1997). The velocity vector is calculated by the following equation. 

where n is Manning's cmfficient, a is a coefficient with the dimension [L"/T], and z, is ground-surface 
elevation. 

Boundary Conditions for 2-D Overland Flow: The boundary conditions for the flow equation are 
the Dirichlet conditions (prescribed head), Cauchy conditions (prescribed flux rate), and radiation 
conditions (prescribed rating curve). 

1-D ~~1 Flow Mndule: The governing equation for 1-D canal flow is derived based on the 
concept of waler budget. A canal reach is defined as a canal section with two connectors at its two 
ends. A connector can be an upstream boundary gate, an interior gate, a downstream boundary gate, 
a weir, a dead end, or a structure-free joint. 

Governing Equation for 1-D Canal Flow: The equation for 1-D canal flow is described as 

where B(j) is the top surface area of the j-th canal reach; HRTCj) is the water stage of the j-th canal 
reach; QTIj) is the net volumetric flow rate into the j-th canal reach rhu-ough the water surCace due 
to precipitation and evaporation; QP(j) is the net volumetric flow rate to the j-th canaI reach through 
pumping; QUDU) is the net volumetric flow rate from the neighboring canal reaches through control 
structures to the j-th canal reach; QSU) is the net volumetric flow rate from the subsurfxe through 
the canal-subsurface interface to the j-th cand reaches; and NORH is the number of canal reaches 
discretized far simulation. 

The sources/sinks for each canal reach include (1 )  pumping into/from other canal reaches or a 
specific location in the subsurface as well as pumping into a retention pond, (2) precipitation and 
evaporation, (3) discharge intolfrom neighboring canal reaches or through upstreamldownstream 
boundaries, and (4) interaction with the geologically -connected subsurface system. 

Boundary Conditions for 1-D Canal Flow: The boundary condition$ for the flow equation are the 
upstream and downstream boundary conditions. The upstream boundary conditions are specified 
with a time-dependent flow rate profile. The downstream boundary conditions are specified with 
a time-dependent stage profile. 

Flow S v s a  The subsurface and canal 
interfaces can be conceptualized as lines and vertical planes describing the interface relative to the 
3-D subsurface domain. To account for the interaction between the 3-D subsurface and 1-I3 canal 
flow system, the volumetric flow rates through each subsurfacelcanal interface segment are 
computed during each canal time step, and evenly distributed the fluxes to the nodes of the interface 
segment. These nodes will be served as point sources/sinks in computing subsurface flow. 



ce Flow and 2-D Flow Svstem The mechanism of linhng the 2-D 
overland and 3-D subsurface flow system is basically assumed as a weak coupling (one time step Iag 
between 2-D overland flow and 3-D subsurface flow). 

.MODEI, APPLICATION 

e D e s c r i ~ w  The study area covers fiom south of Tamiami Trail to the boundary with Florida 
Bay and from west of C- I I 1  canal system to the boundary with Gulf of Mexico (Figure 1). The area 
covers the entire Everglades National Park. The freshwater flows through the gates in the Tamiami 
Trail into Everglades National Park. Most of water flows through Shark River Slough into the Gulf 
of Mexico and small part of water flows through Taylor Slough into Florida Bay. The terrain 
elevation ranges fiom about 8 fi above mean sea level in the north and 0 ft at the boundary with the 
Florida Bay and Gulf of Mexico. The Everglades National Park is covered with dense vegetation. 
A report of evaluation of annual precipitation data showed that there are two distinctive wet (May- 
October) and dry (November-April) seasons in South Florida (Hayes and Radiola). 

Figure A. Location of Study Area 

eld Daw More than twenty gage stations (Figure 2) are 1ocatt:d within the  
study area. These water Ievel stations are maintained by the National Park Service (NPS), US 
Geologic Survey (USGS), US Army Corps of Engineers (COE), and South Florida Water 
Management District (SFWMD). 



Figure 2. Location of Gage Stations 

In evaluating the accuracy of the model simulating water surface elevation in the Everglades marsh, 
the model was run under 2-D overland flow mode. The model simulated water surface elevation for 
the period of one year. Simulated water surface elevations at the selected five gage stations (L67, 
P34, P36, P37, and P38) were compared to measured water levels (1994 field data). Plots of the 
simulated stages versus the observed data are shown in Figure 3 to Figure 7. A comparison of the 
simulated and observed water surface elevations indicated good agreement between model results 
and field measurement in wet season (time 3620 hr to 7300 hr). In dry season, the observed stages 
are below ground surface. The flow becomes subsurface flow. The model can not simulate 
subsurface flow when the codes are run under the 2-D overland flow-mode. In general, the model 
predicts with a reasonable accuracy of the water surface elevations in the Everglades National Park. 

ture Development; The model was able to simulate water surface elevations with 
a reasonable degree of accuracy in the Everglades National Park. The water surface elevations 
during the dry season will be improved when the model runs under the 2-D overland and 3-D 
subsurface coupled-flow mode. The implementation of graphical users's interface for the model will 
enhance application of the model. 
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Figure 3. Computed versus Measured Water Surface Elevation at L67 Gage Station 

Figure 4. Con~puted versus Measured Water Surface Elevation at P34 Gage Station 



Figure 5.  Computed versus Measured Water Surface Elevation at P36 Gage Station 

Figure 6 .  Computed versus Measured Water Surface Elevation at P37 Gage Station 
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Figure 7. Computed versus Measured Water Surface Elevation at P38 Gage Station 
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INTEGRATION OF RIVERINE, ESTUARINE, AND COASTAL MODELS 
INTO THE SURFACE WATER MODELING SYSTEM 

By D. R Richards, Research Hydraulic Engineer, I1.S. Army Engineer 
Waterways Experiment Station, Vicksburg, Mississippi 

INTRODUCTION 

The US Army Corps of Engineers has developed numerous numerical models for the operation 
and design of Corps projects. Numerical hydrodynamic models were developed in the early 
seventies to address flood control and navigation problems in riverine and eshlarine systems. 
Later, water quality simulation models that were coupled or uncoupled to hydrodynamic models 
were developed to address water quality issues at Corps projects. In recent years, when wefland 
remediation and creation became important, new simulation tools were developed to address 
these dificult to model systems. Unfortunately, each of the systems were developed for the 
prevailing computers, operating systems, and graphics tools of the day with little commonality 
between the systems. Recently, plans have been completed to integrate all of these tools into a 
single graphical user environment where water resource engineers and scientists can perform all 
of their analysis duties. 

The tools that are being integrated include multi-dimensional models for hydrodynamic studies, 
coastal models for inlet analysis and wind wave simulation, water quality models, sedimentation 
models to minimize dredging costs, and wetland models for constructing and restoring wetlands. 
With one integrated surface water modeling system providing all of these capabilities, it will be 
easier to maintain useful software systems and well-trained personnel. Equivalent integration 
plans exist for groundwater and watershed systems as well. Therefore, it will soon be possible to 
have a trained workforce that can use a wide range of modeling systems that include watersheds, 
wetlands, groundwater, rivers, estuaries, and oceans. 

The U.S. Anny Engineer Waterways Experiment Station (WES) has been modeling rivers, 
estuaries, coastal seas, and wetlands for many years using a variety of numerical models. Prior 
to 1989, most of the models did not have modern graphical user interfaces (GUIs) that allowed 
user friendly operation of the models, In 1989, a graphical user interface called FastTABS was 
developed for the widely used TABS numerical modeling system. At that time, TABS was 
primarily a suite of two-dimensional, finite-element, numerical models used to model rivers, 
estuaries, and coastal seas. Since then, TABS has become a multi-dimensional suite of flow and 
transport models and renamed TABS-MD. Advancements in the TABS-MD models, as well as 
the inclusion of other surface water models, necessitated the development of the Surface Water 
Modeling System (SMS) from its predecessor the FastTABS system. Recently, plans for 
inciuding coastal wave and water quality models have been formalized. The plan for their 
inclusion is the subject of this paper. 



DESIGN PHILOSOPHY OF SMS 

The Swhce Water Modeling System (SMS) is a graphical user environment for performing 
model conceptualizatjons, mesh generation, statistical interpretation, and visual examination of 
surface water model simulation results. The software is written for personal computers using the 
Windows 95 and NT operating syste~ns and for UNIX workstations. The input and output 
standards are published to allow the inclusion of new models into the system as they are 
developed. The intention is to provide a productive graphical user environment for new multi- 
dimensional models under development by the Corps of Engineers and its development partners. 

MODELS CURRENTLY SUPPORTED BY SMS 

The current capabilities of SMS include a suite of two-dimensional models for a variety of 
hydraulic applications. The applications vary from simulations of tidal circulation of coastal 
arcas to rivers and wetlands to shock capturing simulations of high-velocity channels. A 
summary of the supported models and their capabilities follows. 

RMA-2: RMA-2 is a two-dimensional, finite-element model, that simulates hydrodynamics of 
rivers, estuaries, coastal seas, and wetlands (Figure 1). It is particularly reliable and has been 
used on most of the larger rivers and estuaries in the United States. The code is quite robust in 
handling wetland wetting and drying problems (Figure 2). 

RMA-4: RMA-4 is the conservative transport companion model for RMA-2. J t  too is a two- 
dimensional, finite-element code. First order decay functions can be assigned to source loadings 
to mimic natural transport processes. Several sources can be assigned at different points within 
the model domain. 

SED2D: SED2D is a sediment transport companion model to RMA-7. Likewise, it is two- 
dimensional and fili te-element based. It handles both cohesive and nun-cohesive sediments in 
rivers and estuaries. It is derived from the STUDH sediment trmsport model. 

FESWMS: FES WMS has similar capabilities to the RMA-2 model. It has a slightly different 
formulation but its most important difference is that it handles culverts and other forms of flows 
ei~countered at bridge crossings. It was designed for these problems by the Federal Highway 
Administration. It does not have sophisticated wetting and drying capability. 

HIVEL2D: HIVEL2D is a free-surface, two-dimensional, finite-element code that is designed 
for flow fields that contain supercritical and subcritical regimes as well as transitions between the 
regimes. It has been used for spillway design and high velocity channel and bridge pier design 
that is cornmon in the southwestern United States. 



NEW MODELS TO BE SUPPORTED IN SMS 

Development is under way to include a suite of coastal engineering codes that address short wave 
propagation, transformation and their interaction with beaches and coastal structures. Some of 
the codes to be included were previously supported in the Corps of Engineers Automated Coastal 
Engineering System (ACES). The ACES system contains a wide variety of coastal engineering 
tools both analytical and numerical not to mention connectivity to extensive coastal wave 
databases. ACES will continue to exist as a coastal engineering tool but some of its 
mu1 tidimensional models will now populate SMS. SMS will likely concentrate on 
multidimensional tnodels as opposed to analytical methods and connection to databases as 
opposed to housing them. As in previous versions of SMS, connectivity to databases including 
GIS is considered important to enhance productivity. 

Also to be included in new versions of the SMS are improvements to older codes and three- 
dimensional versions of two-dimensional codes. This includes the RMA-I 0 code which is 
essentially a three-dimensional version of RMA-2 with coupled hydrodynamics, salinity, and 
sediment. RMA-I 0 has already been used in many riverine and estuarine applications. Since 
much development is going into RMA-10 and it can be run in two-dimensional mode, it may at 
some point replace the RMA-2, RMA-4, and SED2D codes This would only be done if  the 
newer RMA-10 code contained all of the previous capabilities and there was a procedure to 
ensure some form of backward compatibility. 

Coastal Models: The newly added coastal models wilI include the CGWAVE harbor oscillation 
model, the STWAVE spectral wave model, and the ADCIRC global circulation model. The 
implementation of these three models into SMS represents a suite of modeling tools that are 
important to coastal engineers and scientists. Additional models will be added as they are 
developed. They will certainly include more advanced wave current interaction models that are 
currently under development. A summary of the models to be included follows. 

CGWAVE: CGWAVE is a two-dimensional, finite-element model that simulates the wave 
physics contained in the elliptic mi td-slope wave equation, i.e. refraction, diffraction, and 
reflection (Panchang and Xu, 1995). These capabilities are important to the engineer especially 
if 100,000 node coastal problems can be solved on a personal computer. The implementation of 
CGWAVE wiIl have this capability. 

STWAVE: STWAVE is a steady-state, cartesian, finite-difference spectral wave model that 
solves the steady-state conservation of wave action equation (Smith, et al, in preparation). The 
model is typically used to quantify wave conditions at coastal inlets and is under development to 
allow wave current interaction with the ADCIRC long wave model also being included in the 
SMS. 

ADCIRC: ADCIRC is a two-dimensional. finite-element, tidal circulation model that forms the 
basic circulation model under development in the Corps of Engineers Coastal Inlets Research 



Program. It has been used along with STWAVE in wave-current interaction studies (Smith, et al, 
in preparation) and with a number of estuarine circulation studies using different tidal models 
because of its efficiency in generating offshore tidal boundary conditions on almost a global 
scale (Figure 3). 

Water Oualitv Models: The new water quality models included are the CE-QUAL-ICM 
transport model and the CH3D-WES hydrodynamic model used frequently to provide 
hydrodynamics for CE-QUAL-ICM. 

CE-QUAL-ICM: The CE-QUAL-ICM water quality model was originally developed as one 
component of a modeling package employed to study eutrophication processes in Chesapeake 
Bay and later generalized for wider applications. The following summarizes the model features 
(Cerco and Cole, 1995): 

one-, two-, and three-dimensional capabilities 
twenty-two state variables including physical properties; multiple forms of 
algae, carbon, nitrogen, phosphorus, and silica; and dissolved oxygen 
sediment-water oxygen and nutrient fluxes may be computed in a 
predictive submodel or specified based on observations 
state variables may be individually activated or deactivated 
coinputations may be restarted following intemption due to computer 
failure or similar circumstances 
internal averaging of model output over arbitrary intenlals 
computation and reporting of concentrations, mass transport, kinetics 
transformations, and mass balances 
debugging aids include ability to activate or inactivate model features, 
diagnostic output, volumetric and mass balances 

CH3D-WES: The CH3D-WES model is the numerical model used commonly to provide 
hydrodynamic input to the CE-QUAL-ICM model. CH3D- WES is a three-dimensional, 
boundary-fitted, finite-difference model (Johnson. et al, 199 1) .  It can be used in either a z-plane 
version in which vertical cells are arranged in constant depth layers or a sigma-stretched version 
where a fixed number of vertical cells are stretched over the bathymetry . The z-plane version is 
most useful where there is significant salinity or temperature stratification in deepened channels 
next to shallow overbank areas. This allows the computation of vertical and lateral salinity 
gradients next to the deepened channels with a minimum of computational cells. 

Chesapeake Bay is a notable example of a z-plane application (Johnson, et al, 1991). The sigma- 
stretched version is generally preferred provided that such salinity gradient difficulties are not 
observed. A good example of such a case is the New York Bight Study (Hall and Dortch. 1994). 
Versions of CH3D-WES are under development that have sophisticated sediment transport 
capabilities and they will be added to SMS as they become available (Figure 4). 



SUMMARY 

The Surface Water Modeling System (SMS) has now been in development in one form or 
another for almost ten years. In that time, the supported models have largely included two- 
dimensional, finite-element codes for river ine and estuarine flow and transport. Several new 
models are currently being implemented in SMS that will allow coastal engineers and water 
quality modelers more productive use their codes. The SMS has open input and output data 
standards that allow model developers to use the system with their codes if these standards are 
followed. The continued purpose of the SMS development is to provide a rich graphical user 
environment and sophisticated analysis tools that support the modeling activities of the Corps of 
Engineers and its development partners. 
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SAN JUAN RIVER BASIN, COLORADO 
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Abstract; A decision support system @DS) was developed for use on the San Juan River basin near 
the four comers of Colorado, Utah, New Mexico, and Colorado t o  aid in long-term operation 
decisions in the watershed. The system includes a data base of hydrology and depletion data and a 
river and reservoir operating model developed by the Bureau of Reclamation (Reclamation). The 
river and reservoir system model was developed using RiverWare which was developed jointly by 
Reclamation and other agencies under contract to the Center For Environmental and Water Decision 
Support Systems (CADSWES) in Boulder, Colorado (Shane, et al, 1995). The system was used to 
examine various operating and hydrologic scenarios to study the effects on flows at selected locations 
in the watershed. The timing and shape of hydrographs was critical for fish spawning, habitat building 
and maintenance. The DDS enabled decision makers to efficiently examine the scenarios and select 
recommended operating criteria. 

JNTRODUCTION 

The listing of two endangered species of fish, the humpback chub and the Colorado squawfish, have 
necessitated reexamination of river operations in the San Juan River River Basin of Colorado, New 
Mexico, Arizona, and Utah. The Recovery Implementation Program (RIP) is in the seventh year of 
a seven year study to evaluate alternative operations of Navajo Reservoir in New Mexico to build and 
maintain fish habitat while allowing water development in the San Juan Basin. Elements of the study 
were development of natural flows, a baseline data set, and river system model that is being used to 
examine various operating, hydrologic, and depletion scenarios. This paper discusses development 
of the model and related data and use of same in the analysis. 

BACKGROUND 

A river and reservoir system model was being developed using RiverWare through an independent 
effort by Reclamation to demonstrate the feasibility of using a distributed rainfall model in conjunction 
with a relational database to support short-term operations and enhance fisheries (King, et al, 1998). 
It was intended that the prototype model use a daily time step. RiverWare is an object oriented river, 
diversion, and reservoir model building system that runs on a Unix work station. RiverWare currently 
has three operating modes which are the Simulation, Rule Based Simulation, and LPIGoal 
Programming controllers. A natural flow data set was developed for historic hydrology with which 
to validate and calibrate both modeling systems. The simulation controller was used to validate the 
Riverware model, basically verifying that the physical configuration was correct and it served to catch 
spreadsheet errors. The Rule Based Simulator was used to implement operating decision criteria. 



Prior to completion of this system, members of the development team were invited to participate on 
the Hydrology Team of the RIP. Other members of the hydrology team include Keller-Bliesner 
Engineering of Logan, Utah (consultant to US Bureau of lndian Affairs), United States Fish and 
Wildlife Service, Southwest Water Conservancy District, and Colorado and New Mexico. The 
purpose of the team is evaiuate and recommend data inputs and model configuration. The model will 
be used to evaluate flow recommendations as alternative means of operating Navajo Reservoir to 
enhance the recovery of endangered species of fish. 

In addition to the model and data set being built by Reclamation, the state of Colorado has developed 
a water rights model and data set for the San Juan basin. After considerable debate and evaluation, 
the hydrology team elected to use the Riverware mode1 because it could do a daily time step and 
because it was more dynamic in the ability to write operating policy rules. 

DEVELOPMENT OF NATURAL FLOWS 

Prior to selection of kverWare by tbe hydrology team, rlati~ral flows were computed using standard 
Reclamation procedures. Natural flows on a grosser scale are calculated every five years for the 
entire Colorado River basin. The basic data used for these calculations was extended and revised to 
compute natural flows on the finer scale required for the fishery studies. This included updating of 
acres with 1993 Geographic Information System (GIS) coverage, additional demarcation of uses, and 
use of State of Colorado canaI data available from Colorado River Decision Support System 
(CRDSS) website The group responsible for calculation of natural flows elected to use spreadsheet 
computations because data fur the five year computations existed in this form and hverWare could 
not support the computations when the analysis was begun 

Subsequent tu inclusion of the authors on the hydrology team, an attempt was made to reconcile 
differences between Colorado, New Mexico, and Reclamation regardins basic input data. Differences 
existed between irrigated acres (both GIs and annual), irrigation shortages. reservoir inventories, and 
other sources of depletions. Reclamatiorl used spreadsheets to compute natural flows and only 
accouiited for catial flows that involved imports, exports, or gages. Colorado used their model to 
compute natural flows. Because of the different approach to computation of natural flows, the team 
did not attempt to completely find closure on difl'erences but to identifjr them, determine where the 
team could adjust the respective sides, and bring the computations to a reasonable proximity. 

Another requirement of the team was that the data sets had to be extended back to 1929. 1928 was 
the year that the Colorado River Compact was signed and the period of 1929 through I993 captures 
the drought periods of the 1930's and 1 950's. The hydrologic dam were extended by Keller-Bliesner 
using an algorithm developed by Dr. Upmanu La11 of Utah State University. Depletions were 
extended by running Blaney-Criddle with 1 928-1 993 climatological data. If climatological data were 
not available for a given period, similar data extensiori methods were used. 

DEVELOPMENT OF MODEL AND OPERATING RULES 

As previously noted, a RwerWare model of the San Juan Basin had been started prior to involvement 
with the hydrology team. The majority of this effort had been development of data handling 



procedures. These included moving data from spreadsheets to text files for use on the work station, 
creation of a preprocessor to compute depletion volumes by RiverWare node, creation of files to map 
depletion and hydrology into Riverware nodes, and creation of Data Management Interfaces 
(Dm's) to move data into and out of Riverware. Prototype models of sub basins of the San Juan 
were developed to test these support procedures. Modeling consisted of three basic steps: 
configuration, validation, and caIibration. 

Confi-tion: Configuration consisted of mapping the natural flow and equivalent depletions into 
appropriate Riverware objects and building the model in RiverWare. Reservoirs, river reaches, and 
confluences are straightforward. Depletions are modeled in RiverWare using Aggregate Diversion 
objects. Each aggregate diversion can have any number of "water users" whose water supply is 
affected by the behavior selected and linking of return flows. One method of providing water from 
one water user to the next is to automatically make unlinked return flows available to the subsequent 
water user. This method was used whenever possible to reduce modeling time and possible linking 
errors. Most "water users" also were aggregated through mapping and preprocessing. Again, this 
was done to reduce model complexity. However, it is possible to model every real water user in a 
watershed. 

This application was the first to use the sequential linking structure type of aggregate diversion. The 
group found a few bugs in RiverWare that had to be corrected. In addition, the team decided that 
additional functionality was required. This included the addition of a new return flow method, the 
ability to separate return flow into a surface water and ground water component, and a creation of 
a primitive ground water object in which to store ground water. The variable efficiency method was 
created to better emulate the effect of water supply on an irrigation diversion's efficiency. It is 
assumed that an irrigation project increases in efficiency up to a maximum at which it is not possible 
to exceed. No reduction in depletions occur until maximum efficiency is reached. 

Validation; Validation is the process of verifying that the configuration i s  correct. Natural tlow, 
historic depletions and diversions, and historic reser-voir releases are input, the nlodel is run, and 
computed flows at natural flow nodes (wiuch are river gages) is compared to gaged flows. This was 
not a trivial task because of the detail of modeling. Each sub basin of natural flow and depletion had 
to be mapped exactly from the natural flow and depletion data sets to achieve validation. This 
exercise also served the purpose of finding errors in the natural flow computations either due to 
spreadsheet equation errors or data errors. 

Calibration: Calibration is the process of operating the river using rules. Natural flows and not1 

shorted depletions are input but reservoir releases are established by operating rules. The initial 
objective of validation was to emulate historic operations to the extent possible. The three figures 
which we attempted to match were historic releases, historic storage, and historic depletions. We 
attempted to minimize differences from historic while respecting physical constraints. Once 
satisfactory progress was made an  calibration, a parallel effort was begun to create a rule set for 
operating the river to enhance the endangered fisheries. 

Creation of the rule sets and associated procedures was delayed by recomputations of the natural flow 
and other negotiated items such as what time step to use. The hydrology team elected to use a 



monthly time step to be consistent with the natural flow data set. However. smaller time step data 
were needed for some of the fishery decisions. To support these requirements, a disaggregation 
algorithm was implemented in rules code using an algorithm developed by Dr. Upmanu La11 of Utah 
State University. Riverware has the ability for every object and slot (data element of an object) to 
have it's own time step. We stored data to support disaggregation computations and rules in 
Riverware data objects, objects whose sole purpose is to store data. 

Initially, we used code fiom the Colorado River Simulation System @evert, et al, 1997) to prototype 
rules. We m e  to realize that the level of modeling in the San Juan Basin study required more detail. 
The team attempted to make these modifications so that eventually it could create a "generic" rule 
set, one that respected the basic operations of a reservoir inchding meeting downstream demands 
while obeying physical constraints and could be used with either a monthly or daily time step. In the 
process, we created a rule set which is robust and reasonably generic. 

Our basic reservoir rule computes a target operation that respects downstream demands, flood 
control, target space, and filling criteria. This rule attempts to fill the reservoir during the runoff 
season and maintain a monthly target space the remainder of the year. A procedure was created that 
computes the minimum amount of water to release to meet demands which accounts for diversions 
that use return flow of upstream diversions, gains below a reservoir, imports, and exports. 

In addition, a diversion rule was written to assign the water available to diversions based upon the 
supply. This rule has two major forks, depending upon the rule's dependency. The dependency of 
a rule determines when it is place on the queue for processing. The item upon which the rule is 
depended will be a Riverware slot. For the diversion rule, we use an upstream dependency to tell 
the rule when the supply has changd and a downstream dependency to tell when the river below the 
diversions involved has changed. 

lf the supply has changed, the rule has sufficient knowledge to determine if a headgate shortage will 
occur. The rule sets the available water to aggregate diversions based upon the supply and 
adjustment algorithm. The current algorithm does the adjustment with a quasi water rights solution. 
I f  the downstream dependency placed the rule on agenda, the rule checks if a depletion shortage 
occurred. If so, the rule adjusts available water to diversions to respect water rights. If the location 
of shortages are unimportant, this rule does not need to used. 

OPERATING RULES AND CRITElUA TO ENHANCE ENDANGERED FISHERIES 

The final phase of the project was to establish operating criteria which would evaluate recommend 
flow that would enhance the fishery, implement these criteria as a rules set, and make model runs with 
extended hydrology and various operating scenarios. Operating criteria were based upon results of 
the first seven years of the overall study. Sedimentation, flow, habitat, fish counts, and other data 
were collected and analyzed during this period. These data were used to establish basic criteria for 
flow regimes that build or maintain fish habitat plus guidelines regarding the frequency that the 
respective hydrologies need to be achieved. 



The RIP rules were not easy to implement. However, having the basic model and historic rules 
already implemented in RiverWare allowed the rules writers to focus on functionality and integrity 
of the implementation. Riverware provides excellent diagnostics for rule debugging. Actual models 
could be used rather than using prototypes. The rules were implemented in a relatively short period 
of time and the team was able to make numerous scenario runs before the final operating 
recommendations were made. These recommendations are under review prior to June, 1998. 

CONCLUSIONS AND RECOMMENDATIONS 

Riverware was an effective tool in implerne~~ting extremely con~plicated operating rules for the San 
Juan River basin. Furthermore, it provided efficient computation of various operating scenarios. 
RiverWare was excellent as a decision support tool in this study. Steps should be taken to use 
RiverWare to compute natural flows and as a tool in daily operations. 
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Abstract: A data-centered decision support system (DSS) is being researched and developed that 
utilizes relational database and advanced modeling technologies to integrate water, power, and 
weather data, both historical and forecasted. The system facilitates the postulation, testing, and 
analysis of alternative operational and planning scenarios with respect to competing objectives and 
provides a practical tool to ensure the most efficient and responsible use of basin resources. The 
system is being developed using generic tools yet is easily customized to meet site-specific needs. 
Current applications include the Colorado, Yakima, and Rio Grande River basins, and it is antici- 
pated that it will uItirnately be applied to many other basins throughout the western United States. 

INTRODUCTION 

The demands placed on water resource systems have increased greatly over the past few decades. 
Meeting consumptive use demands, while still vitally important, is no longer the only objective to 
be considered in operational and planning decision making. Key issues in the management of Rec- 
lamation river basins include: 

flood control 

rainfall and snowmelt runoff forecasting 

increased consumptive use demands 

water quality {especially salinity) 

hydropower product ion 

recreational uses on reservoirs and rivers 

endangered species and other environmental concerns 

water rights (particularly for Native American Nations) 

These issues are common Reclamation-wide. In order to address these and other issues, water man- 
agers need the ability to predict the outcomes of a wide range of water management actions under 
a wide range of hydrologic conditions. Eu'ecessary predictions range from long- term simulations 
of the operation of complete water resources systems uilder modified management strategies to 
short-term simulations involving forecasts of inflow and demand to predict the impacts of specific 
management actions. The entire hydrologic and water management processes must be represented 
by both models and data. System state variables to be examined include water qua~lti ty, water qual- 
i ty, and sediment transport and channel morphology. Furthermore, all of this information must be 
presented to the human decision maker in an intuitive format and in a timely manner. 



Decision support systems (DSSI have been discussed in the literature since the early I 970's (Scott 
Morton, 197 f ), when it was recognized that "real world problems are often much more complex, 
much less structured, and require much more human input and judgment" than those contemplated 
by model developers (Loucks. 1 995). Management of natural resources, particularly watersheds, 
falls into this category of problem. By the late 1980's, research in DSS applied to water manage- 
ment problems primarily focused on the use of ~rtificial intelligence technology (Savic and Simo- 
novic, 1989). although many of these applications apparently did not prove to be successful in 
practice. Subsequent research focused on the development of "user-frjendly" models (Fulp, et al, 
199 1). 

It is our thesis that a decision support system is the best way to provide the tools to address these 
key issues. In particular, we have adopted the data-centered approach to decision support (Ryan 
and Sjeh, 1993) which uses relational data base technology as the cornerstone for the decision mak- 
ing. 

In this paper, we will briefly describe our research and de-veloprnent program, present an overview 
of the major components of the DSS, and describe how the system is being applied in the Colorado, 
Yakima, and Rio Grande River basins. We conclude with a discussion of some of the important 
issues that we have encountered for successful implementation of the system. 

WATERSHED AND RIVER SYSTEMS MANAGEMENT PROGRAM (WARSMP) 

The goal of the Watershed and River Systems Management Program (WARSMP) js the research, 
development, and implementatio~~ of a data-centered, decision support system for integrated wa- 
tershed management. WARSMP is a multj-year, cooperative effort between Reclamation and the 
U.S. Geological Survey (USGS) that was officially begun in Fiscal Year 1995. Current plans call 
for continued financial support through Fiscal Year 2000. 

Our program strategy is governed by the premise that the water resources issues and our field of- 
fices' needs should dictate our research and ds velopment priorities. This interaction js depicted in 
Figure 1. This strategy calls for involvement of the potential users throughout all phases of the pro- 
gram (research, development, and implementation). Furthermore, following this strategy allows us 
to implement developed products and provide feedback to the development ream in a timely man- 
ner. An  important objective of the research program is the app I icabil i ty of the developed products 
to hasins other than those initially chosen for implementat ion. Clearly the products must be devel- 
oped to have generic application, yet be able to be customized to meet site-specific objectives. 

Throughout the duration of the program, partnering with other agencies has been and continues to 
be an important avenue to leverage limited funding. To this end, the Tennessee Valley Authority 
(TVA), the University of Colorado's Center for Advanced Decision Support for Water and Envi- 
ronmental Systems (CADS WES), the Electric Power Research Institute (EPRI), the National Oce- 
anic and Atmospheric Administration (NOAA), and the Department of Agriculture have also 
participated in the development of certain aspects of the system. 
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Figure 1 , Interaction of research, development, and implementation phases in WARSMI? 

MAJOR SYSTEM COMPONENTS 

The major components of the system developed and implemented to date include the Hydrologic 
Data Base (HDB), the RiverW are reservoir and river system modeling environment, and the Mod- 
ular ModeIing System (MMS) environment. These components are shown in Figure 2. Conlpanion 
papers in this conference cover each of these components in more detail, so only a brief overview 
is presented here. 

The Hydrologic Data Base (HDB)has been designed for the storage of hydrologic time series data, 
attribute data, statistical information, and other types of data pertinent to water management activ- 
ities. It was initial1 y implemented using the Ingres Relational Database Management System 
(RDBMS), but has recently bee-n ported to the Oracle RDBMS. The design includes a significant 
number of metadata tables for optimal storage and retrieval of data, and for the management of ap- 
plicatjons which use the data. The design also features a number of data integrity constraints to 
maintain data integrity. Currently, over 100 data types (i.e.average streamflow, power generation, 
maximum temperature, snow water equivden t, total dissolved solids, etc.) have been defined in 
HDB. Sites are categorized into object types (i.e. reservoir, powerplant, streamflow gage, etc.). 
HDB also allows the storage of modeled (forecasted) time series data. This data is stored in tables 
separate from the "real" data. Clearly, not all simulated data belongs in a database for long term 
storage; however, when significant forecasts of the state variables are obtained (such as an official 
operational forecast), these results are formalized by placing them in HDB for further reference. 
This ensures a consistent view of the projected state of the system throughout the organization. 

The USGS Modular Modeling System (MMS] is an integrated modeling environment that can be 
used to simulate a variety of water, energy, and bio-geochemical processes (Leavesley , et al, I 996). 
To date, the primary use of MMS has been for the development and analysis of physical based, 



precipi tation-runoff models (PRMS) for the watersheds of interest. The PRMS colnponen t of 
MMS provides Geographic Information Systems (GIs) tools that can be used describe and analyze 
the spatial distribution of the hydrologic parameters needed for the runoff prediction. Various 
physical processes are available and users can even develop their own modules as needed. 

RiverWare is a generic river basin modeling environment that can be used for both operat.ions and 
planning. RiverWare provides point-and-click mode-l building, user selection of angineering meth- 
odologies to customize the behavior of the modeling objects. and alternative solution algorithms 
to solve the resulting network (simulation, simulation with user-specified policies, and opti rniza- 
tionlgoal programming), all through a user-friendly interface. Timestep size ranges from hourly to 
yearly, with no limit on the time range of a model run (Zagona and Fulp, 1998). 

By developing appropriate Data Management Interfaces (DMT's) to HDB, additional twls are be- 
ing integrated into the DSS as needed. Many of these tools are "off-the-shelf' providing additional 
functionality wj th essentially no development cost. For eaample, a statistical package (S-Plus) has 
been integrated to facilitate the analysis of both historical and modeled data. 

River and Reservoir Management Models 

i I Long-term Policy 1 I Mid-!em I I Shon-term I I 
I and Planning I I Operations I I Operations J I 

Data Management Sys tern I Query, Display, Data Sources 
HDB and Analysis 

River & Reservoir GIs 
Telemetry 

Hydrologic Database Slatistics 
Power System Data 
Climate Data 

Modular Modeling System (MMS) 
Watershed and Ecosystem Models 

I Root Zone I I Precipiution- I I Sediment I 
I Models (ARS) I I Runoff Models I I Transport Models I 

Figure 2. The data-centered decision support system. 



CURRENT APPLLCATI ONS 

To date, our main f ~ u s  has been on the Colorado River. Starting in Fiscal Year 1997, we began 
implementation on the Yakima River basin in Washington and on the Rio Grande River basin in 
New Mexico. In tl-iis section we will briefly describe each of h c s c  applications. 

Cola-sin: The Colorado River Basin is one of the most heavily legislated river haslns 
in [he U.S., covering seven states with a drainage area of some 245,000 square miles. Total storage 
in  the basin (approximately 60 million acre-feet) is four times the average annual inflow. Opera- 
tions and planning decision-making on [he Colorado River is shared between the Upper and Lower 
Colorado Regions and their respective area and facilities offices. A hierarchical view of the deci - 
sion making and some examples of mdels that were used to support these decisionb is shown in 
Figure 3. The models included: a monthly time step policy and planning model of the entire basin 
used to assess the long-term effects of policy decisions with regard to water and energy supply, aI; 

well as salinity mitigation; a monthly time step operations model of the entire basin used to set the 
Annual Operating Plan and to adjust that plan throughout the year as hydrologic forecasts are up- 
dated; and a daily time step operations model for the Lower Basin which is used to set the daily 
releases to meet shorl- term water and energy demand, within the monthly targets. These models 
were used for a rekitice l y long period of time (over two decades) and their results were trusted both 
within and outsidt: our agency. However, they lacked the flexibility needed to model increasing 
deri~ii~lds ar~d constraints on the system, as well as expanding operational objectives. 

Through the WARSMP program, we have successfully implemented HDB and RiverLVare in both 
our Upper and Lower Coloradu River regional offices for both operational and planning use. HDB 
is running as a "quasi-distributed" data base, in  that both historical and forecasted data pertinent to 
each region is sior.ed only in the HDB at that region and appropriate meta-data (such as site defi- 
nitions) are automatically coordinated betwee11 the databases to ensure data sharing. KiverWare 
has been used to replace all three of the previously mentioned models, and in the case of the two 
operational models, is completely integrated with HDB. For example, each month the Upper Col- 
orado Region receives the latest inflow forecasts from the National Weather. Service Colorado Riv- 
er Forecasting Center (CRFC). These forecasts are automatically processed and entered into the 
database. RiherWare is then used by both regions to forecast the state of the system, given the up- 
dated forecasts, demands, and operational objectives. Upon agreement by cx11 operations ufiice, 
reports are generated automatically by extracting data from each database. MMS has been used 
successfully in a demonstration mode on the Gunnison Basin (Ryan. 1996) tc generate alternative 
inflow forecasts throughout the runoff season. Fr~rther work is warranted to fully integratc thcsc 
forecasts with the CRFC forecasts. 

Riverware has also been used to develop a model of the San Juari basin for use in cor~sultations 
with other agencies regarding meeting endangered species habitat requirements. MMS has been 
used in that study to analyze the sediment transport requirements for building and maintaining ap- 
propriate hahitat. as well as to generate inflow forecasts using the PRMS module. Based on the suc- 
cess of this planning application, implementation in an operational mode is anticipated. 

-: The Yakima River Basin in castern Washington has a drainage of about 
6 100 sy uarc miles, with an average annual inflow of about 3.4 mil1 ion acre-feet arld about 1 million 
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acre-feet of storage. It is a much smaller basin than the Colorado and presents a variety of new is- 
sues in terms of operational and planning strategies. For our program, it provides the opportunity 
to apply and extend the generic tools that have been developed to date, as well as to push the re- 
search and development with regard to new water management needs. 

Systems Automatic Generation 
Control Control (RAMS) 

Our focus in the first year has been the implementation of HDB. In Fiscal Year 1997, our agency 
adopted the Oracle RDBMS as the agency-wide standard and we decided to port HDB to Oracle 
prior to installation at rhe Yakirna Area Office. Although this caused some delays in our schedule, 
we were able to avoid a costly move to new hardware and software in the future. The HDB design 
has proven to be easily extended to incorporate new datatypes, such as fish monitoring data neces- 
sary for the anadromous fish, as well as new climatological data. 

Application of the modeling components of the DSS also began in 1 997. A PRMS model has been 
developed using MMS by USGS staff for use on the Yakima system and a basin planning model 
is under development using Riverware. We anticipate development of an operational model in 
1998. 



R i m :  The Rjo Grande River in New Mexico drains approximately 30,000 
square miles and has an average annual inflow of about 660,000 acre-feet. The flow is augmented 
hy a trans-basin diversion from the San Juan River or about 85,000 acre-feet annually. This diver- 
sion offers an opportunity to extend the DSS tools to incorporate the tracking of water ownership, 
as the diversion project "is operated to assure that there are no effects on rhe natural flow of the 
Rio Grande" (UKGW OM, 1996). In 1997 our research focused on the extension of water owner- 
ship to Riverware (Zagona and Fulp, 1 998). This work will continue in 1998 and beyond, as well 
as the extension of HDS to store the state of each account ovcr time. 

SOME ISSUES FOR SUCCESSFUL IMPLEMENTATION 

Movement to a computer-based. decision support system represents a major paradigm shift for our 
agency, We have encountered several major i s s~~es  over the past three years, and although we can- 
not say that we have solved each and every one, we do feel that we have some experiences that 
may help others in similar pursuits. 

A primary issue is whether an agency is really committed to making such a paradigm shift. Al- 
rhough having the commitment to an R&D budget is  mast important (and was a commitment that 
we had), we also realized that we needed to make available appropriate agency technical personnel 
if we were to succeed. Prior to entering into the program, several technical staff personnel formed 
a working group to discuss this and olher issues and make a recommendation to management re- 
garding the program. A key part of that recommendation was that management understand and 
make available the necessary staff time for technical program oversight. To date, we estimate that 
we have invested an average of 3.5 FI'E (full-time equivalent) each year, primarily to define needs, 
review the proposed research, test the developed software, and transfer the technology. 

Transfer of the technoIogy is not guaranteed, however, even with up-front involvement of the tar- 
get users. We have used a "side-by-side" appr~ach to technology transfer where the Reclamation 
personnel involved directly in the program work with end users to solve real problems. Although 
this approach has proven successful, it's drawback is that we cannot transfer the tec hno1ogy as rap- 
idly has we would like. We are now moving to a more formal approach to technology transfer, in- 
cluding the development of formal training courses in use of the DSS. 

Another critical issue i s  the long-term viability of the products that are being developed.This in- 
cludes providing funding mechanisms for long-term maintenance and support. Our approach has 
been to provide mechanisms for some external funding (through the use of the products outside of 
our agency), as well as receiving a commitment from the operating groups involved to budget a 
share of the casts for the long term. 

Finally, the real "proof of the pudding" will be if we become better water resource managers with 
use of the technology. Although we have received feedback indicating real improvement in our 
ability to reach new decisions in a timely manner, we are attempting to define me trics and collect 
the appropriate data so that we can more definitively answer this question in the future. 
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RIVER OPERATIONS MODELING IN THE SAN JUAN RIVER BASIN 

D. L. King, Hydraulic Engineer, Bureau of Reclamation, Denver, Colorado, R S. Parker 
and Gerhard Kuhn, Hydrologists, U. S. Geological Survey, Denver, Colorado 

A decision support system (DSS) has been developed for use on the San Juan River 
Basin in Arizona, Colorado, New Mexico, and Utah through a collaborative effort by the Bureau of 
Reclamation and the U.S. Geological Survey. The DSS includes a watershed modeling framework, 
a river and reservoir-operations modeling framework, and a relational data base that links the two 
modeling frameworks. The Modular Modeling System (MMS), which is an interface to a variety of 
modules for simulating water, energy, chemical, and biological processes, data-analysis tools, and 
model-building tools, comprises the watershed modeling framework. The Riverware Systems 
Model, which j s a general purpose, interactive model-building tool that integrates multipurpose 
reservoir-operations, including flood control, navigation, recreation, water supply, water quality, 
and power economics, comprises the river and reservoir-operations modeling framework. The DSS 
developed for the San Juan River Basin provides water managers a useful tool to manage, utilize, 
and schedule delivery of water resources. 

INTRODUCTION 

The Bureau of Reclamation (Reclamation) and the U.S. Geological Survey (USGS) are 
collaborating on the Watershed and River System Management Program to couple a watershed 
modeling framework that simulates the physical hydrology of a river basin with a river and 
reservoir-operations modeling framework that simulates water use in a river basin. The Modular 
Modeling System (MMS) (Leavesley and others, 1996) is used for the watershed modeling 
framework, and the Riverware Systems Model (Riverware) (Fulp and others, 1995; Bureau of 
RecIarnation, 1996) is used for the river and resemoir-operations modeling framework. These 
modeling frameworks are linked using a common data base [Hydrologic Data Base (HDB) (fig. 1) ] 
that provides a comprehensive decision-support system (DSS) for use in the management of water 
resources. HDB also links ancillary tools needed by individual models, such as a geographical 
informa tion sys tern (G1 S), statistical analysis, and data query and display capabilities (fig. I ). 

This paper presents a brief description of the MMS and Riverware models before presenting a more 
detailed description of the development, testing, and application of the DSS in the San Juan River 
Basin (fig. 2), which has an area of about 60,000 km2. The San Juan River is a major tributary to 
the Colorado River and flows directly into Lake Powell, a Reclamation reservoir that regulates 
water between the seven states in the Colorado River Compact. 

MODULAR MODELING SYSTEM 

The MMS framework (Leavesley and others, 1996) is an integmted system of computer software 
for the development and application of models to simulate a variety of water, energy, chemical, and 
biological processes. MMS has three major components: pre-process, model, and post-process. 
The preprocess component provides tools to input, analyze, and prepare spatial and time-series 
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Figure 1. Data-base centered decision-support system. 

data for use in model applications. The model component provides tools to develop and apply 
models. The post-process component provides tools to display and analyze model results and to 
transfer the results to other models or sohare. A major feature of the model component is the 
module library, which contains a variety of modules for simulating the various processes. For 
a given process, the library may contain several modules, each representing an alternative 
conceptualization or approach to simulating that process. Through an interactive model-builder 
interface, the user selects and links modules to create a specific model. 
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The model assembled within the MMS framework for application in the San Juan River Basin is the 
Precipitation-Runoff Modeling System (PRMS) (Leavesley and others, 1983). PRMS allows for 
spatial distribution of model parameters by partitioning the watershed into hydrologic response 
units (HRU's). Each HRU is assumed to have uniform physical and hydrologic characteristics; 
these characteristics, many of which can be related to the model p m e t e r s ,  are determind from 
information about climate, soils, topography, and vegetation. PRMS computes a daily water 
balance for each HRU by using daily inputs of air temperature, precipitation, and solar radiation, 
When appropriate, a snowpack is simulated for each HRU; the snowpack is modified twice a day 
on the basis of a calculated snowpack-energy budget. 
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RIVERWARE SYSTEMS MODEL 

The RiverWare framework (Fulp and others, 1995; Bureau of Reclamation, 1996) is an object- 
oriented river, diversion, and reservoir operations model-building system developed jointly by 
Reclamation and other agencies under contract to the Center for Advanced Decision Support for 
Water and Environmental Systems (CADS WES) in Boulder, Colorado (Shane and others, 1995). 





HYDROLOGIC DATA BASE 

The HDl3 software also was developed under contract to CADSWES. To a large extent, HDB is a 
repository of ah temperature, precipitation, s treamfiow, and other t irne-series data (fig. 1 ) Near real- 
time data are populated from a hydrometeorological data-collection network that uses a 
combination of satel lice and radio telemetry. To develop the DSS for the San Juan River Basin. a 
natural-streamflow data set was developed that could be used to calibrate the wstershed mudel and 
to validate the river operations model. Natural streamflows are computed every 5 years on a large 
scale for the entire Colorado River Basin. The data and algorithms used for these computations 
were expanded and revised to compute the natud  streamflows at the finer scale required for the 
San Juan River Basin. The revisions included updating of  irrigated acreage with 1993 GIS 
coverage, demarcation of additional water uses, and use of detailed diversion data available from 
the Colorado River Decision Support System website. Montbly natural s t r e d o w  volumes for 28 
sites in the San Juan River Basin were estimated for water years 1970-93 (King and others, in 
press). The 28 sites correspond to selected USGS streamflow-gaging stations in the basin and 
comprise the primary nodes in the operations model. 

DEVELOPMENT OF SAN JUAN RIVER BASIN OPERATlONS MODEL 

Development of the San Juan River Basin operations model primarily consisted of development of 
data-handling procedures. These procedures included moving data from spreadsheets to text files, 
creating a pre-processor to compute depletion volumes for each model node, creating files to map 
the depletions and other hydrologic characteristics to the nodes, and creating Data Management 
Interfaces to move data into and out of RiverWare. A prototype operations model for the Animas 
and Florida River subbasins also was developed to test these support procedures. Development of 
the San Juan River Basin operations model consisted of three basic steps: configuration, validation, 
and development of the operating rules. 

Configuration consisted of mapping the natural streamflows and equivalent 
depletions into appropriate Riverware objects and building the operations model in Riverware. 
Depletions were modeled by using aggregate diversion objects. Each aggregate diversion can have 
any number of water usem, whose water supply is affected by the behavior selected and by the 
linking of renun ff ows. Most water users were aggregated through mapping and preprocessing. 
Although it is possible to model every real water user in a watershed, aggreg~ting greatly decreases 
model complexity and exsution time. 

DeveIopment of the operations model indicated that additional functionality was required in 
RiverWare. This included (1 ) adding a new return-Aow method, (2) enabling separation of return 
flows into surface-water and ground-water components, and (3) creating a primitive ground-water 
object in which to store ground-water flow A vatiabl e eficiency method also was created to better 
emulate the effect of water supply on the efficiency of an irrigation diversion. The method assumes 
that an imgation diversion increases in eficimcy up to a maximum; depletions are not reduced 
until the maximum efficiency is reached. 

To validate the operations mdel, historical natural streadow, depletions, diversions, 
and reservoir releases were input to the operations model; the model was run; and, the simulated 



streamflows at the 28 model nodes were compared to the recorded streamflows at the gaging 
stations. The validation was a complex task because of the detail required for the modeling. The 
modeled depletions and streamflows for each subbasin had to correspond exactly to the depletions 
and natural streamflows in HDB to achieve validation. The validation also served the purpose of 
finding emrs in the natural streamflow computations attributable to spreadsheet equation mors or 
data errors. 

P e v e l o n m  of Op- Initially, the river operating rules from the Colorado River 
Simulation System (CRSS) were used to derive prototype rules for the San Juan River Basin 
operations model (Frevert and others, 1997). Because the basin topology for the San Juan River 
Basin operations model was much more complex than the basin topology in CRSS, modeling the 
San Juan River Basin required some modifications of the CRSS operating rules. The creation of a 
"generic" rule set was attempted that could be used with a monthly or daily time step, and that could 
incorporate the basic operations of a reservoir, including the meeting of downstream demands, 
without modifying the physical constraints of the system. 

To test the generic operating rules, the operations model was run by inputting the natural 
streadows and non-shorted depletions in HDB and by using the operating rules being developed. 
The intent of the model simulations was to match historical releases, historical storage, and 
historical depletions by minimizing differences between the simulated and recorded values, without 
modifying the physical constraints previously defined. 

The generic reservoir rule provides an operation that incorporates downstream demands, flood 
control, target storage quantities, and filIing criteria. This rule attempts to fill a reservoir during the 
runoff season and maintain some target storage quantity for each month of the non-runoff season. 
A procedure also was developed which computes the minimum amount of water to release that will 
meet downstream demands and which accounts for gains downstream from a reservoir, exports, 
imports, and diversions that use the return flow from upstream diversions. 

In addition, a generic diversion rule was written to assign the diversion quantity on the basis of the 
available water supply. This rule has two alternatives, depending upon the rule's dependency. In the 
diversion rule, an upstream dependency is used to indicate when the supply has changed upstream 
from a diversion, and a downstream dependency is used to indicate when the supply has changed 
downstream from the diversion. If the supply has changed, the rule has sufficient data to determine 
if there will be a headgate shortage. The rule determines the amount of water available to aggregate 
diversions based upon the supply and adjustment algorithm. The current algorithm does the 
adjustment with a quasi water-rights solution. If the downstream dependency invokes the diversion 
rule, the mle checks for a depletion shortage. If there is a shortage, the rule adjusts the water 
delivered to the diversion. 

OPERATLNG RULES TO IMPROVE ENDANGERED-FISH HABITAT 

The final phase of the study was to establish revised operating rules that would improve the habitat 
for endangered fish, make model nlns with the revised rules for various operating scenarios, and 
implement the revised rules. Two endangered species of fish, the humpback chub and the Colorado 
squawfish, have necessitated reexamination of operations in the San Juan River Basin. The 



Recovery Improvement Program (RIP) is in the sixth year of a 7-year study to evaluate alternative 
operations of Navajo Reservoir in New Mexico that would build and maintain fish habitat while 
meeting downstream demands (King and others, in press). Sedimentation, discharge, habitat, fish 
counts, and other data were collected and analyzed as a part of the RIP study. The data for the first 
6 years of the study were used to establish criteria for flow regimes that build or maintain fish 
habitat. Revised operating rules were developed on the basis of the flow-regime criteria. 

The RIP criteria were not easy to implement h the operations model. However, having the basic 
model and historical rules already implemented in Riverware allowed the rule revision to focus on 
the functionality and integrity of the implementation. Because Riverware provides excellent 
diagnostics for rule debugging, actual models could be used rather than prototyp. The rules were 
incorporated into the operations model in a relatively short time, and numerous scenario rum were 
made develop the final revised operating procedures. These procedures are under review before 
implementation, which is intended for June 1 998. 

CONCLUSIONS 

MMS, Riverware, and HDB were effective tools in implementing extremely camplicated operating 
rules for the San Juan River Basin. The San Juan River Basin operations model provides water 
managers a useful tool to manage, utilize, and schedule delivery of water mourccs. M e m o r e ,  
the operations model provides efficient computation of various operating scenarios, The combined 
system is a useful decision support system. 
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PRECIPITATION DISTRIBUTION ALTERNATIVES IN APPLYING 
THE MODULAR MODELING SYSTEM IN THE SAN JUAN 

RIVER BASIN, COLORADO AND NEW MEXICO 

Gerhard Kuhn, R S. Parker, L. E. Hay, and G. H. Leavesley 
Hydrologists, U. S. Geological Survey, Denver, Colorado 

The U.S. Geological Survey and the Bureau of Reclamation are collabrating to link 
a watershed modeling framework, the Modular Modeling System (MMS), with a routing and 
reservoir-management modeling framework, the Riverware Systems Model, resulting in an 
integrated system of water-resource models and relational data bases that can be used in the 
management of water resources in the western United States. The joint effort is termed the 
Watershed and River System Management Program and the fist  study basin is the 18,750 square 
kilometer San Juan River basin in Colorado and New Mexico. Application of a watershed model 
to this large basin with extensive hydrologic and physiographic variability requires a realistic 
disb-ibution of precipitation, An algorithm to distribute precipitation in the basin was developed 
that incorporated weather-type (WT) information and precipitation data from multiple National 
Weather Service precipitation stations in the basin. Distribution of precipitation estimated by 
using the WT algorithm was compared to the distribution estimated by using the algorithm 
provided within the MMS framework. Average error in simulated annual runoff for water years 
1949-93, which was 16.5% when using precipitation distributed with the MMS algorithm, 
decreased to 11.4% when using precipitation distributed with the WT algorithm. 

INTRODUCTION 

In 1994, the U.S. Geological Survey and the Bureau of Reclamation began a collaborative 
program, termed .the Watershed and River System Management P ropm.  The purpose of the 
program is to develop, test, and implement an integrated system of water-resource models and 
relational data bases that can be used in the management of water resources in the western 
United States. The primary focus of the program is to link a watershed modeling framework that 
simulates the physical hydrology of a river basin with a routing and reservoir-management 
modeling framework that simulates water use in a river basin, The key to linking these models is 
a common data base that provides input to a decision-support system. The Modular Modeling 
System (MMS) (Leavesley and others, 1996) is used for the watershed modeling fkamework, 
and the Riverware Systems Model (previously known as the Power and Reservoir Systems 
Model; Fulp and others, 1995; Bureau of Reclamation, 1996) is used for the routing and 
reservoir-management modeling framework. The first study basin for the program is the San 
Juan River basin in Colorado and New Mexico (fig. l), and a second study basin has been 
established in the Yakima River basin in Washington. 

The MMS framework (Leavesle y and others, 1 996) has three major components: pre-process, 
model, and post-process. The pre-prwess component provides tools to input, analyze, and 
prepare spatial and time-series data for use in model applications. The model component 
provides tools to develop and apply models. The post-process component provides tools to 
display and analyze model results and to transfer the results to other models or software. A 
major feature of the model component is the module library, which contains a variety 





In the San Juan River basin, PRMS was applied to the part of the basin upsueam from 
Farmington, New Mexico (fig. 11, which has a drainage area of about 1 8,750 km-. Most of the 
streamflow in this part of the basin is derived from snowmelt in the headwater drainages of the 
San Juan Mountains of Colorado, where elevation ranges from about 2,200 to 4,200 rn. 
Precipitation, which is strongly affected by orography, has a large spatial variability, ranging 
from about 350 to 1,300 mmlyr. Applying PRMS to a large area with extensive hydrologic and 
physiographic variability creates a number of modeling problems related to scale. Some of the 
algorithms in PRMS are best used in small watersheds where parameters can be constrained in 
time or space. For large watersheds, hydrologic characteristics are highly variable, and some of 
the algorithms in PRMS are less functional. The pwpose of this paper is to compare the linear 
precipitation-distribution aigorithm within PRMS and the weather-type precipitation-distribution 
algorithm that was developed for applying PRMS to he San Juan River basin. 

DISTRIBUTION OF PRECIPITATION 

The hydrologic and physical characteristics of the San Juan River basin upstream from 
Farmington, New Mexico, vary substantially, requiring more than 400 HRU's (fig. I )  to 
represent the basin adequately. To simplify the analysis presented in this paper, application of 
PRMS to the Anirnas River at Durango, Colorado, a 1,790-km2 tributary basin with 77 HRU's 
(fig. I ), was used to compare the precipitation-distribution algorithms. 

P S v w  Alp- The precipitation-distribution a1 gorithm 
provided in PRMS consists of two parameters used to estimate precipitation for each HRU. One 
parameter is used to adjust rain precipitation and one parameter is used to adjust snow 
precipitation; values for the two parameters can vary for each HRW and for each month of the 
year, but the parameter values remain constant for each year being simulated. Measured 
precipitation data at one or more sites in or adjacent to the basin (point data) are input to the 
model. Each HRU is specified to use the input data for a particular point-precipitation station, 
and the specified data are adjusted by the appropriate adjustment parameter, resulting in a varied 
distribution of precipitation on the HRU's (Leavesley and others, 1983, p. 13- 14). Determining 
the appropriate values for the adjustment parameters becomes increasingly difficult with the use 
of multiple precipitation stations due to a general lack of high-elevation precipitation 
information; therefore, values for the adjustment parameters often are derived using a single 
precipitation station. 

In the San Juan River basin, precipitation from October 1 through March 3 1 increases 
substantially with increasing elevation; therefore, the relation between winter precipitation and 
elevation was used to estimate values for the snow-adjustment parameters; all rain-adjustment 
parameters were assumed to be 1.0. A ratio of 1.83 was calculated between the long-term 
average snow-water equivalent (SWE) (653 mrn) on April 1 at the Red Mountain Pass 
snowcourse (elevation 3,398 m) and the long-term average precipitation (356 mm) for October- 
March at the Vallecito Dam precipitation station (elevation 2,332 m). (Note: More years were 
used to calculate the long-term averages than those listed in table 1 .) Based on the difference in 
elevation between the two sites, the change in the ratio per meter of elevation was calculated, 
and was used to estimate initial values for the HRU snow-adjustment parameter from the 



difference in elevation between the HRU and the Vallecito Darn precipitation station. Because of 
data constraints and for simplicity. a single set of HRU snow-adjustment parameters was used 
for October-March. In calibrating the model for the Anirnas River basin, the snow-adjustment 
parameters were optimized, resulting in a ratio value of about 1.98 between the April 1 SWE at 
the Red Mountain Pass snowcourse and the October-March precipitation at the Vallecito Dam 
precipitation station. 

October-March precipitation by HRU for two water years, estimated by using the PRMS 
algorithm and precipitation at the Vallecito Dam station, are shown in figure 2. The PRMS- 
distribution algorithm pmduced a linear distribution of precipitation that varied only on the basis 
of elevation; there is no spatial variability based on location of a HRU within the Animas River 
basin. Also, because the snow-adjustment parameter vdues are constant over time, the PRMS 
algorithm did not provide any temporal variability in precipj tation beyond the temporal 
variability associated with precipitation at the Vallecito Dam station, The estimated precipitation 
for a particular HRU is adjusted by the same parameter value, resulting in an estimated 
precipitation for the HRU that is the same multiple of the input precipitation at Vallecito Dam. 
For example, estimated precipitation for an HRU at an elevation about equal to the elevation of 
Red Mountain Pass is computed to be about 2 times greater than the measured precipitation at 
Vallecito Dam (table 1); however, the ratio between measured precipitation at Red Mountain 
Pass and at Vallecito Dam had considerable annual variation (1.37 to 2.37 in table 1). Use of the 
same ratio each year resulted in estimated precipitation that, in some years, was substantially 
different from the trend of measured precipitation at snow-telemetry (SNOTEL) stations in and 
adjacent to the Animas River basin (water year 1 993 in fig. 2). 

e A m :  To provide estimated precipitation distribution with greater spatial and 
temporal variability, a method with greater flexibility than the PRMS algorithm was needed. A 
method was developed that incorporated weather-type (WT) information and precipitation data 
from multipIe National Weather Service precipitation stations (L.E. Hay, U.S. Geological 
Survey, written commun., 1997). The WT's were defined from daily sea-level pressure (SLP) 
data in a gridded (5x5-degree) format available from the National Center for Atmospheric 
Research. The SLP data from 16 points, covering an area from 30 to 45 degrees north latitude 
and from 100 to 11 5 degrees west longitude, were used in a map correlation procedure (Yarnal, 
1984). A correlation coefficient that was significant at a 90-percent confidence level was used as 
the threshold for grouping the SLP data for water years 1949-93. This grouping resulted in six 
distinct WT's. Precipitation-elevation regression equations then were determined for the Animas 
River basin for each month and WT by using station elevation as the independent variable and 
monthly station precipitation as the dependent variable; the regressions were determined by 
using data for five precipitation stations that had continuous data for water years 1949-93. Mean 
station elevation and precipitation for each day were calculated using daily precipitation data. 
The mean station elevation and precipitation were used in the regression equations to distribute 
precipitation on a 5x5-km gridded surface based on the mean elevation of each grid cell. Lastly, 
a percent-area weighting scheme was used to interpolate the gridded precipitation to the HRU's. 
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Figure 2. Distributions of precipitation for hydrologic response units in the Animas River basin. 

October-Marcb precipitation by HRU for two water years, estimated by using the WT algorithm, 
are shown in figure 2. The WT distribution algorithm produced a spatial distribution of 
precipitation that varied by elevation and by location (fig. 2). The variability by location results 
from use of the percent-area weighting scheme in which estimated precipitation on one or more 
of the 5x5-km grid cells is used to derive the estimated precipitation on the HRU. The spatial 
variability of precipitation distributed by using the WT algorithm generally is more similar to 
the spatial variability of measured precipitation at the SNO'rEL stations in and adjacent to the 
Anirnas River basin than the distribution produced by using the PRMS algorithm (fig. 2). 
Precipitation estimated using the WT algorithm also had a temporal distribution that was 
different from year to year, and was closer to the trend of measured precipitation at the SNOTEL 
stations than the distribution produced using tbe PRMS algorithm (fig. 2) .  The differences 
between estimated October-March precipitation for an HRU adjacent to Red Mountain Pass (but 
with a mean elevation slightly higher than the pass) and measured October-March precipitation 
at Red Mountain Pass are substantially smaller for the WT algorithm than for the PRMS 
algorithm (table 1). 



Table 1. Measured and estimated October 1 through March 3 1 
precipitation at Red Mountain Pass 

[Elevation of Red Mountain Pass = 3,398 meters; HRU = hydrologic rasponse unit; 
PRMS = Mdular Modeljng System; WT = weather-type.] 

Ratlo al Red 
Umlng PRMS mborlthm b lng  WT slgwtthm 

M.awrsd ~ a w r e d  Mountah ~stlmated ~st~maaerl 
mlpltstlon prae~pltetlon pass pr%elp~tam p n c p t a t b  
IRd V ~ I M ~  prec~p*whn foran HRU wmnt for an HAU r h n t s r n  

D m  toV&clto wlth@n with sn 
(m~lrneters) Dam ekvatlon of dWmrencd elevrtlon of d'mmnce2 (mllllmetmm) 

prec~p~tatlm' 3y4'5 meters 441 3 W r s  
(mlltlmotera) (mllllmetwr) 

1984 818 367 2.23 731 -10.6 636 -22.2 
1985 7-70 521 1.48 1,038 34.8 765 -0.6 
1986 630 382 1.65 762 21 .O 653 3.7 
1987 706 467 1.51 932 32.0 695 -1.6 
1988 572 342 1.67 682 19.2 520 4 . 1  
1989 599 275 2.1 8 548 -8.5 574 -4.2 
1990 452 191 2.37 380 -15.9 451 -0.2 
1991 830 325 1.94 649 3.0 629 -0.2 
1982 612 946 1.37 888 45.1 888 12.4 
1993 747 51 5 1.45 1,026 37.3 i72  3.3 

measured precipitation at Red Mountain Pass '~atio = - 
m m w d  precipitation at Vallecito Dam 

estimated prsdpitsPon for the HRU -measured pmipitation at W Mountain P m )  ,m 'Pewnt dfferme = ( - p e a s  uredouttain Pass 

DISCUSSION 

The estimated distributions of precipitation derived from the WT algorithm generally seem more 
realistic compared to the estimated distributions of precipitation derived from the PRMS 
algorithm because the WT algorithm resulted in a year-to-year distribution pattern similar to the 
year-to-year pattern of measured precipitation at SNOTEL stations. To evaluate the estimated 
precipitation distribution derived from the WT algorithm, the emor in simulated runoff was used. 
The PRMS model was calibratd for the Animas River at Durango basin (fig. 1) by using the 
estimated distributions of precipitation derived from the PKMS algorithm, and by optimizing the 
snow-adjustment parameter values, as well as other model parameters. The resulting errors in 
annual simulated runoff for water years 1949-93 are shown in figure 3. The annual errors were 
less than 10% for 18 years and were more than 20% for 16 years (fig. 3); the mean of the 
absolute values of the annual errors was 16.5%. 

S t r e d o w  then was simulated by using the estimated distributions of precipitation derived 
from the WT algorithm and by using the same set of model parameters previously optimized, 
except that values for the snow-adjustment parameter were set to 1.0. The resulting errors in 
annual simulated runoff for water years 1949-93 are shown in figure 3. The annual errors were 
less than 10% for 26 years and were more than 20% for only 6 years (fig. 3); the mean of the 
absolute values of the annual errors decreased to 11.4%. Generally, the emrs in annual 
simulated runoff were larger and more variable when the PRMS algorithm was used to distribute 
precipitation than when the WT algorithm was used to distribute precipitation. 
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Figure 3, Annual runoff error for Animas River at Durango for two precipitation-dishbution algorithms. 

Use of estimated precipitation distributed by using the WT algorithm resulted in a substantially 
improved ability to simulate streamflow in the Animas River at Durango basin compared to use 
of estimated precipitation distributed by using from the PRMS algorithm. Application of the WT 
algorithm to other parts of the San Juan River basin needs to be done for a more complete 
evaluation of the method. 
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THE MODULAR MODELING SYSTEM (MMS) - THE PHYSICAL PROCESS 
MODELING COMPONENT OF THE WATERSHF,D AND RIVER SYSTEM 

MANAGEMENT PROGRAM 

G.H. Leavesley, S.L. Markstrom, M.S. Brewer, and R.J. Viger, Hydrologists, U.S. 
Geological Survey, Denver, Colorado 

Abstract: The Modular Modeling System (MMSJ is an integrated system of computer 
software that has been deveIoped to provide the research and operational framework 
needed to support physical-process model development and application. MMS supports 
the development, testing, evaluation, and application of the wide range of modeling 
capabilities needed to address the issues associated with basin-scale water management. A 
geographic information system (GIs) interface, the GIs Weasel, has been integrated with 
MMS to support model development, application, and analysis. MMS has been coupled 
with Riverware, an object-oriented reservoir and river-system modeling framework, using 
a shared relational database. The resulting database-centered, decision support system 
provides the tools needed for evaluating and applying optimal water-allocation and 
management strategies to complex, operational decisions on multipurpose reservoir 
systems and watersheds. The development and application of this decision support system 
are major objectives of a cooperative effort by the U.S. Geological Survey and the Bureau 
of Reclamation called the Watershed and River System Management Program. 

INTRODUCTION 

The interdisciplinary nature and increasing complexity of environmental and water- 
resource problems require the use of modeling approaches that can incorporate knowledge 
from a broad range of scientific disciplines. These modeling approaches must be flexible 
and able to address a wide range of study objectives, data constraints, and spatial and 
temporal scales of application. Models needed for river-basin management may include: 
(1 ) watershed models for simulating reservoir inflows and s treamflow from unregulated 
basins; (2) one-dimensional and two-dimensional hydraulic models for application to 
selected river reaches where channel-flow characteristics may affect channel morphology 
or biological habitats; (3) sediment-transport and chemical-transport models to address a 
variety of water quality issues; (4) agricultural models to address land-management and 
irrigation practices and the fate and transport of nutrients and pesticides; and (5) 
biological and ecosystem models that address critical habitat issues. 

The integration of this wide variety of modeling capabilities and their application to 
water-resources management is a major focus of the Watershed and River System 
Management Program (WARSMP). WARSMP is a cooperative effort between the U.S. 
Geological Survey (USGS) and Bureau of Reclamation (BOR) to develop an operational, 
database-centered , decision support system for application to complex, water-management 



issues. The decision support system couples the U.S. Geological Survey's Modular Modeling 
System (MMS) (Leavesley et a]., 1996a; Leavesky zt  al., 1996b) with the Bureau of 
Reclamation's Riverware tools (Fulp et al., 1995) using a shared relational database. MMS 
facilitares the integration of a wide variety of models and their application to water- and 
ecosystem-resource management Riverware is an object-orien ted reservoir and river- 
sys tern modeling framework developed to provide tools for evaluating and applying 
optimal water-allocation and management strategies. The objectives of this paper are to 
provide an overview of the concepts and capabilities of MMS, the database-centered 
decisions support sys tern, and their application to the WARSMP effort 

MODULAR MODELING SYSTEM OVERVIEW 

MMS is an integrated system of cornputer software that provides a common framework in 
which to hcus  multidisciplinary research and operational efforts to develop, evaluate, and 
apply a wide range of modeling capabilities across a broad range of spatial and temporal 
scales. MMS uses a master library that contains compatible modules for simulating a 
variety of water, energy, and biogeochemical processes. A model is created by selectively 
coupling the most appropriate process algorithms from the library to create an "optimal" 
model f or  the desired application. Where existing algorithms are not appropriate, new 
algorithms can be developed. 

The conceptual framework for MMS has three major components: pre-process, model, 
and post-process (Fig. I) .  All three components retrieve data from and store data in an 
underlying data storage scheme. The storage scheme may be composed of one or more 
data structures ranging from simple flat ASCII files to Structured Query Language (SQL) 
databases. Data management interfaces (DMTs) handle the transfer and reforlna tting of 
information among system components and the data structures. DMIs are essential to the 
interaction of the three components and are the only elements that are data-structure 
specific. Thus, changing data storage structures requires changing only the DMI. 

The GIs Weasel supports MMS as a pre-processing component. However, it can also 
provide GIs post-processing capabilities for the visualization and analysis of spatial and 
temporal model output fields. 

Graphical user interfaces (GUIs) provide access to all the features of MMS and the GIs 
Weasel. The present framework has been developed for UNIX-based workstations and 
uses X-windows and Motif f'or the GUls. The GUTS provide an  interactive environment 
for users to access model components, apply selected options, and graphically display 
sinlulation and analysis results. The current GUIs are being rewritten in the JAVA 
programming language to enable the applicalion of MMS to a wider range of computer 
pla t foms. 

Pre-~rocess Com~onent; The pre-process component includes all data preparation and 
analysis functions needed to meet the data and parii~neterization requirements of a user- 
selected model. A goal in development of the pre-process component is to take advantage 
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Figure 1. A schematic diagram showing the components of the Modular 
Modeling System (MM S). 

of existing data-preparation and analysis tools and to provide the ability to add new tools 
as they become available. Spatial data analysis IS accomplished using the GIs Weasel. Pre- 
processing functions provided by the GIS Weasel include the ability to ( I )  delineate and 
characterize watershed subbasin areas for distributed-parameter modeling applications, (2) 
estimate selected model parameters for these subbasin areas using digital elevation model 
(DEM) data and digital databases that  include information on soils, vegetation, geology, 
and other pertinent physical features, and (3) generate an MMS input parameter file from 
these estimates. 

Time-series data from existing databases and field instrumentation are organized and 
formatted for use in selected model applications. Additional tools are being developed to 
detect and replace erroneous or missing data values, aggregate data to longer time steps, 
disaggregate data to shorter time steps, and apply transform functions to produce a new 
time series. Methods to create simulated time series from model output or from the 
analysis and extrapolation of measured data to unmeasured points or gridded fields are 
also being developed. 

Model CQ- The model component is the core of the system and includes the tools 
to build a model by selectively linking process modules from the module library and to 
interact with this model to perform a variety of simulation and analysis tasks. The library 
can contain several modules for a given process, each representing an alternative concep- 
tualizat ion or approach to simulating that process. The user, through an interactive model 
builder interface IXmbuild), selects and links modules to create a specific model. Once a 
model has been built, it may be saved for future use without repeating the Xmbuild step. 
This capability allows 'canned' versions of models to be provided to end users. User 
interactions with Xmbuild and the model are provided using a variety of X-window and 
graphical techniques. 



An animation tool in the model component enables the visualization of the spatial and 
temporal variation of simulated state variables during a model run. Selected images from 
this animation tor user-defined time periods can be stored and used in a post-modeling 
analysis to compare simulated and measured spatial and temporal variations in the 
selected state variable. Remotely sensed snow-covered area and soil moisture are examples 
of variables that can provide important additional independent measures of distributed- 
parameter model performance. 

ess CQmPPllfnt; The post-processing component contains the tools to analyze 
model results. These include a variety of statistical and graphical tools as well as the 
a hility to interface with user-developed special purpose tools. Some tools are closely 
linked to the model component and are available as iterative procedures through the 
model component GUI. Optimization (Opt) and sensitivity (Sens) tools are provided to 
analyze model parameters and evaluate the extent to which uncertainty in model 
parameters affects uncertainty in simulation results. A modified version of the National 
Weather Service's Extended Streamflow Prediction Program (ESP) (Day, 1985) provides 
forecasting capabilities using historic or synthesized meteorological data. Other post- 
processing tools are stand-alone procedures. These include a variety of visualization and 
statistical tools, the CIS Weasel, and the ability to interface with resource management 
models and decision support systems (DSS). 

a 9  Weasel; The GIs Weasel has been designed to aid the preparation and analysis of 
spatial information for the estimation of parameters for lumped- and distributed- 
parameter models. It is composed of ~rcf lnfa '  (ESRI, 1992) GIS software, C language 
programs, and Unix shell scripts. All user interfaces are menu and map driven. The user is 
not required to have any knowledge of the command-line operating procedures of Arc/ 
Info. However, the user should understand model assumptions regarding the treatment of 
spatial variations in watershed attributes. 

The CIS Weasel provides tools to delineate, characterize, modify, and parameterize an 
area and its associated "model response units" (MRUs) using digital elevation model 
(DEM) and ancillary digital data. MRUs are areas delineated within a watershed, or 
region of interest, that reflect a model's treatment of spatially distributed attributes, such 
as slope, aspect, elevation, soils, and vegetation. An MRU may represent an area whose 
character or composition is assumed to be homogenous with respect to one or more 
attributes or it may be assumed to  be heterogeneous with respect to all attributes. The 
GIS Weasel also delineates a drainage network and computes the connectivity of MRUs 
with this drainage network. The location of data-collection sites can also be overlaid with 
the MRU map to  define associations between MRUs and the data sites. 

-- 

I The use of trade, product, industry, or firm names is for descriptive purposes only and does not 
imply endorsement by the U.S. Government. 



DATABASE-CENTERED DECISION SUPPORT SYSTEM 

The physical process models in MMS are being linked with the reservoir and river 
management models of RiverWare via a common database, thus providing a database- 
centered decision support system (Fig. 2). A number of ancillary tools provide GIS, 
statistical analysis, and data query and display capabilities that are shared by MMS and 
RiverWare. In the current project, the database is termed the Hydrologic Data Base 
(HDB). Versions of HDB have been constructed using the commercial databases 
INGRES ' (INGRES Corp., 1 991 ) and ORACLE ' (Oracle Corporation. 1987). However, 
this approach is not limited to lNGRES and ORACLE, but can be used with any 
relational database system. 

MMS and RiverWare access the database through user-written DMIs. Users can use a 
variety of standard DMIs, or write customized DMIs in any standard programming 
language that has database bindings, to access data from a variety of data repositories. 
including other relational databases. Changing the central database requires only that the 
DMIs be modified to support the selected database. No changes need to be made in MMS 
or RiverWare. 
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- 

Figure 2. Schematic of the database-cen tered decision support system. 
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Communication between MMS and RiverWare is designed to use a scenario file in the 
database. A scenario is defined as a sequential list of modeling operations to be run using 
MMS and RiverWare. Different scenarios can be developed to address a range of 
resource-management decisions. The scenario file is accessed by ho tll modeling systems 
and the specified models are executed in the order listed. A given resource-management 
decision may require the results of one or several models in both systems. Model results 
from MMS are written to the database for use as inputs to RiverWare and vice versa. 
This exchange of data and model results is an iterative procedure, the magnitude of which 
is dependent on the conlplexity of the decision process. 

An example of such a procedure would be the management of a multi-reservoir river 
system within the constraints of co~npeting water users and selected environmental 
constraints such as water-temperature limits or fisheries habitat needs. Here a scenario of 
MMS and RiverWare runs might begin with the execution of a watershed model in MMS 
to provide estimates of the daily time series of water inflows to all reservoirs in the systern. 
Then RiverWare would be executed to use these inflows to develop a number of different 
management options and produce a time series of reservoir releases associated with each. 
These options might reflect different mixes of water use for power generation, agriculture, 
and municipal water supply. 

Each release option has impljcations with regard to the environmental constraints on 
system operation and would need to be examined for those river reaches where these 
constraints apply. Thus, a one- or two-dimensional river hydraulic model would be run in 
MMS to assess the effects of the diiyerent reservoir-release options on the critjcr~l river 
reaches. Then RiverWare would be run again using the additional reach information to 
further refine the management options for these specific sets of conditions and constraints. 

The generation of management options is not limited to RiverWare, but they can be 
developed within MMS as well. Using the ESP capability of MMS, alternative time series 
of water inflow to reservoirs can be developed, each with an associated estimate of a 
probability of occurrence. The manager could then select various levels of probability of 
occurrence to assess the effects of uncertainty on water management options. 
Alternatively, new time series of meteorological variables could be developed to reflect the 
potential effects of global cIirnate change. These time series could be used as input to the 
watershed model to provide estimates of reservoir inflows for use in assessing the effects 
of climate change on basin management strategies. 

The database-centered, decision-support system approach is being developed, tested, and 
implemented under WARSMP in the San Juan and Yakima River basins. The San Juan 
Basin has a drainage area slightly in excess of 23,000 mi at Bluff, Utah, and is located in four- 
state area of Colorado, New Mexico, Arizona, and Utah. Water-management issues in the  San 
Juan basin include efficiency of water-resources management, environmental corlcerns such as 
meeting flow needs for endangered species. and optimizing operations within the constraints of 
multiple objectives such as power generation, irri ation, and water conservation. The Yakima 5 River basin has a drainage area of about 6,200 mi at its point of discharge into the Columbia 
River and is located entirely in the state of Washington. The water-management issues in the 



Yakima basin include the same issues as the San Juan basin, plus concerns regarding ground- 
water/surface-water interactions and water-quality issues related to irrigated agriculture. 

SUMMARY 

MMS is an integrated system of computer software that has been developed to provide 
the research and operational framework needed to support the development, testing, and 
evaluation of water, energy, and biogeochernical process algorithms and to facilitate the 
integration of user-seIected sets of aIgori t hms into operational models. MMS provides a 
common framework in which to develop and apply models that are designed for basin- 
and problem-specific needs. MMS is being coupled with the reservoir simulation and 
optimization software RiverWare using a common database interface to provide a 
database-centered decision support system for use in wa ter-resources management. As the 
physical process modeling component of this decision support sys tern, MMS provides a 
flexible framework in which to integrate these current activities and to easily incorporate 
any future advances in science and technology. 

Given that different river basins may have different management objectives and 
operational constraints, the flexibility of MMS enables the development and application 
of those models determined to be most appropriate for a specific basin. Alternative 
modeling approaches can be evaluated to determine the optimal set of models for various 
management decisions. Coupled with RiverWare, the result is a very flexible set of water- 
resource management tools. 
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Tm WATERSBED AND RlVER SYSTEMS MANAGEMENT PROGRAM - 
Ah' OVERVIEW 

By Harry Lins, Hydrologist U.S. Geological Survey, Reston, Virginia, and 
Donald Frevcrt, Hydraulic Engineer, U.S. Bureau of  Reclamation, Lakewood, Colorado 

Accurate and timely information is crucisl to the- planning, scheduling and operation of 
water and power resource systems These data include the distribution of precipitation and inflow 
into the watershed, stream flows, reservoir levels and water and power demands. 

A combined effort ofthe U.S. Bureau ofReclamation and the U.S. Geological Survey with support 
from other governmental, university and private entities is rwiewed with mphasis on the modeling 
fimeworke and data bases being developed and their areas ofapplication throughout the western 
United Swes. 

INTRODUCTION 

The Watershed and River Systems Management Program, first oonccived in 1992 is an interagency 
cooperative effort funded primarily by the U.S. Geolo@cal Survey and the U.S. Bureau of 
Reclamation. The overall objective of the program is improved water resources management in the 
United States The program followed a successful cooperative modeling ~4T~r.t b e e n  the two 
agencies on the Gunnison River bawn in 1989 and 1990. 

The present effort combines the Modular Modeling System (MMS) developed by the U. S Geological 
Survey with the Riverware modeling framework developed by the U. S. Bureau of Reclamation 
(Reclamation), the Tennessee Val ley Authority (TVA), the Center for Advanced Decision Support 
fw Wata and Environmental Systems (CADSWS) at the University of Colorado and the Electrical 
Power Research Institute (EPRI). The foal point of this combined effort is a data centered modeling 
approach using an Hydrologic Data Base (HDB) also developed by Reclamation with technical 
suppod from CADSWS. 

Modeling capabilities include the combined use of these systems to simulate watershed runoff, 
rescwoir inflow, the inipw?s of water resources management decisions on municipal, agricultural and 
industrial water users, environmental concerns, power users and recreational interests. 

Initial development work occurred in the San Juan Ever basin of Colorado and New Mexico and 
basin wide modeling efforts are now being applied to management of the Colorado River system. 
New efforts are focusing on the Yakima River basin of Washington with future efforts planned for 
the Rio Grande basin of Colorado, hew Mexica and Texas 

The remainder afthis paper will provide a general description of the technology being developed and 
its application. Other papers In this and subsequent sessions will provide more detailed information 
about the technology and its implementation to deal with water resources management issues in the 
western United States. 



MODULAR MODELING SYSTEM 

The interdisciphary nature and increasing complexity of environmental and water- resource problems 
require the use of modeling approaches that can incorporate knowledge &om a broad range of 
scientific disciplines. Selection of a model to address these problems i s  difficult given the large 
number of available models and the potentially wide range of study objectives, data constraints, and 
spatial and temporal scales of application. Coupled with these problems are the problems of study 
area characterization and parameterization once the model is selected. 

Guidelines for parameter estimation are normally few and the user commonly has to make decision7 
based on an incomplete understanding of the model developer's intent. To address the problems of 
model selection, application, and analysis, a set of modular modeling tools, termed the Modular 
Modeling System (MMS) has been developed by the U.S. Geological Survey. 

The conceptual framework for MMS has three major components: pre-process, model, and 
post-process. A system supervisor, in the form of an X-window graphical user interface (GUT). 
provides user access to all the components and features of MMS. The present framework has been 
developed for UNIX-based workstations and uses X-windows and Motif for the GUI. The GUI 
provides an in taractive environment for users to acccss model -component features, apply selected 
options, and graphidly display simulation and analysis results. The current GUI is being expanded 
and enhanced into the full system supervisor, incorporating the linkages needed to access features 
in all the system components. 

MMS began as a cooperative research effort between the USGS and the University of Colorado's 
Center for Admced Decision Support for Water and Eavironmentai Systems (CADSWES). As 
M l M S  took shape, interest in the MMS concepts was expressed by many national and international 
agencies and organizations, Agreements established with several of these groups have provided new 
ideas for system enhancement and the contribution of resources. in terms of money andfor people. 
to add these enhancements to the system. In addition, these groups continue to contribute their 
modeling expertise lo the system by converting their models to MMS modules and by providing test 
sites for system evaluation and development. Reclamation has aided in the development of some of 
the GIs capabilities and the extended streamflow prediction tools. 

MMS provides a common h e w o r k  in which to focus multi disciplinary research and operational 
efforts. Cuntinued advances in physical and biological sciences, GIs technology, computer 
technology, and data resources will expand the need for a dynamic set of tools to incorporate these 
advances in a wide range of interdisciplinary research and operational applications. MMS is being 
developed as a flexible framework in which to integrar e these activities. 

lW%RWARE MODELING FRAMEWORK 

The Riverware modeling framework has been developed over the past several years by technical 
experts at CADS WES with financial support from Reclamation, TVA and EPRI. Riverware accesses 
information from the Hydrologic Data Base (HDB) and uses that information to perform general 



simulation, rule based simulation and optimization analyses on simple and complex river systems 
using an object oriented modeling approach. 

The Riverware framework operates in a UNlX modeling environment on Sun-Sparc work stations. 
The object oriented approach allows managers and technical specialists the flexibility to deal with the 
rapidly changing operational constraints and hydrologic conditions being faced in the 1990s. These 
conditions were much more difficult to contend with using the older site specific main frame 
computer models - most of which had operational constraints hard wired into their FORTRAN code. 

Technical capabilities of the Riverware framewok including recent advances in the capability te do 
water accounting and ownership, uncertainty and risk analysis, multiple scenario management and 
recently implemented engineering capabiIities such as sedimentation distribution and return flow 
simulation will be discussed in subsequent papers. 

With these capabilities, RiverWare has fully replaced the old Colorado River Simulation System for 
use by Reclamation's water resource mturagers in the Colorado River basin. Colorado River basin 
applications include, among others. short term operational decisions at Hoover Dam and other 
facilities, intermediate length (24 month) basin wide operational studies and long range planning and 
policy analyses. 

Future capabilities for Riverware will be implement4 on a ~ e e d  driven basis based on requirements 
in the new areas of emphasis - the Yakima River basin of Washington and the Rio Grande basin of 
Colorado, New Mexico and Texas. 

COUPLING WATERSHED AND WATER MANAGEMFAIT MODELS 

Many water management issues including fisheries and water fowl habitat, water quality concer.Ils, 
and channel maintenance for river recreation, need reach-specific hydraulic and chemical information, 
conditioned on upstream stream flows. That is, the detailed hydrology of a given reach must include 
the constraints of the overall physical hydrology and water management within the basin. One way 
to include these constraints i s  to use reach-specific models wilhin the modeling sequence. Several 
reach-specific models are included in M M S  and can be linked with watershed model or RiverWare 
output 

For example. a one-dimensional hydraulic model using daily streamflow fiorn TtiverWare, along with 
detailed local topography and bed material information. can be used to predict a stagedischarge 
relation. reach-averaged vertical distributions of velocity, and stress at a cross-section. These 
relations provide the nscessary hydraulic input to cornpute bed sediment discharge. Identifying 
sediment discharge and associated hydraulic conditions and predicting changes that occur with 
alterations in the hydrograph are critica! to understanding channel and habitat maintenance. 

$AN JUAN RIVER BASIN STUDY 

During the original pla~uing of the Watershed and River Systems Management Program in 1993. 
tecllnical representatives of hoth USGS and Reclamation agreed that emerging issues on the San Juan 



River basin would require the latest and best technology for solution. Accordingly, it was determined 
that the San Juan would be the focal point to improve capabilities of not only the M M S  and 
Riverware modeling systems and the HDB . 

Capabilities of both modeling frameworks have been substantially improved on the San Juan basin, 
M M S  capabilities have been refined both geographically and technically while capabilities of 
RiverWatu: to deal wish ownership, diversions and return flow have resulted in better capabilities to 
deal with water rights issues raised bpr the states of Colorado and New Mexico. Riverware has been 
recently applied by government and private sector techicaI specialists ta fisheries and endangered 
species studies. 

YAKIMA WVER BASIN STUDY 

Building on the experience gained in the San Juan basin, and recognizing that there were a number 
of water issues not considered in the San Juan study. USGS and Reclamation initiated a new 
investigation in the Yakirna River basin of eastern Washington in 1997. Three issues in particular 
have major significanoe in the Yaldma basin: recreational water use, junior versus senior water rights, 
and intrabasin topographic and climatic variability. 

With more than 1 million recreational visits being made each year to the basin, recreation has become 
an irnpoflant economic as well as water planning and management consideration. The effect of 
judicial law on water management in the Yakims basin is both complex and. at times, conflicting. In 
1945 a Consent Decree established 'rules' for the operation of the Yakima Project by Reclamation, 
and for the aliocation of water 20 junior or 'proratable' rights. Senior or 'non-proratable' rights are 
not reduced in years ofwater shortages unless the shortages are such that the senior rights cannot be 
met. 

Recent actions by Congress have only increased the scope of judiciaF i d s  role. For example, the 
second phase of the Yakirna River Basin Water Enhancement Project includes an analysis for 
determining biologically-based flows for anadromous salmon and steel head fisheries, the latter being 
proposed for listing under the Endangered Species Act, 

Finally, the high variability in topography and climate within the Yakirna basin gives rise to broad 
spatial and temporal variations in the quantity and quality of streamflow. The humid, headwater parts 
of the basin produce the streamflow and the semi-arid to arid, lowland parts produce much of the 
water use, Thus, there are long distances between reservoirs and demands with travel times from 
reservoirs to lower-basin users and flow target points on the order of IT to 48 hours. 

The overall goal of the Yakirna Basin study is to address these isues by improving: a) the 
management of water for the benefit of agricultural, reemtimal, wildlife, and water supply interests; 
b) flow For enhancing the quality ofthe resource; and c)  the efficiency of the system-wide operations. 
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The Watershed and Kiver System Management Program (WARSMP) is a cooperative program hetween Departmen1 
of the Interior agencies. T h e  WARSMP is sponsored hy the Water Resources Division of the U. S. Geological Survey 
(USGS) and the Science and Technology Research Program of' the U.S. Bureau of Reclamation (USBR). The 
purpnse of WARSMP is to develop. test, and impIement a framework for thc rnanagzri~crit of water resources i n  the 
Reclamation Act States (see Freven and Lins, th~s  volume). The hamework is a fully-integrated data-ccntered 
decision-support systcm (DSS) of physical process models--Modular Modeling System (MMS; Lcavesley and ~thcrs. 
1 996), resource-management models--Ri verWare (Fulp and others I 945). forechast made1 s, data-manapemen t 
interfnccs (DMLs) and grayliical user interfaces (GUls). 'I'he MMS and Riverware are linkcd through a data 
management system--Hydrologic Database (HDB; Fulp and others, 1995, Leavesley and others, 1497), as are a point 
and click GIS tool-box (Lcuvesley and others, 1997), queries and displays. and real-time data and processing. 

Beginning in fiscal ycar 1997, the collaborative w r k  of the program focused on the Yakima River Basin. The 
Yaluma River Basin is representative of wa~er-use and water-resource management in the West, and tnanagement of 
its waters is onc of the most difficuIt tasks the USBR undertakes in the western United States. Program elements are 
being accomplished joint1 y by thc USGS and USBR. 

STUDY AREA AND BACKGROUND 

The Yakillla River Basin is hituated i n  eastcrn Washington (fig. 1 ), has a dnlnage arca of about 6,3011 square miles, 
and produces a mean annual regulated-runoff of 3.6M cubic feet per second. The basin's headwaters are on the east 
slope of the Cascade Range where annual precipitarion is more Ihm 90 inches, and thc basrn terminates where the 
river discharges to the Columbia River in the lower, arid part nf the basin, which receives about 6 inches of 
precipitation annually. Most of the precipitatiqn falls during thc wintcr season as snow. The mean annual 
precipilation in the basin is about 27 inches (approximately 12,000 cubic feet per second) of' whlch more than 8U 
percent falls in the upper part of the basin that encompasses about 3.660 square miles. Altiludes in the basin range 
f m ~ n  nearly 8,000 feet in the headwntcrs to about 4W feet near the n~cruth uf the Yakinla River. Although the h~ghest 
altitudes in the basin arc between 7,729 and 7,899 feet, most of the headwater regions lie between 4,n00 and h,OM) 
feet. In thc upper parts of the basin, the river has a medium to high slope as it passes through forested lands and 
deeply incised canyons. In he lower parts of the basin, the river follows a meandering course thmugh hilly and flat 
agricultural lands to its mouth after traveling nearly 300 miles. Major tributaries to I h e  Yakiina h v e r  include the Cle 
Elum, Kachess, Teanaway, Bumplng, American, Tieton, and Naches Rivers; there arc also numerous small 
tributaries. 

The average annual demand in the basin is about 2,500,WO acrc-feet. This amounts to about 3,450 cubic feet per 
second or about 65 percent of the mean annual unregulated 8{1w in the basin and ncarly all of the mean annual 
regulated flow. Most of the demand is for irrigation of about 500,(H)O acres, mainly it1 low-lying semi-arid to arid 
p w s  of the basin, Thc dc~nand is partly mct by fibc rllajcrr ~lijrdgt: rc.;ervojrs in the hradwatcrs that capfible of 
storing 1,065,400 acre-fcet ar about 28 percent of the mcan annual natural flow of the river. 



The basin has more than 80 canals, 5 diversion dams, 15 major return flows, and numerous smaller return flows. The 
major canals divert up to an annual rate of about 400 cubic feet per second, but the majority of the canals divert at an 
annual rale 01- 5 to 10 cubic feet per second. Nearly 45 percent of the water diverted for irrigation is eventually 
returned, at varying time-lags, as both surface and ground-water, to the river system. During the low-fl ow period, the 
return-flows account for about 70 to 80 percent of the water in thc lower river stem. 

WATER ISSUES 

Water issues of many western barins are common to the Yakima River Basin. Included are Indian treaty righu, 
historical water rights, over-appropriation of water, reservoir and irrigation develupment, increasing populatinn with 
a concomitant increasing municipal-industrial water use, increasing demand for wildlife and anadromous and 
resident fish, water quality of the surface and ground waters, and the inleraction of ground water and surface water 
hecause all new demands are being met by ground-water. In addition, three other ishues are of importance. First, 
with more than 1 million recreational trips per year cro the basin, recreational usc of water is bccaming increasingly 
important, both with respect to basin-wide economics and competition for limited resources. 

The second issue is how judicial law affects water management in the basin. For example, the 1945 Consent Decree 
established procedures or 'rules' for the operation of the Yakima Project by the USBR and for the allocation of water 
to junior or 'proralable' rights; senior or 'non-proratable' rights are not reduced in years of water shortages unless the 
shortages are such that the senior rights can not be met. Judicial law will cclnlinue to affect water management 
because of the current. basin-wide adjudication of water righrs and the Congressionally mandated Yakima River 
Basin Water Enhancement Project (YRBWEP). Currently, the second phase of the YRBWEP includes an analysis for 
determining bioIogicalIy-based flows for fisheries, mainly anadromous salmon and steelhead, the latter of which is 
proposed for listing under the Endangered Species Act. 

The last issue js the iotrabasjn variability in topography and climate that results in spatial and temporal variations i n  
the quantity and quality of strcamflow. The humid, headwater p&s of the basin produce the htreamflow a d  the 
semi-arid to arid, lowla~ld parts of h e  basin produce the necd for much of the water use. Thus, there are long 
distances between reservoirs and denlands with travel times from reservoirs to lower-hasin demands and flow target 
points being on the order nf 12 to 48 hours. This issue is further oc)mpounded by short-term variations in both 
inflows and demands. 

Most of the above issues can be addressed by improving: a) the management of water Lor the beneticial use of the 
resource by agriculture, recreation, wildlife, and watersuppiy; b) flows for enhancing the quality of the resource; and 
c) the efficiency of the system-wide operations. To provide a means for making these improvements i s  the essential 
part of this project. Long-term goals to address these means were identified during the planning stages of the project. 

LONG-TERMS GOALS AND SCIENTIFIC ISSUES 

The following long-terms goals of the project have been identified: I )  development of alternative runoff-volunie 
foreca5ts; 2) development of runoff and strcamflow forecasting for short-tcrm operations and decision making; 3) 
enhancement of the operation simulation capability including long-term hasin-wide planning models; 4) new 
capability to estimate quality parameters from operational actions--some quantity demands are affected by quality 
standards; 5) new capability to estirnale water-budget components such as evapo~ranspiration to assist in irrigation 
management for quantity and quality for assessmeni of Total Maxiinurn Daily Loads and Bes~ Management Practices; 
6) development of the system-wide relational HDB that is linked to MMS and Riverware, c u n t i n s  historical and 
real-time data, GIS data layers, and operational rules, and is easily queried, updatcd, and linked to a graphical- 
statistical interfaces; and 7) overall improvement and development of analytical tools. By inecling somc o r  all of 
these goals the 3 major improve~llents should be ahb to be accomplished. 

There also arc various scjentific issues that need to be addressed. These issues include hetter methods for esti~nating 
forest-evapotranspiration, and snow accumulation and ablation. A pressing issue i s  the integration of ground-water 
and surface-water models within the decision support system because of rhe over-appropriation of water within !he 
basin and the need f'or new supplies. Modeling physical processes in ungaged watersheds is important for providing 



estimates of inflows to the river system; thrsc inflows provide thc initial water for irrigation during thc reservoir refill 
season. Incorporation and analysis of habitat and biologically-based flow requirements is another scientific issue. 
The need to understand the affects of water-conservation measures on water quality and quantity in both space and 
time will he addressed by scaling up the results from the field-plut studfes of best management practices to a basin- 
wide scale through the use of modeling. New methods for seast~nal forecasting of runoff at different Iead-times are 
also being enp[ured. 

TASKS, METHODS, AND PROGESS 

Tl~e following sections briefly describe the major tasks to be completed. The tasks fall into 5 general categories: 1) 
dara and the HDB; 2) CIS and the CIS Weasel; 3) physlcal process modeling in the MMS; 4) river and reservoir 
management mrxieling in the Riverware system; and 5) forecasting of streamflow. The tasks are described by 
~dentifying the goals, methods, and progress as of ti scal year 1497. Note that some of the planned work (goals) 
described may be limited by the overall scope of  the program in the future. 

Data and the HDB: The dala bctng assembled fill1 into several categories: 1) daily streamfli)~, diversionl;, return 
flows, and reservoir stages, 2) climatological (daily precipitation, air-temperature, and snowpack, mean-monthly 
spatial distribution of precipitation. and snow-course data), 3)  CIS layers, 4) real-time (HYDROMET, National 
Weather Service, NEXRAD, SNOTEL, and the agricultural community's AGRIMET). 5) daily and monthly 
estimates of unregulated streamflow ar selected sires, 6) river channel characteristics, 7) historical water-quality, 8) 
historical fisheries (such as adult relurn counts for selected s ~ c i e s ) ,  9) habitat (such as benthic communities and 
wordy debris), and 10) ground-water (shallow water-levels and gumpage). The first part of the project has focused 
on identifying assembling, and assuring the quality (including polential error ranges) of sorne of these data. 

A goal is to establish a consistent and long-term data-base to reside in the HDB, and he dva~lable for management of 
thc syhtem. Thus. not c~nly will the compIete historical data be assemblrd, hut one consistent period of record, 1956- 
96, was identified for analysis and storage. For that period, most pertinent data series are being compiled with the 
missing values estimated and the records extended when necessary. For example, 37 weather sites have been 
identified and their records tilled in for missing data and extended in time when needed. In addition. methods will be 
established to update Ihe information in a timely manner. For exanple, the precipitation and air-temperature at 
National Weather Service (NWS) observer sites (part of the Hydroclimatology Network) will he updared regularly by 
an established method. Merhods to both capture and update the USBR's HYRDOMET data in the HDB have already 
been devrlopcd a< pan of WARSMP. 

The method planned for implementation of the HDB IS two-fold. The complete HDB will rcside in  the USBR's 
Yakima Project Office, and a suhscl of the HDB will reside in thc USGS's Washington oftice. The USGS HDB will 
be used to assure that MMS input and output is correctly being transferred to and from thc HDB. In addition, parrs ol' 
thc HDB will be updated in the USGS office. Thcsc parts will mimic both the real-time capability of the HDB and 
the use of that data to drive the physical models in MMS. Thus. real-time tinkages to HYDROMET, SNOTEL, 
NEXRAD, and other systems will not need lo be implemenred in thc USGS office during this stage of the study, 
allowing for additional time to be focused on the scien~itic issues. 

Last. as part of the data-assimilation stage. selected data were identified that needed to be ccrllccted. For example, 
onc d a ~ a  ilcm that is lacking is incoming solar radiation. This data item would provide valuahle information for 
driving watershed and other pl~ysical-biological models. Thus, if new data collcction i s  initiated, the data would be 
linked to the real-time network and to the HDB. 

GIs and the GIS Weasel: The GIs and its associated data layers are an impor~snt componeni of the prgrct, and 
allow for routine assessmen! of the landscape and water resources on a timely basis. The long-term goal is to provide 
a consistent GIs data-base of Imponant spatial data for the Yakima River Basin for potential users. As part of thc 
process, basin-wide dala layers are continually being acquired and developed for the basin in a consistent manner. 
The too1 being used to analyze much nf the data is the CIS Weasel (Leavesley and others, 1997). The GIS Weasel is 
a point and click basin-analysis tool being developed by the USGS as part of the WARSMP project, and is an integral 
part of the data-centered approach. 



Physical Process Modeling Ueing the MM!3: This task includes several items. The first was to subdivide or 
delineate the Yakima hver  Basin into subbasins. Each of these subhasins generally represents a stream drainage or a 
pan of a drainage. In turn, each subbasin then was characterized or further divided for application of a watershed 
model. This characterization and allied information will be incorporated in the MMS and within a watershed model. 
Last, the model will be constructed and used. 

Subbasins: The subbasins that will be modeled using MMS or delineated and characterized for future work were 
defined using the GIS Weasel. Daia layers used to delineate basins included gaging station locations, important river 
management locations, and landscape characteristics. The most important factor w a  that the subhasins correspond 
to the system-wide sites identified by the USBR for operational considerations and for use by Riverware. A total of 
59 subbasins were delineated (fig. 2),4 of which represent the low-lying agncultural subbasins. The subbasins will 
be the basic modeling unih for the study and for future operational use. 

The delineation of the subbasins was completed at a scale compatible with the CIS data layers, data storage and 
handling ability, and preservation of the overall landscape characteristics of the basin. Delineations by the GIs 
Weasel were compared to several subbasins delineated by hand-drawn boundaries on different scaIe maps. The 
subbasins included a smaller, high-altitude basin that corresponds to a reservoir ouMow point, and a larger basin with 
both high and low altitudes. Comparison of landscape characteristics, such as slope and I ~ a ! i o n  of stream networks 
was alsa done at several scales. Based on these comparisons, a 60 meter grid was selected to store and analyze the 
data layers in CIS, and to perform the subbasin delinea~ion. 

Modeling Response Units: Fifty-six of the subbasins (dl the non-agricultural subbasins and the smallest 
agncultural subbasin) have been further divided (characterized) into modeling response units (MRUs) using the GIs 
Weasel. A MRU is considered to be a unit of landscape that has relatively consistent physical and climatolopcal 
characteristics such that h e  hydrologic response to climate forcing is somewhat unique or homogenous. The initial 
MRU characterization is implicitly based on aspect because it was made by dividng a subbasin into 2 4 o w  planes. 
That is. the GIS Weasel was used to define the flow planes (contributing areas) to the left and right banks of the 
stream network. These initial MRUs were then subdivided using a!titu& and mean annual precipitation. A final 
characterization was completed using soil characteristics. Land-cover and slope have generally been accounted for 
because of their strong relation to mean annual precipitation in most of the non-agricultural areas. All MRU 
delineation was done consistently so that MRUs in each subbasin could be interreIated. This is important for the 
physical modeling of ungiged watersheds so that model parameters can be transferred from calibrated models of 
paged watersheds. 

About 1,000 MRUs have been delineated for the 56 subbasins. However, watershed modeling does not lend itself to 
the 3 large low-lying agncultural subhasins, with minimal to no runoff. Thus, these major agricultural basins were 
only characterized by one MRU. In these areas the integration or linkage of ground-water, surface water, and land- 
surface-process models needs to be developed for addressing some of the major problems in the basin. 

MMS Application and Module Selection: The initial physical modeling is focusing on part of upper Yakima River 
Basin (855 square miles) and most of the Naches Kver Basin (940 square miles). These 2 areas are above most 
diversions. account for about 90 percent of the runoff in the basin, and contain all of the reservoirs. They will be 
modeled with two separate models. The long-term goal is to extend the warershed models to all but the four low- 
lying agricultural subbasins. 

The physical processes to be modeled are represented by mdules  in MMS. For this study, most of the modules are 
contained in the USGS Precipitation-Runoff Modeling System (PRMS; Leavesley and others, 1983). Additionally, 
several processes that are known to be important may need more appropriate algorithms. For example, two of the 
subbasins contain enough glacier area in the headwaters to affect summer streamflow, but MMS does not contain a 
module to account for glacier hydrology. 

Model Construction and Use: Prior to parameter estimation, the periods of record for calibration and verification of 
the subbasin models will he selected from the 1956-96 period of record. Sensitivity of the model parameters will then 
be determined and analyzed for po~ential future work. The sensitivity of a particular parmeter may indicate the need 



for additional data-collection activities or module development in MMS. An error analysis will be completed in 
conjunction with the sensitivity analysis. The error analysis will focus on how errors propagate through the  nodel ling 
system and how they may affect operational considerations using RiverWare. 

The daiIy-model outpur will be linked to BDB for later input to RiverWare. The model output will be available at 
several levels. For daily operation, the model wilI calculate estimates of the next days' runoff for the major river- 
management points. These values will he input to RiverWare for helping to guide operations. Daily values of 
streamflow will also be calculated using 5-day forecasts of climate. These 5-day streamflow values should allow for 
improved operations on a weekly basls. Next, extended streamflow predictions will be made at selected times prior 
to and during the runoff season for input to Riverware. 

River and Reservoir Management Modeling Using the Riverware System: Riverware is currently being 
developed for simulation on a daily time-scale for both short-term and mid-term operations. The development is 
currently focusing on the same areas as the two watershed models, and will include similar river points, reservoir 
oulfiow Imations, and ungaged watershed wtflow locations. As pan of relating between HDB and RiverWare, data 
management interfaces will be written into the system. Associated information for operational purposes in the 
RiverWare models includes such aspects as reservoir characteristics, diversions and associated return flow 
requirements, instream flows, flood rule-curves, stream routing, and basin water-rights information. This information 
will provide for improved daily short-term operations. 

The need for mid-term operations will be met in several ways throughout each irrigation season. The extended and 
long-lead forecasts will be used by RiverWare to develop potential operational-strategies that will be available to 
USBR analysts for decision making. As a step in development of the long-term policy and planning model. a 
RiverU'are model will be developed at a monthly time-step. The monthly model will complement the daily mid-tern1 
model. It is planned that the mid-term monthly model will use the same forecasts as  the daily model but aggregated 
to monthly or weekly time-steps. 

For long-term policy and planning, a monthly RiverWare model will use the historical data in HDB to calculate 
various scenarios. These will be readily available for decision making by analysts. The ability l o  have feedback 
between RiverWare and HDB should allow for a full range of long-term scenarios to be integrated into a planning 
process. AdditionaIly, the need is recognized for a long-term planning model to have a resolution of a daily time- 
step, with reporting aggregated to weekly or monthly time-steps as is needed for mid-term operations. Daily 
estimated unregulated reservoir inflows and basin reach gains are currently being developed for this purpose. 

The major new development in RiverWare to be completed under the aegis of the Yakima River Basin WARSMP is 
the writing of software code to account for prior appropriation doctrine. This development will not only allow for 
increased operational flexibility in the basin but also will enhance the transferability and usability of the RiverWare 
System to other basins throughout the United States. 

Forecasting of Streamflow: There are four categories of forecasts that will be attempted during this study, these are 
1) long-lead. 2) short-lead, 3) near real-time, and 4) extended forecasts. Lung-lead forecasts are forecasts of monthly 
flows m seasonal (April-August) inflows made about 12 to 4 months prior to April 1. Two methods are being 
analyzed for long-lead forecasts. In the first. non-linear spline regressions are being developed by Lail (U. Lall, Utah 
State university, oral commun., 1997). This  mediod uses both the historical monthly discharge time-series and 
atmospheric and sea-surface temperature dala to forecast monthly time-series of srrearnflow. Initial results using his  
method are promising. In the second method, multiple-linear regression equations [hat use monthly climate-related 
indices to calculate the seasonal inflows are being developed by the USGS. It is planned to have both methods 
available to complement each other. 

Short-lead forecasts are those for the seasonal inflows that are made March 1 and April I using April 1 snowpack, and 
antecedent weather and reservoir inflow information. The current short-lead forecast equation used by the USBR will 
be examined for possible improvement by including such factors as monthly climate-related indices. In addition, the 
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A GENERAL RIVER AND RESERVOIR MODELIN(; ENVIKIINMENT 

By Edith A. Zagona, Research Associate, Center for Advanced Ilecision Support for Water 
and Environmental Systems, University of Colorado. Boulder, CO; Terrance J. FuIp, 
Operations Research Analyst, U.S. Bureau of Reclamaticrn, Lower CoIorado Region, 

Boulder, CO; H. Morgan Goranflo and Richard M. Shane, Technical Specialists, River 
System Operations, Tennessee Valley Authority, Knoxville, TN 

Abstract: A general river basin n~odcling environment for  operations and planning requires a 
high degree of softwarc Hexrhiliry to allow uscrs to model any river basin, matlagc data input and 
output efficiently enough lor near real- time opcratlclns, and provi dc a selection ot solution algo- 
rithms, all through a user-friendly interface. River Warc is an extensible, majnlainable sol'iware 
framework which provides a n~odeling enviro~l~nenr to M C C ~  all the n~odcIing necds of managcrs 
and opcrarorh c ~ f  river and reservoir systcrns. 

INTRODUCTION 

Water managemcnt agencies and utilities face increasingly di fficul I c+hallc ngcs in managing water 
resources. Environmental consideratiuns, increasing demands on dwindling water supplies, 
outspoken recreational interesls. Ihe specter of climate change, and Ihe restruclusing of the power 
utility industry all have converged at il riinz whcn redera1 resources I'ur developing mudeling ~oclls 
are ~ninimal. Planning and operational ri vcr basin models dcvcluped in the prcvious decades art: 
nften not adequate to  represen1 the changing multiplc ub,ject~vzs of thc projects and cannur he 
updated without significant expcnsc. 

To meet this uhallcnge, the U.S. Bureau or Recliln~atjon (USBR) and the Tennessclc Valley 
Authority (TVA) are investing in a prqjcct with the Ccntur for  Advanced Decision Support for 
Water and Environment Systems (CADSWES) at the University of Colorado (CU) it1 Boulder to 
develop a general river basin modeling tool which can he used for a wid:: range 01 applications. 
The tool, called Riverware, has bccn developed llnd applied to several h i l ~ i n s  by ~tlc two spon- 
soring agencies, and continues to be enhanced and improved. 

To meet the goill of providing a modeling loo1 that ciin hc applicd lo any nver bas~n i o ~  both oper- 
atjnnal and planning applications. the RivcrWarc suCtware was designed lo mcct the following 
general req uircrnenls: 

Be flexjhle enough to use for a variety of applications including i i ~ ~ l y  scheduling, operational 
forecasting and long-range planning. This requircs a I-angc* r l t  Lrmcscep sizes and appropnute 
physical process modeling variability to support this rang(-. 
Support various modeling solution methodologics. An 01-g;lnization ' s decision as to which basic 
modeling approach to use, simulation or optimization. dcpcnda on the specific goals or  the tllodel 
as well as the traditic~niil way of looking at thcir system. Offering a variety of approaches allows 
each organization to continue historical practices as we'll as explore new apprnachcs. 
Allow tailoring of applications by providing Inany basin features and many a1Icni;ttive methods 
for nlvdeling these features. Evcn more impu~%int thiin the range 01' available features and mcth- 
ods is the e~tcnsrhility of the software to pnlvldc east! i n  adding new methods. It must he recog- 
nized t11;lt there will always bc applications that requ~rc  enhancing thc sot'iwarc and that most 



ag~11cir.cr have so~nc  cnmpulai~or~al  n~cthods to w111ch they arc: wcddcd lor ins(it1111ona1 reasons. 
Rtpresent policy as input data. Many older models are obsolete bccausc lhc clperaring policies 
wcre hard-coded d n t i  mixed i n  with the physical prucess model where thcy cannor hc c a s ~ l ~ ,  
changcd, or in some uascs. cdnnot cven he unde~~tood.  Easy policy evaluation i111d mod~i'iualion 
by thc user must be seen as a basic requircmcnt lor all ncw modcltng tools. 
Provide hn easy-lo-use interface. A water resources engincer should he able to burid, run and 
analylc modcl i'csulls rclat~vely quickly, easily and without excessive tralning requircn~ents. An 
operations schcdulei* ~ h o u l d  ho ahIe to view selectcd data in a co~~vcnicnt format, make changes 
to the operation, rerun the model md analy~c  results qujckl y.  
Fit into existing data and model inte~faces.  Evcry water management t~rganization has an exist~ng 
framework ol' datahdses. real-lime data, supporting models, reporting tools, ctc. to which the 
model must be connected. A general mudcling tuol must hc flexible enough to lallor the a p p h  
cation to any  existing or changing cvnfigurrltirrn. 
Be supporrrd by a11 c~rga~~ni/.atjt~n which provides continued maintenance, enhancements, user 
suppurl and tcchnoiogy transi'er. 

In the remainder ol- this paper, we prescnt several of the nlaios Kcaturps of the RiverWarc 
modeling software. 

MODEL CREATION 

Obiects and Slots: Thc I-raslc building blocks of a Riverware river bas] n n~odcl i l re object.) which 
represent the features 01' the river basin. Tllc objects are represet~tcd by iuvns on thc workspacc 
whjch c;la hc opencd to show the list of sloa, which are the variables associated w ~ t h  the physical 
process modcl equallolls lor that t'cature. For example. all reservorrs havc slots. among othcrs. 
called I n f l ~ ~ w ,  Outflow, Storage d~ld P ~ o l  EIevatlon. 

The user construcks the model on [he graphical woi+kspact: by selecting ohlccts from a palcttc, 
dragging tl~c vhjecls wilh the mouse onto the worksp'lce, naming the obiccrs, and linking them 
tn~ethcr,.  Ohjcc~c arc linkcd togcther to torm the topology of the river basin us~ng the graphical 
link editor. Specit'loally, A slot on onc object is linked to a slot on another obiccl. During the simu- 
lation. Ihe solulion process involves propagation of rhe informalion among ohiccls via thc links. 
Currently, thc Ri  vcrwal-c paletre conlatns thc following c>b,jects and the tilain W i ~ I c r  quantity phys- 
ical proceshcs which they modcl ~n a river hasin: 

Slnrrlgr Rer~7r-voir - niass halance, evaporatioi~, bank storagc, spill: 
Level Po~t'r'r Rrsen~oit.-  Storage Reservoir plirs hydrnpc~wer, energy, Uilivater, operating head: 
Slope J P ~ P T  K~~. jwr~~oir  - Level Powcr Reservoir plus wedge storage for vcry f ong reservoirs; 
PrrmPd Strlvcrgr Rrsrrlniv - I,cvel Power Reservoir plus pumped inflow from another reservoir; 
Real-h - rorrclng in ;! river rci~clr, diversion and return Hows; 
Agprqntr Renr,h - many Rcach objects aggregated tu save space (In the workspacc; 
f m f l u ~ n c t - -  brings togerhclA two inflows lo a single Outflow as in r river cl~sllucncc: 
Currrrrl - hldircctionril flow in a canal hetween two reservoirs; 
Divrl..c.inn - divcrsion structure with gravity or pumpcd djvci.sion; 
W(1trr lisrl- - deplctic~n and rclurn tlow from a user of water; 
Ag,er~,ydtr Wntrr l i ~ r r -  nn~lliple W~tcr Users supplied by a diversion frnnl a Reach or Rcscrvoii-: 
Acy,qregare L)r*l iv~rj  C ( I I I I ~ /  - gencrales demands and mndels supplies to off-linc watcr users: 



Grr;ritrzdwcrter S t a r q e  Objccr - stores watcr iron1 rcturn flows; 
Krver Go,q~ - specified tlows inlposed a1 a river node; 
Thrrrnul Ohjt'c't - economics of ~herrnal power system and value of hydropower: 
Drrxn 13bjjr~.t - user specified data: cxpresslon slots or data ILr pol~cy statements. 

Data rcquired by the model is entcred into the sIots, of which there arc lhree basic kinds. Tttne 
Series Slots contain data at specified timcs. The slot manages the tlme keeping and generates the 
time series for the data. The det'ilult time series inherits the start time, end time and timestep size 
horn the Run Control dialog u~lless the user configures h e  time series drfferently on the slot. 
Toble Slots contain functjonal rclalionship data such as area-elevation-vol11111c tables, or simple 
pardmetcr data required by the model equations. Scalar sluts are single values. Diita can be 
enrcrcd into slots manually by typing the number into the slot didog, or by fjlc impon which can 
import an entire timeseries or table of values at once. Values can also be imporlcd through the 
Data Management Interface (DMI) utility, which is described in a subsequent scction. 

Units: All internal representation of slot values and computations is donc i n  the default SI units. 
However, t l ~ e  user may enter and display values in any selected unit of a similar type. For 
example, the internal RiverWare unit for all slots with unit type nf FLOW is cubic meters per 
second (CMS). The user units arc specified in the GUI and call he set to any other FLOW unit, 
e.g., cis, acre-feet per day, etc. 

hletbods: Each object has a lisl uj' User-Selectable Method Categories. For each one. a method 
must hc selected for the detaiIed modeling equations used in the physical process model. 
(Methods are described in detail in the Engineering Methods section below.) 

Run Control: The intended modcl run is set up on the Run Control dialog. The start timc and end 
timc and the tin~estep size of the run are specified. Timestep sizc ranges from hourIy to yearly. 
There is no limit on the rangc of the runs. RiverWare currently suppurrs dates from 1800 to 2300 
A.D. This time range could be extended easily without additional memory usagi' or perfornlancc 
deterioration. The user also selecls thc solution type or "Controller" on [his dialog. The list ol' 
slots and User Methods which appear are dependent on the controller selection. 

Savine Models: Models are saved as text files. All data including rhe objects and their niinlcs, 
thcii- lopulogic arrangement on the workspwe, all input data in the slots, user units, method selec- 
tions: run control selections, and all GUI settings are saved i n  thc modcl file. The results of a 
model run are saved optionally. 

ENGINEERING METHODS 

The objects on the workspace represent features of the river basin. Methods on each object 
contain the physical process model for the feature. The nlethods are ilexihle in handli~lg il variety 
of' inputloutput combinations of the basic data. In addition, the specific equations and physical 
representation of the processes are variablc to accomrnc~date a wide range of timestep sizcs, data 
availability and resolution requirements, and modeling preferences. 

To accomplish this flexibility, each object has two basic typcs of methods. Dispatch Method,s nmap 
the input/output configuration spccificd by thc user to the correct solutiat~ dlgorithm. User- Srlecr- 



uhlr Methods arc a1 tcrnati vc mudc.1 representations which are selected by the user through the 
graphical uscr interi'acc (GUI). For example, all reservoir objects have many dispatch methods for 
solving the mass ba1anc.e equations. If Inflow and PoolElevation are known, lhe dispalch method 
for solving for Outflow and Storage is invoked. In addition, the user may selecl from a number of 
Evaporation methods, each oi' which calculates the evaporation loss in the reservoir as part of the 
mass balance calcuiation. 

?'his objcct-oriented modeling approach mirrors the object-oriented software implementation and 
both benefit from this technology. From a software perspective, the benefit is extensibility: new 
methods can he added and integrated quickly and easily. From a modeling perspective, the benefit 
is rhe tlexibili ty gained by selecting the physical process modeling methods individually on each 
object. Since the methods are easy to add, it  is possible to have a large selection which includes 
somt  merhods which may be quite particular to how one agency models one site, but necessary to 
that organization for institutional reasons. Table 1 contains a few examples of Riverware's objects 
and User Methods. 

Table 1: Selected User Methods in Riverware 

In addition to water quantity modeling, Riverware provides several options for water quality 
calculr-ltions. The user may select to model dissolved solids only, temperature only, or combina- 
tions of' these and dissolved oxygen. If modeling total dissolved solids only,  a simple, well-mixed 
model is available. Temperature and DO models use a 2-layer reservoir model and discrctizcd 
reaches i n  which UIC water quality equations are coupled with hydraulic routing, either with or 
without dispersion. 

Object TYPe 

Reservoirs 

P ~ u e r  
Reservoir7 

Reaches 

Wilter User (011 

A special object on the paletle js the Thermal Object. This object evaluates of thc avoided costs 
from replacement of thernlal power by hydropower. 

User M e t h d  
CatrgoN 

Evaporation & 
Precrpiiation 

Spill 

Power 

Tailwater 

Routing 

Reiur~i Flnw 

User Methods 

No Evaporation Pan and Ice Evaporation Input Evaporat~cln 
Daily Evaporation CRSS Evapclratlon 

Unregulated Spill Regul~ted Plus Bvpass 
Regulated Splll Unregularrd P l u ~  Regulated Plus Bypass 
Unregulated Plus Regulated 

Plant Power Prak Base Power 
Unit Generator P ~ w e r  LCR Powct 

Tailwater Base Value Only Tailwater Stage Flow Lookup Table 
Tmlwata Base Value Plus Lookup Table Tailwater Compare 

Hoover Tailwater 

No Routing Muskingum 
Time Lag Rnutinp Kinematic Wnve 
Variablr Time Lag Routing Muskingum-Cunge 
SS ARR MacCormack 

Frachon Return Flow Variable Efficiency 
Proportional Shortage 



MULTIPLE SOLUTIONS AND CONTROLLERS 

Alternative approaches to modeling multi-ob.jective river basins have been developed, discussed 
and debatcd by water nlatlagement agencies and academicia~ls over thc years. RiverWare 
endeavors to provide hoth prescriptive and descriptive techniques which are easy to  formulate, 
analyze and apply to real planning and operations problems. Three fundamcntal solutron methods 
are provided jn RiverWare: simple simulation, rulebased s j rnula~on.  and nplimjzation. The first 
allows straight-iorward scenario runs in which user-supplied inpu~q drive the solution. [n the other 
two solution techniques, operational policies drive the solution. All operational policies are part of 
the input data set to permit easy modification and evaluation. In addition, the user may track water 
ownership by creating a ne~work of water accounts in parallel with the river basin topology, and 
solve the accounting network independently of the simulation. The specific details of these soIu- 
tion methods have been designed and implemented to assure ease of use in solving a broad rangc 
of modeling application problems. 

Simulation: Pure simulation solves a uniquely and completely specified problem. Each objec t 
must have enough information to invoke and solve a Dispatch Method, but may not have too much 
information. The solution is based on an object-oriented modeling paradigm: each object waits 
until it has enough information to solve, then i t  executes its Dispatch Method. The Dispatch 
Method solves for the unknown slots on the ob-ject, and jnforn~ation is propagated acmss links tu 
other objects. Too much (conilicting) information results in an error state and termination of the 
run. Not enough information results in parts of the model left unsolved. In  the cases where there 
are multiple links between objecLs, 1-e., the boundary conditions arc svlved rnutuaHy by the two 
objects, the objects iterate until a solution meets the convergence criteria ur the maximum iteration 
count is exceeded. 

Although the simulatiorl clock advances forward in time, the objects may solvc for Any timestep 
whenever they receive new inlorn~ation at that timcstcp. This allows some flexihiljty in spzc~f'ying 
models where the solution is not propagating from upstream to downstream and fonvard in lime. 
River reaches with time lags [nay solve for inflow given outflow, settjng the inflow value at a 
previous timestep and propagating that value upstream. In addition, target operations on reservoirs 
may be specif'icd, where a future target storage is met by adjusting the reservoir's outflow ovcr a 
specified timefranle. 

Rulebased Simulation; Whereas in pure simulation the model is exactly specified, in rulebased 
simulation there is not enough information on the ob,jects to solve the system. The additional infor- 
mation is added by prioritized policy statements (rules1 which art: specified by the user, interpreted 
by the rule processor and which set slot values on the objects hascd on the state of the systcnl. The 
n tks  themselves are basically if-then constructs which examine the state of system (functions of 
values of slots on the objects) in the antecedent (if)  clause and then sel slot values depending on 
that state. The rule sct is global in that each rule has a unique prionty even though it may pertain to 
only one or a I'ew objects. 

The rules arc cxpressed through the graphical Structure Editor which helps the user formulate 
syntactically curreot statements. The rule language permits the creation o l  I'uncticrns which may  
perform complicated caiculations to support the decisions made by the rules. The ]rule stalernents 
are parsed and interpreted, and the instructions are then executed by the Rule Processor. 



Thc inlcraction hcttvctn [he simulation and thc rules at each tiincstcp is as f'ollows. Thc modcl 
simulaics unril all ob-jects havc executed all the Dispatch Methods thcy can, given the user ~ I ~ J L I ~ S .  

Then the Rule PI-ocussor fires the highcst priority rule. Thc rule may fail il sunc  01' the slot values 
i t  nccds are not yet set, or il' i t  tries to ovewrito values set by a higher priority rule. Ii' ~ h c  rulc i i ~ l s ,  
thc next highest pr~ority rule is fired, and so con i1tlt11 a rule i s  successfully cxccu~cd and new slot 
values arc set on the 1-llodc1. After a rule tires, it is taken off' the list uC currently active rules until 
any of it!: dependctlc1c.s (slots it accesscs in the antecedeill clause) change. Aftcr the rule fires, the 
simulatjon continues until it has solved everything i t  can, then the Rule Processor is invoked 
again. This continues until there are no more rules which can fire a t  t h d  timestep, then the clock 
advances and thc next tirnestcp is executed. Just as in pure si~nulalion, there is no guarantee of a 
sol utiun. RiverW arc provides diagnostic tools. however, to aid the analyst in underslanding which 
rules succcssf~~lly fired, as well as w h ~ c h  objects dispatched which methods. 

O~timization: Riverware's optimization utilizes pre-cmptive goal programming, using lincar 
programming (LP) as an engine to optimize each of  he prioritized goals input by thc user. The 
optinldl solution of a higher priority goal is not sacrificed in order to oplimize a lower priority 
goal. The gods arc input by the uscr through the graphical Cons~raint  Editor tool. Each goal can he 
either a simple obicctive, or  a sct of constraints which is turned into an objectjvc 10 minimize the 
deviations 1iom the constraints. Riverware accesses the CPLEX mathematical programming 
subrouline Iibrary for the solvitlg cngine. 

One o l  the challenges of optimizing river bann operatinns using LP is represenling  he: nonlinear 
processes. Riverware provides autornatlc linearizing of nonilnear variables. The uscr nldy formu- 
late goals or constraints on a wide range of model variables (slots). The underlylng optimization 
software ret;?tn~ulates the ob,jective as a linear expression in the basic decislun variables. The 
nonlincar relationships are represented by table data entered by the uscr. The iidvanced uscr can 
select a1 tcmative linearization techniques and parameters which resui t in  more accuri te 1 ineariza- 
tiutw. Riverware's optimization softwilre also takes advantage of the basic model data available in 
thc objects and links o n  the workspacc to automatically generate the physical constraints of thc 
system w111ch reflect the mass balance, continuity and upper and lower hounds of the variahles. 
Thcse illlronlatiu features in R~vcrWare 's  optimization software allow the user to focus on 
expressing the pohcy in the goals, and make it possible for watcr resources engineers wilhout an 
optimization backg1.0l111d to generate and solve an appropriate goal programming formuiation. 

In addition to polic'ics governing flows, elevations, spill and other variables it)  the physically- 
based mocisl, power economic objectives may be brought into the analysis through methods devcl- 
oped o n  the Thermal Object. The user may specify an ohjectivc which involves maximizing the 
avoicicd dlernlal cost from hydropower gentration. The econonljc value represents a trade-off of 
the value of inlnlediatr: hydropower gentration against future expected value of water in storage. 
The currcnt value of hydropower is defined as the avoided costs of thern-ral power resulting f r o n ~  
the addition clt' hydropower to ~ h t :  overall power mix. As the most expensive thermal units are 
replaud by hydropower, the marginal cost of power generation decrcasc.~. 

W t ~ e t ~  thc optimization run is made, the physical constraints are generated and sent to b c  solver as 
the highest priority ob.jcctive. Then each user-specified goal is ~nterpretcd, linearized, i ~ t ~ d  s01vcd. 
For cach goal. the solutions of the higher priority objectives are maintained xi constraints. The 
optin~ization solution, the v a l ~ ~ s s  ut' the decision variahles, are returncd from CPLEX and enterd 



into thc slolb o n  thc rjhl2ct. After an oplitnizatio~~ run. ~ h c  user can s c ~  up pos(-ciptim~/.alion .simu- 
lation run whi~+h  ili~tort\;iti~ally cnlcrs the optinla1 rust1-voir rclzase schedulc as inpu~s in the s ~ m u -  
lalion an J solvts I 0 1 -  hirlragcs, elevations, hydropower. ztc. The sin~ulution CiltI  bc used lo rct'ine 
the optimi/,arion oulpu~. 

Water Accountin?: Walcr Accounts are crzdted by thc user on the ohj'uts Thc .\ourccs of watcr 
to fill thc accounls arc supply links Crotn other accounts and slots s11ch ;IS thohc'  which provide 
Hydrologic Inilow to the objects. Storagi: Accounts, Flow Accounts and Divcrs~on Accounts all 
rept.c.set~t legal accorrnrs in a wotc.1- righls system. Pass-through accoilnrc; ill.c crc,llcit !o kccp track 
of thc. ownership of watcr i n  uansit i n  thc sy~ t em.  

In the inikal prototype tmplt.mcntatton of thc water dccvunt~ng system, the accounts calculalc Ilieir 
balances as water IS trunsfcrred from one account tv anuthcr ~hrough the supply Ilnks. The itccounI 
network solulion bchavcs ~nuch  likc a sprcadsheet in 111;lt jt rnlnlzitiiltely i~pdatcs thc balanccs a h  data 
is entered. T h ~ s  iillowc; for tilt' accounting of water in an "illlcr-the-tact" model. Future development 
will allow for prcsuriptlvt solutions of the network based on operatjons and walcr priorities. 

Controllers: Ri\lcrWarc's "cuntroltcrs" arc thc sofwarc rncchanis~ns 1'01- dircct ing ~ h c .  model soiu- 
tion. The software architecluse was dehigned to support any number of controllers. The controllcrs 
parallel the solulion methods, b u ~  ccln also manage a conlbinatlon ol' so111 t~ons. Currently the 
lbl l~wing controllcrs can be selected by the user on the graphical Run C1)11rrt}1 diillog where the 
user also specifies the begin and end dales ol lhc run, and the timcstcp si/c. 

S~rnulatlon - can be run with or without Walcr Quality. Walcr QudI l~y  can hc run In-linc (a1 Lhc 
cnd of each iimestep) or post-process (at the end of thc run) .  
Rulebased Simulation - nunages the interaction of the si~nulatiot~ WI lh thc R ulc Prt)ccssor. Wclrcr 
Quality can bc c>oupIcd wilh rulebased simulation onl! 111 posl psoc.cssing mode. 
Oplin~i~at ion - prc-empr~ve linear goal programming solu~ion; ilntomiitically scts u p  the post- 
optimization sirnul;lt~r)n 11 lhc controller is switched to "Simulatiun" aitcr an opl~rnixalion run. 
Accounting - cxzculcs ilcco~lnling ~ncthods and solves accounts; currcnll!l (h1.s controller should 
be selcctcd as il pvst-processor after a sirnula~iun run has been completed; 
Rulebased Sin~ulallon / Accounting InLine - svtvcs cach tirncstcp for rulchii~cd ,cin~ulation then 
,iccounting. ;illowing thc upcrational rules to acccss thc previous timeslep's accounting valucs. 

LMTA MANAGEMENT INTERFACE 

Thc succcsst'ul application of any model for operational scheduling rer1uir.c.s thc modcl's data to bc 
updalcd quickly and easily to reflect currenl data such as real-time n~sasuron~cnls. inflow fore- 
casts. scheduled hyd~upldnt clperiitions, and spccial operations. For ki gcnera1 n~odcling tool. the 
data communications m ~ ~ s t  bc possible regardless of the specll'iu datilhase applicalion or thc' 
sourccs of other data. Simil;lrly, plil~lt~ing studies often I-cqulre il 1;lrge nuuihcr of rulw with varied 
data which may come t rom othcr cources such as htstorical dil1ub;~scs. Automatic importing and 
zxpor~ing of data call hc achir_.\~ed through Riverware's Data Managcmcnl Inlcrla~c u t l l i  ty. 

Thr Data Mandgcmcnt InterSace (DMI) i n  RtvcrWiitc provides thc meilns ol u5in; txtcrnal 
progriinls 1i1 au~on~~llicall  y load data into R~\c.r\Vare. Ttwsc routines are wrillcu hy I I I C  llsar 01' the 
user-s cwg;ini/arion i n  arly progranlrning langwgt: and invoked th~,ough thc R~vei-Wi~rc CiLfI. 



Scenario-hascci UMl's  cst.cutc a sullc r ) t  ~ndi\.iduill rouiinrs t i )  hrmg many data sourccs togcthcr 
11110 ihc mocicl. 'I'he DbII ciltl also hc used 10 i ~ ~ l v i i n c t .  the run ct)ncrc~l star1 and cnd tlnies. 

h1ODEL ANALYSIS A N D  SCENARIO MANAGERIENT 

The RivcrWarc niodcling cnvlronmrnr  is dcsigned to give the user the tools needed to build and 
run sttuulations to meet the needs o l  schcduling and planning activities. This is achieved through 
graph~cal user interface tools inctuding the i'ollowing: 

Sirnulalion Control Table: a spreadsheet-like display o i  the data from a Riverwart n~odel. The 
uscr constructs and conligurcs an SCT. and I.iln construct as many as needed to display various 
combinations ot' daLa. These can bc iconitied and broughl up as different views on thc model are 
needed. Thc SCT IS interactive in that ~ h c  user can specify inputs, m n  the simulation, and view 
lhc output from this intcrt'dcc. 
Diagnostics: inl'orrnation to assist thc user in analyzing modeling problems during runs goes to 
:MI output  dialog that saves the nlcssages and offers searching and hrowsing Statures. The user 
m;ty Mtcr the information ~ c c o r d i n s  to object, s lo~.  time. etc. Warnings and errors are always 
displayed. 
Dispatch 111fo Tahlc: a graphical tool showing what methods each object executed at each 
tinleslcp and which slols wcrc knnwll and  ~ ~ n k n o w n .  This is helpful to analyze overlundcr deter- 
mination pt.ohlems in simulation. 
Expression Slots: slols on the Diltil Oi>.jcct which hold uscr-dcflnsd expressions which are alge- 
braic combinations of other slots, 2.g.. sum oC all hydropower generation in the basin. 
Plotting: individual slots can be plotted quickly by selecting one button. Graphs with plot (if 

many slots and/or many ~'uns can be coniigul-cd by the user. Plot set-ups can he saved. 
Snapshot Managcr: the values o i  sclccted s l o ~ s  car1 be saved in this special data object for 
succcssivc runs. If plotting thc values, the ncw 1r:ices automatically are added to thc plots. These 
data can illsu be acccsscd by the expression siots. the SCT and other outpur forms. 
Multiple Run Management: Man): runs can bc set up and executed in advance, automatically 
changttlg slot data or poljcics hctween i m s .  The runs can all have the samc startiend times or be 
sequen~ial. An Index Scq~rcnrlnl setting on selected slols automatically perrnu tes a series o t' 
historic data sct as specified by the user (uscful in udng  historic inflow data for planning 
studies). 
Exccl Writer: a u~iliry that takes outputs l-rorn Riverware ruris and creates an Exccl Input file for 
user-speci fit post- pro~essing analysis. 

TECHNOLOGY TRANSFER 

RiverWarc is undcr continued dcvelnpmcnl at CADSWES, with ncw vfrsions released severill 
tinlcs a scar. Uscr s u p p o r ~  i< provided to sponsors, and ;1 web-based bug-tracking facility allows 
users ro log problems directly. [ t  is the inlcntion oC CADSWES and the sponsors to mai~liain the 
softwarc in ~ h t :  tulurc and provide enhancemenls as requested. In addition, fornlal training 
scssions arc given at CADSWES. A threc-day introductor+y training session is avatlithle, and ncw 
training cou~:l;c.s t'or Rulebased Simi11;ltion and Oplimiration arc anticipated. 

Rivcl-Ware is a c++ applicalion which runs on a Sun  workstations undcr the solaris 2.3 (or greater) 
operating sysicn~. 



GREAT LAKES ADVANCED HY DROLOCIC PREDICTION SYSTEM 

Thomas E. Croley 11, Rcrearch Hydrologist, Grrat Lakes Environmental Research Laboratoq. Ann Arbor, Michigan 

Abstract: The Greal Lakes Enviror~mental Research I,aboratotyis hydrolog! rrscarch over the past decade and a 
half addressed the Great Lakus community's forecasting needs and has culminated in a mature and tested Great 
Lakes Ahunced Hydrologic Prediction S,mtem. Recently designed and tested technology properly incorporates 
multi-agency, multi-area. multi-period climatc outlooks of meteorology probabilities into the package. This allows 
provision of 1- to 12-month (and longer) outlooks of probabilities for 25 hydrology variables over the entire Great 
Lakes basin, including simultaneous water levels on all lakes. It is important not to confuse probabilistic hydrology 
outlooks with currently available derrrministic forecasts of lake levels, and to realize the much greater utility of the 
probabilistic hydrology outlooks. Probabilistic outlooks allow decision makers to incorporate some of the uncer- 
tainty inherent in forecasts, to properly consider the wide range of possibilities always present. and to consider ihe 
risk associuted with their decisions, not possible with deterministic forecasts. 

BACKGROUND 

Extreme Great Lakes water levels cause extensive flooding, erosion, and damage to shorelines, shipping, and hydro- 
power. Knowledge of even near-normal level expectations is important to riparians, recreational users, shipping. 
fishing, and many others. The Intetnational Joint Commission, at the request of the US and Canadian governments, 
recommended improving forecast tnethodologies, hydrological models, data collection, and communication of hy- 
drological forecast information (IJC, 1993). While forerasts of meteorology, riverine flooding, and water level 
fluctuations are available for several hours to several days. the Great Lakes communiiy requires water resource fore- 
casts over large areas and time periods. Products must include nowcasts and I-day lo 3-month and future seasonal 
probabilistic outlooks of lake supplies. lake levels. and connecting channel flows. Thuse require careful tracking of 
moisture storage variables and heat storage variables. The products must be relevant to users and delivered in a clear 
and understandable manner that aids in planning and decision making. They i~lust make max im~~m use of all avail- 
able information and be based on eficient and true hydrological process models. 

Fortunately {for forecasters). the Great Lahes possess tremendous capacities for storage of mass and energy and re- 
spond slowly to changes in meteorology, making them amenable to hydrological forecasting. The dynamics of water 
supply components and basin and lake storages of water and heat must be understood before hydrological changes 
can be forecast. The Great Lakes Environmental Research Laboratory (GLERL) developed, calibrated, and verified 
conceptual model-based techniques tor sin~ulating hydrological processes in the Laurentian Great Lakes (including 
Georgian Bay and Lake St. Clair, both as separate entities). GLEHL integrated the models into a system to es~imatc 
lake levels, whole-lake heat storage, and water and energy balances (Croley, 1990, 1993qb; Croley and Hartmann, 
1987, 1989; Croley and Lee. 1 493: Hartmann, 1990). These include models for rainfall-runoff, evapotranspiration, 
and basin moisture storage [121 daily watershed models (Croley, 1982, 1983qb; Croley and Hartmann, 198411, 
overlake precipitation (a daily estimation model), one-dimensional (depth) lake thermodynamics [7 daily models for 
lake surface flux, thermal structure, evaporation, and heat storage {Croley, 1989a,b, 1 992; Croley and Assel, 1994)], 
net lake supplies, channel routing 14 daily models for connecting channel flow and level, outlet works, and lake lev- 
els (Hanmann, 1987, 1988; Quinn, 1978)], lake regulation [a monthly plan balancing Lakes Supcrbr, Michigan, md 
Huron and a quarter-monthly plan balancing Lake Ontario and the St. Lawrence Seaway (International St. Lawrence 
River Board of Control, 1963)], and diversions and consumption (International Great Lakes Diversions and Con- 
sumptive Uses Study Board, 198 1 ). Details of these models are conveniently summarized by Croley et al. ( 1996). 
The modeling system is modularly-built, allowing model upgrades to be "dropped in" as developed and tested. It is 
coupled with near real-time data acquisition and reduction to enable representation of current system states. A new 
generation of interactively coupled models of the hydrosphere and atmosphere is forthcoming. 

Forecasting efforts in the Great Lakes include the former US Lake Survey of the US Army Corps of Engineers, 
which began 6-month lake level forecasts in 1952. Since 1975, the Detroit District of the Corps has continued on a 
monthly basis. The Canadian Hydrographic Service {CHS) of the Department of Fisheries and Oceans began pub- 
lishing nlonthly forecasts of levels in 1973. The Canadian forecasts are generated currently by the Great Lakes - St. 
Lawrence Regulation Ofice of Environment Canada and published by the CHS. See Table 1 for a chronology of 
recent Great Lakes forecasting developments. Both the US arid Canadian monthly forecasts project water levels for 
each o l the  Great Lakes six months into the future. These forecasts are generated separately by each agency and then 
are coordinated to rcmove any differences. The Corps deterministic forecast is based upon extrapolations of recent 



Table 1. Chronology of Recent Great Lakes Forecasting Developments. 

Creat Lakes Water Level Forecasting 

1952: US Lake Survey 6-month lake level forecasts 
19M: US Lake Survey develops "Trend Regression" 
1973: Canadian Hydrographic Service estimates levels from probabilistic supplies 
1975: US A m y  Corps estimates levels from supply statistics with Trend-Regression 
1977: Environment Canada & Corps both publish combined levels forecasts 
1996: Bulletin distribution via the Internet 
Now: 6,800 US & 2,600 Canadian bulletins coordinated by IJC 

GLERL Advanced Hydrologic Prediction System (AHPS) 

Future: 

adapted runoff models to estimate supplies 
Lake Superior installed for US Army Corps 
Lake Champlain installed for N WS NERFC 
identified weak evaporation estimates 
all Great Lakes installed for 3 Corps offices 
installed for New York Power Authority 
delivered to Ontario Hydro 
added improved I -D evaporation models 
altered deterministic outlooks, 
added an early form o f  probabilistic outlilaks, 
re-evaluated & identified meteorology outlook as weakest pan 
installed for Midwest Climate Center 
defined AHPS Product 
incorporated NOA A ~neteorology outlook probabi li t  izs 
built fiont-end M P S  Graphical User Interrace (GU I) & public CUI 
built back-end AHPS GU1 
updated installation for Corps, NYPA, 8: MCC 
expanded outlook products 
mixed agency outlook meteorology probabilities 
enhanced Front-end AHPS CUI & public CUI 
assernbIed primitive back-end AHPS GU I 
demonstrated N KT AHPS at MCC: on the W W W 
automated dau downloading 
AHPS outlooks produced at MCC & distributed via the Internet 
mixed multiple-area out look meteorology probabilities 
developed method for lake-levels and connecting channel outlooks 
reinstalled for Ontario Hydro, NYPA, MCC, Corps 
demonstrated daily updates 
development of improved AHPS distributed-parameter hydrology models 
incorporation of new & improved data streams 
expanded AHPS product dissemination 
revision & expansion of AHPS CU 1 & public GUI 
update Great Lakes AHPS lake regulation and channel muting routines 

trends in water supplies for each of the lakes. Environment Canada's probabilistic forecast is computed from statisti- 
cal analysis of historical water supplies. Neither the Corps nor Environment Canada use weather forecasts or antece- 
dent hydrological conditions (current moisture and heat storages in the basins and lakes) in making their outlooks. 

GLERL adapted runoff models to estimate supplks in 1982, installed their forecast package for the US  Army Corps 
of Engineers on Lake Superior in 1983, for the NWS Northeast River Forecast Center on Lake Champlain in 1984, 
for 3 Corps offices on all Great Lakes in 1987, 1996, and 1997, for the New York Power Authority and Ontario Hy- 
dro in 1988, 1995, and 1997. and for the Midwest Climate Center in 1994, !996. and 1997. GLERL identified weak 



evaporation estimates in 1985, added improved one-dimensional evaporation models in 1990, altered deterministic 
outlooks, added probabilistic outlooks, and identified meteorology outlooks as the weakest component in 1993. 

GREAT LAKES AHPS 

Deterministic Hydrologv Forecasts: GLERL 
developed the precursor to their present-day ,4J- 
vnnced Hydrologic Prediclion @stern (AHPSI as 
a semiautomatic sohare  package to make deter- 
ministic forecasts of basin moisture storage, basin 
runoff, lake heat storage, surface water tempera- 
tures, lake surface evaporation, and lake water 
supplies (Croley, 1993b). These forecasts take 
advantage of the long-term memory of the Great 
Lakes system in the face of uncertain meteorol- 
ogy, and can be made for any number of months 

in FORTRAN and PASCAL, and has been ported 
to several versions of MS-DOS, Windows, and 
UNIX. Inputs are daily meteorology (air temper- 
ature, dewpoint temperature, precipitation, wind p7 
speed, and cloud cover) for all available stations. 
Optional inputs are snow water equivalent, soil 
moisture, lake water temperature, and lake levels. 
Daily provisional point data are converted to 
areal averages for each watershed and lake sur- 
face by T ~ L s s ~ ~  weighting over digital maps of 
the areas (Croley and Hamnann, 1985). The 
areal averages are used by GLERL's runoff 
model (applied to all 121 Great Lakes water- 
sheds) i d  their lake thermodynamics model Figure I.  GLERL9s Deterministic Hydrology Forecast. 
(applied to each lake), to estimate basin moisture 
and lake heat as antecedent (initial) conditions to a forecast. A deterministic "forecast" of all hydrology variables, 
including lake supply, may be made then by simulating the hydrology from the point of estimated initial conditions 
forward with a meteorology scenario (taken from the historical record, for example). The resulting lake supply sce- 
narios, one for each lake, then are used with connecting-channel routing and lake regulation models to determine a 
lake levels scenario. This can be repeated for alternate meteorology scenarios. New provisional data are used as 
they become available; new historical data are also used as available to update models and databases. See Fig. 1 .  

Probabilistic Hydrology Forecasts: GLERL adapted this deterministic hydrology forccating methodology to 
make probabilistic forecasts by considering historical meteorology as possibilities for the future. An operutional 
hydrology approach [used also by the National Weather Service in their Extended Streamflow Prediction (ESP) fore- 
casts] segments the historical record and uses each segment with models to simulate a possible "scenario" for the 
future. Sections of the historical meteorology record are input to hydrological. limnological, and other models, as in 
Fig. 1, as alternate meteorology scenarios, preserving observed spatial and temporal interrelationships. Correspond- 
ing hydrology variable scenarios are computed for the future, including lake supply scenarios. The resujting set of 
scenarios serves as a statistical sample for inferring probabilities and other parameters associated with both meteor- 
ology and hydrology; see Fig. 2. Probabilistic hydrology outlooks then are made from the sample for each variable 
of interest. Thus, the resulting probabilistic hydrology outlooks properly consider antecedent hydrological condi- 
tions, but they do not consider other-agency predictions of meteorology. 

Probabilistic Meteorolo~v Outlooks: Multiple long-lead probabilistic meteorology outlooks of improving skill 
(climate outlooks) are now available to the water resource engineer or hydrologist. They are defined over different 
time periods at different time lags; they forecast either event probabilities or most-probable events. The National 
Oceanic and Atmospheric Administration's Climate Prediction Center (CPC) recently (1 January 1995) changed 
from issuing a few relatively short-term outlooks of meteorology probabilities to a new multiple long-lead "climatic 



outlook." The outlook consists of a I -month ~ ~ ' ~ J ~ ~ . , , v - ~  .,., , - I  
forecast for the next (fi~ll) month and thirteen 3- r"v4"r 

b'-%.:,-..l 1. :;. ..:,;:;:::I month forecasts, going into the future in over- , . .... 
. ........ :, 

lapping fashion in I -tnonth steps. Each forecast ....... .. 
predicts probabi litizs of dverage air temperature rr\,* and total precipitation falling within selected krk*.:,-..[ 

intervals. Even more recently, the CPC began 

hM 
1 ' '  : . .,*,, 1 

issuing an outlook of the most-probable intervals 
for 5-day air temperature and precipitation, set 5 

r*VL;,/L-1 
bt . *? , - . - [  

BI 
days into the future (their 6-10 day outlooks). 
Likewise, the Atmospheric Environtncnt Serv- 
ice's Canadian Meteorulogical Center (CMC) of 
Environment C a ~ ~ a d a  began issuing an outlook of 

lm !I:::::: 
the most probable interval for 30-day air tem- , [:::::::-I ....--. 1 
perature every half month (24 times per year). -___-..- 

~ '+ . . : , . . . r  
The CMC also issues outlooks four times per 
year of the most probable intervals for 90-day air Sample of Probabilistic 

Meteorology temperature and precipitation. Although not Record Posaible Outlooks 
Future operational yet, they are also issuing 3 experi- seg,,,eh 

n~ental outlooks of the most probable intervals H Y ~ ~ O ~ ~ Q Y  
Scenarios 

for 90-day air temperature and precipitation, 
going into the future in overlapping fashion in 3- Figure 2. Operational Hydrology Approach. 
month steps. More outlooks are coming on-line, 
including the N nA A National Center for Environmental Prediction's ensemble forecasts. 

Calculatian of Weights: Users can interpret these probabilistic meteorology outlooks in improving their prub- 
abilistic hydrology outlooks. Kecent work in the Field used climatic indices from (other) long-range meteorology 
forecasts to estimate statistics subjectively (Smith et al., 1992) or coupled historical precipitation record se-ments 
with precipitation forecasts (Ingram et al., 1995). However, the relative frequencies of selected events ( in the statis- 
tical sample of scenarios used in the operational hydrology approach) are fixed at historical values that arc incorn- 
patible (generally) with those specified in the CPC's or CMC's probabilistic meteorology outlooks. Only by re- 
structuring the set of scenarios can one obtain relative frequencies of selected events for a lake that match the CPC 
and CMC probabilistic nleteort~logy ouf ooks over the lake. Recently, GLERL properly incorporated multi-agency. 
mult i-pcriod forecasts of meteorology probabilities by modifying their operational hydrology approach to generate 
probabilistic hydrology outlooks compatible with the n~etcurology outlooks. The h y d r o l o ~  variable scenarios, gen- 
erated from corresponding segments ot- the historical meteorology record, are still used as a statistical sample for 
inferring probabilities, but the sample is first restructured. Croley ( 1  996, 1997a,b) introduced a restructuring method 
that weights the scenarios and identifies boundary condition equations for the weights that correspond to probabilistic 
meteorology outlooks. The solution for the general case is shown to be an optimization problem. Now probabilistic 
hydrology outlooks consider both antecedent hydrological conditions a d  predictions of meteorology! 

Simultaneous Spatial Outlooks: The probabilinic ol~tlooli of lake levels involves an additional complication. In a 
deterministic forecast, the forecast lake supply scenarios fbr each and all of the Great Lakes can be used as inputs to 
the connecting-channel routing and lake regulation models to determine the (simultaneous) Iake level forecast sce- 
narios on each lake. The connecting-channel routing and lake regulation models require water supplies on all lakes 
simultaneoudy to determine levels and outflows jointly on all lakes because all levels and outflows are interdepend- 
enl. In a probabilistic outlook, the direct application of such a methodology might not be suitable for two reasons. 
I )  One cannot simply take the (say) 95& exceedance time series for water supplies as input to the connecting-channel 
routing and lake regulation models ta determine the 95' exceeda~lce time series for lake levels or outflows. 'There is 
not a simple one-to-one transform between quantiles of water supplies and lake levels. It is more appropriate to use 
the entire samplc of water supply scerlarios to create a sample of Iake level scenarios from which to mahe probability 
outlooks. 2 )  However, since each lake (application area) involves a (generally) different set of probabilistic meteor- 
ology outlooks and set of weights, the water s~~pply  scenarios do not correspond to the same statistical sample from 
lake to lake. The use of all of the water supply scenarios for all of the Great Lakes, derived iadzpendzntly, as simul- 
taneous inputs to thc connecting-channel routing and lake regulation models then would not be representative of the 
same statistical sample when calculating lake level scenario forecasts. 



As discussed earlier, the calculation of weights 
solves a set of eqwitions representing multiple 
meteorology outlooks fur a single lake to deter- 
mine weights used in the solution for hydrology 
scenario probabilities. Recau~e each lake's lev- 
els are [lot independent of'the others, this method 
precludes the use of the independently derived 
weights in determining lake level probabilities. 
GLERL has k e n  considering this issue for the 
past several years, and now have determined an 
appropriate method for determining ioint lake - -  . - "  
level probabilities. The new extended methodol- 
ogy involves determining water supply (and other 
hydrology variable) scenarios on-all lakes from ,---I.- 
the same historical record segments (as they ex- 
isted on each of the lakes) and then solving all 
ms of equations (over a l l  application areas) & 1 
rnultaneousl~ to determine one set uf weights that 
preserves all of the mulliple meteomlogy out- 
looks over all of the Great Lakes. This of course 
requires that forecast parameters (such as start 
date and length of forecast) and historical rnete- 
orology record periods are the same over all ap- 
plication areas. The resulting weights can there- 
fore be used directly in the solution for lake level 
probabilities, where the sample of lake level sce- 
narios is derived firon1 the appropriate simultane- 
ous water supply scenarios on all the lakes; see 
Fig. 3. It is also usefhl to note here that. in Fig. 
3, alternate meteorology outlooks (forecasts) may 
be considered without having to repeat provi- 
sional data updates, estimates of an~ecedent con- 
ditions, or any of the hydrology modeling re- 
quired in sample building. 

The methodolom provides an objective and 
open-ended means of matching forecast rneteor- 
ology probabilities in other forecasts besides the 
water resource forecasts considered here. This 
has opened the door on jointly considering addi- 
tional multiple agency forecasts over multiple Figure 3. GLERL's Probabilistic Hydrology Forecast. 
areas for multiple (different simultaneous) peri- 
ods as they become available in the future. 

Probabilistic Outlooks from Great Lakes AHPS: This phy sically-based approach for generaling outlooks offers 
the ability, as compared to other statistically-hased approaches, to incorporare improvements in the understanding of 
process dynamics as they occur in the future and to respond reasonably to conditions initial to a forecast (such as heat 
and moisture storages), not observed in the past. This allows GLERL to provide I -  to 12-month (and longer) out- 
looks of probabilities for 25 hydrology variables over the entire Great Lakes basin, inchiding simultaneous lake lev- 
els on all Great Lakes, that consider meteorology outlooks. Probrtbilistic outlooks allow decision makers to con~ider 
the rick u,~,~ociuterl with their decisiow, not possible with deterministic outlooks. Probabilistic outlooks for all vari- 
ables, except for lake levels, currently are made with GtERL's technology on an operational basis by the Midwest 
Climate Center, available to the pr~blic via the Internet. Probabilistic outluoks for lake levels curre~~tly are niade ex- 
perimentally at GLERL, as part of their Advunced Hy&ologic Predictiotr S,vxt~m. The methodology is  also used 
operationally by the Midwest Climate Center, the New York Power Authority, and Ontario Hydro, and experimen- 
tally by the IJS A m y  Corps of Engineers in Buffalo and Detroit. A recent probabilistic lakc lcvel outlook is pro- 



vided in Fig. 4. It is hilsed on probabilistic meteorology outlooks from NOAA and Environment Canada. Both gen- 
erally predicted near-normal September air temperature prubahi litich. NOAA forccast normal Suptcmber precip- 
itation probabilities and EC forecast above-normat Septemher-Clctober-November air temperature probabilities. 

GREAT LAKES AHPS IMPACTS AND ASSESSMENT 

Utility To Decision Makers: GLERL's probabilistic hydrology outlooks are state-of-the-art. They a) fully atid cor- 
rectly utilize the National Weather Service and Environment Canada probabilistic long range climate outlooks for 
multiple areas simultaneously, b) rxplicitly account for basin soil moisture and snow pack and lake heat storage and 
ice cover initial conditions. 4 allow extended outlook generation, taking advantage of near-real-time data avail- 
ability to offer continuously updated probabilistic outlooks, dJ utilize hydrology tnodels in a modularly-built package 
that allows upgrades to be "dropped in" as developed and tested, e) provide probabilistic outlooks for each lake and 
rivcr watershed, capital i-/ing on improving weather prediction skill and hydrometeurology observations, fl offer the 
proper manner in which to consider the wide range of possibilities that always exist, g) incorporate some of the un- 
certainly itiherent in forecast estimates, and h) allow consideration of risk by decision makers. as mentioned. Com- 
parisons show that even deterministic outlooks from the GLERI, forecast package (construned by simply averaging 
probabilistic outlooks) have higher skill than the Corps and Environment Canada oullooks (Croley and Lee, 1993). 

Multiple Great Lakes Outlooks: Would an additional forecast available to the public cause confusion, especially 
since the US Army Corps of Engineers and Environment Canada both concurrently publish -'coordinated" determi- 
nistic forecasts? The desire to see simply what the future will be callnot be accommodated, particularly for extended 
forecast periods. Instead, we niust cducate the public on how to process a range uf possibilities through expression 
as probabilistic outlooks. CILERL's probabilistic hydrology outlooks provide additional information to thc public, 
not contained in either d ~ e  coordinated or component forecasts. The pmbabilistic information can be used by the 
publ~c to asses$ risk at several different levels from simple (similar to 'TV weather forecasts) to more sophisticated 
(similar to existing probabilistic meteorolugy outlooks). Thccc risk assessments may be associated with decisirm 
making as shown in several Great Lakes case studies (Lee el al., 1997). 

Lake Superior Average Lake Level (meters) 
Forecast Start Date: September 2, 1997 
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Figure 4. Septcmber 1997 Prubabilistic Lake Superior Water Level Oatlook. 



It behooves all parties to ease possible confusion by introducing GLERL's probabilistic outlooks along side o f  the 
current detzt-tninistic ones, with appropriate explanation on the interpretation and use of outlook probabilit irs. ?'his 
would help to educate decision makers on using outlook probabilities to assess risk i n  tht'ir decision making. This 
would also clarify the role of all of these outlooks in relation to one another. This is much preferable to forcing users 
to wonder if the di ffcrcnt uutlooks, t h a ~  they discover independently available, are conflicting or are related to one 
another. 

Respundinp To User Needs: Probabilistic hydrolokv outltloks address NOAA's 1995-2000 J I I ~ ~ I ' I I I ~ ~ c  PIun compo- 
nent for the enhancement of unv ironniental prediction. The plan calls for an integrated environmental observation. 
assessment. and forecast service that supports the Nation's economic and environmental agenda both by significantly 
improving shnrt-term (immediate to 60 days) forecasts, and by implementing reliable seasonal to interannual (60 
days-I0 years) forecasts. GI,ERL has been providing that service otr d ~ e  Great Lakes. in terms of water quantity, 
through its ACIPS program (see Table I ) fbr predicting Grcat Lakes hydrology variables, and through its Grcat Lakes 
Forecast System for predicting short-tern1 wind-driven waves and setup on Lake Erie. Other NOAA offices 
(National Weather Service) have been providing both 1-2 day level outlooks (related to storm and wind setup) and 1 
week Itvel outlooks on all Great Lakes. 

GLERL's probabilistic hydro lo^ outlooks also addresr reconmendation number 3 1 of the International joint 
Commission to the US and Canada as a result of their Levels Reference Study (IJC, 1993). 'I'hr 5-year study exam- 
ined methods to alleviate problems associated with tireat Lakes-St. Lawrence River Basin Ilucluilting water levels 
and outflows. They recommended developmen! of improved lake operation and management tools. "(to] upgrade 
modets used for simulation, forecasting and regulation in order to formulate a cumprchensive water supply and rout- 
ing m d c l  that includes the whole basin." In its report to the governments, the IJC supported the development of risk 
analysis techniques for application in management of water levels issues. The IJC recognized the usefulness of risk 
analysis techniques in its work under ~ h c  Great Lakes Water Qnatity Agreement and supported their extension to lake 
level management. 
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Abstract: The Water Control Data System (WCDS) is the data acquisition, management, modeling 
and decision support system that supports the Corps water control mission of regulating more than 
500 dam and reservoir projects. The WCDS is a nationwide integrated system of hardware and 
software that allows user access to virtually any data and information in the system. The base system 
was operational in the 1988-1990 time frame. Advances in computer and related hardware and 
soha re  provide the opportunity to upgrade WCDS and improve execution of the water control 
mission. The Corps is modernizing WCDS by replacing computer hardware, upgrading data 
acquisition hardware and software, creating a corporate water control database system, and 
upgrading and developing new modeling and decision support software. This paper describes the 
existing WCDS system, modernization activities, and current status. 

INTRODUCTION 

The WCDS is the automated information system (ATS) that supports the Corps of Engineers water 
control mission including the hardware, software, man-power and other resources required to 
acquire, develop, maintain, operate, and manage the system. The WCDS includes the collection, 
acquisition, retrieval, verification, storage, display, Iransmission, dissemination, interpretation and 
archival of data and information needed to carry out the water control mission of the Corps. 
Typically this data and information includes hydrologic, meteorologic, water quality, and project data 
and information. The system collects data on a near continuous basis from thousands of automated 
sensors throughout the nation. In addition, the system acquires spatial satellite and radar imagery, 
graphical products, text products, lab and field analyses of chemical, physical and biological 
samples. The system through it's software incorporates this data and information into various user 
products and system outputs. The WCDS is a nationwide integrated system of hardware and software 
that allow user access to virtually any data and information in the system. A suite of  software gives 
users the ability to display, manipulate, disseminate, interpret, and transmit this information 
throughout the Corps and to numerous other interested users. 

The system supports the information needs for Corps water control decisions. There are hundreds 
of water control decisions made each day during normal hy drometcorological conditions. These 
include decisions of reservoir releases, power generation, navigation structure operation, facilities 
maintenance scheduling, special event operations - the list is quite long. The number and difficulty 
of these decisions, and consequently the information support needs, vastly increases during flood and 
other extreme events. Most day-to-day water control decisions are made at the staff level in district 
offices, with oversight and support at division level. In some situations, reaI-time decisions for 
main-stem projects that require a broad regional perspective are made at the division level. 

Other Corps functions served by information from the WCDS include flood fight and emergency 



management; environmental, land, and recreation system management; and the myriad of water- 
related interests of the Corps. Information is shared with othet t'ederal and local agencies to enable 
efficient, coordinated accomplishment of complementary activities. Local partners, users, and the 
genernl public are also consumers of the information provided by the WCDS. 

EXISTING WCDS 

The WCDS is an existing system, characterized as fully operational in the circa 1988-1990 time 
frame. The system evolved over the period 1975 to t 990. The system was then comprised of 
dedic~ted Harris mini-computers, data acquisition and communications hardware, and Corps-wide 
developed and fielded software, and locally developed software. Although guided by Corps-wide 
policy, the circa 1988-1990 WCDS was not a centrally planned and developed system except for the 
computer hardware. The Harris mini-computers, 24 total, were acquired via a centrally managed 
activity. A few offices used other computer equipment. The accumulated investment in the existing 
circa 1988-1 990 system is estimated at $80 million. 

Software was developed to address various aspects of the basic WCDS functions. A portion of the 
software was developed for Cops-wide usage but substantial development took place in local district 
and division water control offices. The Corps-wide software was developed by the Corps 
Hydrologic Engineering Center (HEC) as reimbursable products for field offices. The software was 
subsequently generalized for Corps-wide application. A total of 54 HEC developed programs 
comprised of about 600,000 lines of code (mostly Fortran with some C) formed the Corps-wide 
WCDS software. OnIy a few Corps ofices implemented the full suite of software but most offices 
make use of the HEC-DSS data storage system as the central data manager. 

MOUEKIVIZATION NEEDS AND OPPORTUNITIES 

The circa 1988-1 990 WCDS conlputer equipment was aged and data acquisition and processing 
requirements increased beyond capacity; operatio11 and maintenance was costly; and staff 
requirements to continue useful service excessive. The water control decision process continues to 
increase in complexity and involve more interested parties. This in turn increases the need for 
improved responsiveness in information acquisition, processing, display, and communicatinnsl 
exchange. Recent extreme events, such as the Mississippi flood of 1993, taxed the limits of WCDS 
and exposed the need for improved capabilities. At the same time, substantial advances in network 
communica~ions, coinputer and related hardware, and companion tnoden~ software, provide the 
opportunity to substantially improve execution of the water control mission. System modernization 
is planned to address both cost reduction and performance improvements. 

: Viewed from a corporate perspectiye, the existing WCDS was a 
patchwork of individual systems. The systems are largely locally maintained, managed and 
supported. Each system is a blend of user developed software, Corps developed and supported 
software, and commercial software. This independent development has produced great disparity in 
the level of performance and capability across the Corps. The existing systems can support needs 
given ample fiscal and rnanpower resources. However, many of the existing systerns are inadequate 
to effectively move data and information through the Corps organization and to our customers. Data 



acquisition, data management, communication, display, and report generation are generally 
cumbersome and labor intensive efforts. Modeling and forecasting are usually performed onIy on 
the most highIy developed systems and even there these tools are often intermittently applied. The 
uniqueness of locally developed sofhvare to accomplish similar tasks at many districts frustrates 
effective technology transfer. Modernization is necessary to provide the tools needed in a reliable 
networked system of hardware and software that can be locally configured to meet the unique 
requirements of each user. 

on T e c m :  Workstations have processing capability orders of 
magnitude greater than the Harris mini-computers at a fraction of the cost. Likewise, 
communications and network hardware and software technologies have rapidly advanced. Network 
technology is common place within Corps offices and other cooperating federal and local 
government agencies. Integrated with appropriate software, network technology increases access 
to data sources, improves processing power for flow forecasting, impact analysis, and decision 
support modeling, and increases effectiveness in exchange of information. 

New Data Sources: Important new data sources for input to real-time regulation decisions are now 
available. Geographic Informtion Systems (GIs) are commonIy employed by the Corps and other 
state and local agencies to manage land-based information. Satellite imagery, and other spacecraft 
remote sensing data, are now routinely downloaded and displayed for scientific as we11 as general 
public information. Analysis methods to make use of such data continues to be developed in Federal 
government research laboratories, universities, and the private sector. Integrated with ground-based 
radar sensor data, in-situ measurements, and data handling and processing systems, these capabilities 
offer important advances in information support to the Corps real-time water control mission. 

Improved Data Maw~ement Technoloey: Software for storing, retrieving, manipulating, and 
displaying a wide range of data has improved markedly over that of the last decade. The opportunity 
exists to develop a corporate Corps-wide water conk01 data base system that would serve real-time 
as we1 l as other water management information needs. Integration of data, models, and information 
management via the corporate data base would provide an order of magnitude improvement in 
overall data handling within the WCDS. 

N ew Modeling. F o r e c a s u a n d p o r t  To& + .  : Advances in software that will take 
advantage of new and improved data sources and analytical analysis methods, implemented within 
state-of-the-art computer processing and network systems, would provide the critical element in 
improved information for water contro 1 decisions. Software to incorporate spatial precipitation data 
available from NEXRAD for forecasting, optimization algorithms for reservoir regulation, 
economic/flood damage impacts, and environmental effects are examples of advanced software tools 
that hold promise of significant contributions. 

WCDS MODERNIZATION PROJECT 

The WCDS modernization projw t includes replacement of pre- 1990 computer and related hardware; 
upgrades to field instrumentation and communications equipment; and upgrading existing WCDS 
sofiware including porting exiting products, modifying and upgrading existing products, 



development of new software products, and acquisition and adaptation of Commercial 0 ff-The-Shelf 
(COTS) software. Incorporated within the project are both centrally developed and maintained 
software and field developed s o h a r e .  Modernizing WCDS will standardize equipment, data 
handling, and software and thus ensure maintainability, upgradability, and usability. The project 
integrates activities among headquarters, field offices, and supporting offices. 

The broad outlines of the modernized WCDS are documented in (USACE, 1995). On the hardware 
side, replacement of the Harris mini-computers began in the early 1990's and by 1996, all had been 
replaced by UNIX workstations. Technology insertion options in procurement contracts provide that 
as new workstations are acquired, state-of-the-art workstations are delivered. The Corps corporate 
communications system provides the basic network infrastructure that meets the modernized system 
connectivity requirements. The tasks requiring focused attention include software upgrades and 
additions, and hardware/software systems integration. The specific software requirements of the 
modernized system are documented in a series of 'Requirements Specifications' (U SACE, 1997) that 
are guiding the system development. Figure 1 is a schematic for a prototype of the initial version 
of the modernized system. The prototype will be a limited capability but fully functional WCDS. 
The prototype diagram illustrates functional integration of the WCDS components. The meaning 
of abbreviations and acronyms in Figure 1 are defined in the sections that follow. 

Data AQU&U . . .  : The data acquisition module will receive the suite of National Weather Service 
(NWS) products including text, graphics SHEF and digital products (including NEXRAD stage 111 
data); GOESlDOMSAT text products, land-based radio, cooperating agency data, manual entry data, 
and direct (PUPIE) radar data. Processing capability will include decoding and transforming data 
received into usable forms and units via math functions; data verification; producing graphic 
products and reports; and delivering data acquisition products to the data base. Prototype data 
acquisition hc t ions  are depicted in the DA circle in Figure I .  

Data u: The data base module wilt be comprised of an Oracle relational data base system and 
supporting temporary data cache and working files. Data to be stored includes: non-recurrent data 
such as documents, project data, imagery, text, notification lists, messages, WCDS component 
operational status, and gage status; recurrent data such as gage and radar products, N WS products 
and remote sensed data; and recurrent derived data such as  model simulation results, transformed 
data, and software execution logs. Data objects for application usage include time series, spatial, 
hydraulics, documents, watershed, reservoir, GIs, econoniic impact, W WW interface, and gage 
accounting. Utility support includes a full suite of queries, impodexport conversion and formats, 
and archiving. Data base management and performance tuning and data base security and access 
control will be provided. The data base functionlmodule is depicted in Figure 1 by the DB circle. 

Data Disseminatioq: Types of data to be disseminated include time series. paired , spatial, text, 
image, schematic, and multimedia. Delivery methods include World Wide Web technology 
(WWW), FTP, E-mail, fax, pager, and, recorded messages. Dissemination will occur locally within 
a Corps district ofice, among other district/division offices, Corps headquarters, cooperating 
agencies, and the general public. The data source will be the Oracle data base. Data recipients can 
retrieve and mathematically manipulate data, manipulate graphics, and generate tabular, graphic and 
text products. Specific report products will be developed for data acquisition and dissemination, 





flood impact analysis, flow-stage forecasting, and reservoir simulation. Data dissemination is 
depicted in Figure I by the DD circle. 

F F f l o r e c a s t i n ~ :  Flow forecasting will be via grid-based precipitatiodmoff continuous 
modeling for rainfall and snow melt using a suite of loss and runoff transform methods, supported 
by hydrologic and unsteady flow routing. Scenario evaluations to be supported include real-time 
gage and NEXRAD precipitation, QPF, and extended (long term) stream flow forecasts. Displays 
and reports may be locally genmted and displayed and are also placed in the data base. Interactive 
user controlled forecasts and automated forecasts functioning in real time will be supported. Flow 
forecasting will employ the HEC-HMS (Hydrologic Modeling System) sohare  package (USACE, 
1996). Stage forecasting will be performed for steady and unsteady flow with flow data retrieved 
from the data base. Hydraulic structures accommodated include bridges, culverts, in-line weirs and 
gated spillways, lateral weirs, pump stations, levee overtopping and breaches including storage area 
connections, simple spillways, closed conduits, and navigation dams. Tabulations, reports, and 
charts are generated and may be displayed locally and also are placed in the data base. Stage 
forecasting will employ the HEC-RAS (River Analysis System) software package (USACE, 1996) 
and UNET (USACE, 1996). Later, KC-RAS will have unsteady flow capability and will supplant 
early WET applications, such as in the Mississippi Basin forecast model (USACE, 1997). Flow 
and stage forecasting are depicted in Figure 1 by the HMS and RAS boxes in the FSF circle. 

Reservoir &stem Simulation: The reservoir simulation module will perform individual reservoir 
and reservoir system analysis for fixedlprescribed operation or rule-based operation at the option of 
the user. A major feature will be incorporation of a generalized rule editor capability to enable 
highly flexible (boolean-type) specification of operation mles. Typical reservoir physical features 
and operational characteristics will be accommodated to support flood, hydropower and other low- 
flow/conservation operations. Real-time/forecasted flow data will be retrieved from the data base 
and model working files, operations performed, and results (time series of reservoir storage, stage, 
releases, power generation, etc.) posted back to the data base. Reports may be genemted locally and 
posted to the data base. A new object-based flood operation algorithm will be developed. Existing 
conservatiodlow-flow sofiware packages are under consideration for integration into the WCDS. 

Flood: The flood impact module will estimate flood damage impacts from 
alternative forecast and operation scenarios, and post-flood event or flood season project 
accomplishment analysis. Flood stage and flooded area data will be retrieved from the data base 
and processed with flood plain information of infrastructure, damage potential, and population/ 
occupancy to generate reports and displays by predefined polygon areas. These areas can be damage 
reaches, political jurisdictions, and habitat or other impact zones of interest. Urban, agricultural, and 
environmental Ioss/information functions form the basis for the analysis. The loss functions may 
be developed from struchuelsite specific inventories, or developed via GIs analysis. Report and 
graphics may be generated locally and are also posted to the data base. Flood impact and related 
analysis are depicted in Figure 1 as boxes labeled FIA and GIs within the FSF circle. 

B V i s u & a t i o n  Interfu: This module performs the command functions. It provides 
the interface between the user and the various components and operations of WCDS to enable 
access, control, display, visualization, and management to be performed quickly and easily. The 





conccpt; deveIopment/testing; deployment; and operation and maintenance. Documentation required 
for milestone review and decisions includes: needs statement; economic analysis; management plan; 
system description; t~lecommunicationslsec~ity plan; manpower/skills impact; testinglvalidation 
plan; and progress reporting metrics. The WCDS modernization project is in the proof-of- 
conceptldevelopment phase scheduied for a milestone decision early next year. This decision will 
validate concepts, approve full development, and authorize fielding of interim products. Responsible 
authorities for the project arc: Milestone Decision Authority - Deputy Chief of Engineers, Corps 
headquarters (HQUSACE); Program Manager - Hydraulics and Hydrology Branch, HQUSACE; 
Software System Developer - HEC; and System DeploymenllSupport - HEC. 

Because the WCDS is the primary decision support system of the Corps field water control 
comrnuni ty , a number groups have been mrnmissioned to ensure direct field input to and a degree 
of control of the project. A senior field advisory group drawn from division offices meets 
periodically to provide policy guidance and advise on critical corporate issues. Another group, the 
Corps User Representatives Group (CURG), drawn from district and division staff, prepared the 
system requirements specifications and meets periodically to update rcquiremcnts, monitor progress, 
provide more detailed consultations on specific technical issues, and to later oversee testing. 
Another CURG activity (performed by groups formed into System Design and Testing - SDT - 
teams) was to prepare conceptual designs for the WCDS modules. Coordination and information 
dissemination is achieved through monthly nation-wide (call in) conference calls, maintenance of 
a Web site containing updated postings of meeting minutes, project documents, and drawprototype 
products. An E-mail discussion group for the WCDS modernization project is also operational. 

WCDS modernization is a decade-long project begun in 1991 and targeted for complete deployment 
in 2001. Hardware replacement began early and porting of existing WCDS sofhmre was completed 
shortly thereafter. Funding shortages hampered new software development until the project began 
in earnest in FY 1997. Development and deployment is now occurring on an incremental basis with 
a number of new products now being field tested. The WCDS modernization project will cost $25 
million with the software development component estimated to cost about $5 million. 
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INTRODUCTION 

The National Weather Service (NWS) has recently utldertaken a demonstration project of the new Advanced 
Hydrologic Forecasting System (AHPS). The four objectives of this demonstration were to provide new probabilistic 
long-range forecast products, to integrate long-range meteorological climate forecasts into long-range hydrologic 
forecasts, to include short-term quantitative precipitation forecasts (QPFs) into the hydrologic forecasts, and to 
demonstrate a flood inundation mapping technology. This paper will address forecasting methods and tools that 
satisfy the first three objectives. 

The NWS forecasting activities are supported by the National Weather Service River Forecast System (NWSRFS), a 
continuous forecasting system that provides real-time predictions of river flows and other variables used in 
producing river and flood forecasts. The system includes a Calibration System (CS), an Operational Forecast System 
(OFS), and an Extended Streamflow Prediction (ESP) component. ESP produces probabilistic forecasts of 
streamflow based on the assumption that historical meteorological data are representative of possible future 
conditions. 

The Extended Streamflow Prediction Analysis and Display Propam (ESPADPI was developed as part of AHPS to 
analyze ESP forecasts and to incorporate both short- and long-range climate prediction and QPF products into 
hydrologic forecasts. Products generated in ESPADP include time series realizations of future hydrologic 
conditions, also called traces, probability interval plots, expected value plots, and exceedance probability plots for 
selected variables over varying time intervals. Together, ESP and ESPADP provide tools for forecasters to generate, 
review. and produce probabilistic hydrologic forecasts which can incorporate climate forecast products. 

NATIONAL WEATHER SERVICE RIVER FORECAST SYSTEM 

Overview: The models and databases in NWSRFS comprise a continuous, conceptually-based, lumped parameter 
forecasting system. Forecasts can be produced on time steps ranging from 1 to 24 hours. The River Forecast System 
(RFS) databases manage four types of information: (1) observed data for all stations in the data nehvork, plus some 
forecast and projected values; (2) parametric data for data preprocessing functions; (3) data in time series format as 
needed by the models; and (4) tnodel parametric information, rating curves, and the state variables (carryover) 
needed to initiate computations. 

The Calibration System: The calibration system is used to develop the model parameters that are used by the 
models in OFS. It  also uses historical point precipitation and temperature data to produce historical time series of 
mean areal precipitation and temperature data which are used in ESP. The input data for the calibration system 
comes from historical records of meteorological data. When a watershed is calibrated, these historical data are used 
to make simulation runs at each forecast point for the historical record. By comparing these simulations to the flows 
that actually occurred, the user can manipulate the parameters of the various models in order to produce the 
parameter set which will most accurately reproduce the outflow from the basin. These parametric data are then stored 
and made available to the models in the operational forecast and ESP systems. 

N WSRFS includes three programs that help support the calibration process: the Manual Calibration Program (MCP), 
the Automatic Patameter Optimization Program (OPT), and the Interactive Calibration Program (ICP). MCP is used 
during initial calibration and helps the user identify effects of parameter changes on the simulation. OPT contains 
automatic parameter estimation programs and is used to refine the best parameter set resulting from the MCP 
program. 1CP provides a graphical user interface (GUI) based interactive tool for trial and error calibration. 

The length of record to be used for model calibration depends on the location of the watershed. However, the record 
should be long enough to contain climatic and hydrologic variety (extremely dry to extremely wet conditions) and 



recent enough to reflect current land use conditions. Experience with the model has shown that the most recent 20 
years of record is a desirable calibration period for most watersheds; howzvt.~-, I0 years of data oftcn will bc 
sufficient. The preliminary steps in the calibration procedure consist of subdividing the basin and deveioping the 
mean areal estimates of temperature, precipitation. m d  evapotranspiration based on historica! data sets. 

Unit hydrograph models are then used to determine how the outlet hydrograph responds to a precipitation event 
within the basin. Initial unit hydrographs are developed for each sub-basin using historical data. During the 
calibration process, these initial estimates are refined during the wail and error adjustment process. The final srrp 
beforc calibmtion is a water balance analysis on each sub-area. The water balance analysis calculates and compares 
the precipitation, runoff, and evapotranspiration for each sub-area in order to provide a final validation of the data 
before calibration begins. 

Experience with NWSRFS has shuwi~ that the best calibration strategy involves a combination o f  trial-and-error and 
automatic optim~zation procedures. The recommended procedure is  a threc-part calibration strateg! ddesigrled to 
overcome the disadvantages associated with the manual and automatic methods. The three parts consist of an initial 
stage that incli~des initial parameter estimation and trial-and-error calibration. an intermediate stagc employing 
automatic parameter optimization, and a final stage of manual and/or automatic parameter- line tut~ing. 

Model simulation runs made with the initial parameter values typically reveal significant errors between observed 
and simi~lated streamflows. Manual calibratiun contir~ues until consistent differences between the observed and 
simulated hydrographs have been removed. The initial stage of calibration should also provide parameter sensitivity 
illfanation so that parameters having little effcct on the model output will not be included in optimization. 

111 the final stagc of calibration, the manual calibration program is run for the entire period of  record. Simulated and 
observed smamflows are compared to determure if bias is present in any particular flow range. Occasionaliy, 
additional trial-and-error or automatic optimization model tuns are performed. When no bias appears in the model 
results. the calibration i s  considered complete. 

The Forecast System: OFS is used to make real-time hydrologic hrecasts for periods extending hours 
or days into the future. The system consists of a number of databases, programs. and utilities that srore 
hydrotneteorological observations, processed areal time series estimates of rain and temperature. network and model 
parameter information, and current model states. Preprocessor functions contain the software r~ecessai-y tu create thc 
mean areal time series of precipitation, temperature, evapotranspiration, etc. The hydrologic, hydraulic, and utility 
software that produce the forecasts in NWSRFS are called operations. ,4n operation can be ahydrologic or hydraulic 
model, a time series cornputatinn program, or a statistical computation or display tool. 

Operations: The calibration, OFS, and ESP components all use an operations table concept for organizing the 
model computations. The operations table is a control struchre that allows the hydrologic models to be executed in a 
sequence the user dete~il~ir~es to be best for modeling a particular watershed. An operation can be any computational 
algorithm that produces or modifies a time series or displays results. Operations include the following: 

1 .  Hydrologic or hydraulic models of processes, such as snow accumulation and ablation, soil moisture accounting, 
temporal distribution of runoff, channel routing, or river ~tleclrimics 

2. Procedures for dispia)ing model output or computing statistics inrolving model output or observations 

3. Algorithms that perform basic computations with time series data, such as addition, subtraction, weighting data 
values, and changing time intervals 

The operations table concept has other advantages for streamflow forecasting. The operations table allows new and 
existing models and procedures to be tested in parallel; results from the new technology can easily be compared to 
the old. Once a decision has been made to implement a new methud over an entire basin, the process can occur in an 
incremental fashion. Different operations can be used in different parts of the watershed area, yet the user interface 
remains the same. Similarly, different operations can be used in different parts of a basin due to differences in 
hydrologic and climatic conditions. Example operations that may be included in modeling a basin are the N WS snow 
model. the Sacramento Soil Moisture Accounting model, and the NWS dynamic routing model. 



Interactive Forecast Program: The Interactive Forecast Program (IFF) includes a GU I that lets the user make run- 
time adjustments, or MODS, to the system in order to fine tune the forecast based on the user's best judgment and 
knowledge of the watershed. This interface provides the user with information necessary to make decisions about the 
accuracy of the forecast and the capability to quickly and easily put those decisions into action. 

The IFF displays include more than just a sub-basin hydrograph. A table of the plotted hydrograph values is 
provided, along with a map  of the sub-basin boundaries and a schematic diagram showing the connectivity of the 
sub-basins. This schematic diagram shows the identifier of each sub-basin in a box. The color of the box represents 
the flow status of the main river in the sub-basin. When the forecasted stage or discharge in the river exceeds a 
predefined ft ood thresholds, the box changes color to immediately warn the user of the flow conditions. A similar 
situation can be enabled to warn of low flow occurrences. 

The steps involved in preparing a forecast include: 

Storing real-time data on the appropriate databases 
Creating mean areal time series of precipitation and temperature 
Running the OFS programs to update current watershed states 
Running IFP to produce forecasts, display results, and make adjustments 

Extended Streamflow Prediction: The ESP system uses the CS historical time series data and the OFS parameters 
and current conditions to produce long-range probabilistic hydrologic forecasts for user-specified periods. 
Implementation of ESP was a key element of the success of the AHPS demonstration project. ESP i s  tinked to OFS 
and CS by databases and basin parameters. ESP uses the basin and network parameters and the current watershed 
states from OFS combined with the historical time series of precipitation, temperature, potential evapotranspiration, 
and river data from CS. 

Simulations in ESP start with the current watershed states from OFS. The historical meteorological data time series 
are then applied to the basin, with each year of historical data producing a simulation trace. If, for example, 40 years 
of historical data are available, 40 individual traces would be generated. each trace conditioned on the current 
watershed states. These 40 traces can then be analyzed to produce probabilistic Forecasts about watershed conditions 
ranging from I day to I year in the future based upon today's watershed states. 

EXTENDED STREAMFLOW PREDICTION ANALYSTS AND DISPLAY PROGRAM 

Obiectives: ESPADP was designed and developed to provide a tool that would enhance the capability of NWS 
river forecast centers (RFCs) to produce accurate, extended water resources forecasts and increase user confidence in 
and understanding of probabilistic forecasting methods. 

Overview: ESPADP is an analysis package designed to provide statistical and graphical analysis o f  time series data 
in general, and of ESP time series in particular. The package is intended to meet the needs of operational forecast 
hydrologists by providing meaningful data analysis and forecast products. ESPADP runs either through a GU1 01. in 
a command line batch mode. Both methods allow for interface with time-series data of a wide variety of type. 
duration, and time step. Temperature. precipitation, river stage, streamflow, and reservoir pool elevation are just a 
few of the data types that can be processed. Functionality within ESPADP allows for the development of custom 
analysis and for the inclusion of climatic tbrecast products within the hydrologic forecast. Users can compare model 
simulations (conditional simulations), calibration simulations (historical simulations) with observed data sets. and 
statistics over identical analysis and time intervals. 

Analysis Tools: ESPADP provides a wide array of arlalysis capability. Data can be read in from ESP output or 
f?om ASCII file formats. Because of the probabilistic nature of ESP output, time series are broken up into sequences 
of realizations. ESP might be used to provide a forecast over 90 days using as many years of historical data as 
necessary. ESPADP processes each year of simulation as an independent trace. Figure I presents the ESPADP 
analysis window with 43 years of traces originating from an ESP analysis. The traces, commonly referred to as a 
spaghetti plot, represent possible realizatioru of river stage at 14th Street in Des Moines. Iowa. The forecast period 













MPLICATlON OF A CONTlNUOUS SIMULATlON WATERSHED MODEL 
FOR NEAR REAL-TIME FLOW FORECASTING AND DAM OPERATION 

By H. Vernon Knapp, Senior Hydrologist State Water Survey, lllinois Depament  of Natural Resources. 
Champaign, IL; William W. hce ,  Engineermg Stuhes Unit Manager, 

Office of Water Resources, lllino~s Department of Natural Resources, Springfield, IL 

The FOX Chain of Lakes and the Fox River, located 40 miles from Chicago in northeastern Illinois, have long been 
popular for boating, fishing, and other recreational activities. Over the years there has been considerable residential 
development along most of the flat shores of the lakes and river, thus floodwater levels have become aa issue of 
great concern. During the warm season, high water levels also restrict recreational boating, which provides a 
valuable economic resource to the area. Stratton Dam, located on the Fox River seven miles downstream of the 
Chain of Lakes, partially controls the outflow of water from the lakes. The primary function of Shatton D m  has 
been to maintain the recreational pools in the lakes, but flood control management has become an increas~rigly 
important secondary funct~on. Figure 1 shows the location of the dam, the Chain of Lakes, the watershed upstream 
of the lakes, and the hydrologic monitoring network. 

The flow in the Fox River is sluggish, even during flood conditions. The average slope for most of the rlver's 
length is less than 0.5 feet per mile. and there is a considerable amount of off-channel storage of water. The time to 
peak following a uniform rainfall over the watershed is 3 to 4 days, but a substantial quantity of flow originating in 
the northern part of the watershed continues for an additional week. Most floods have composite hydrographs, 
combining successive rainfall/moff events. Flood conhtions are most common m early spring, and many of the 
largest flood events have occurred from a combination of rainfall and snow melt. 

Previous analyses have indicated that the use of flow forecasting can have important benefits for reducing flood 
damages for the Chain of Lakes. Application of an unsteady flow routir~g modet for the Chain of Lakes (Knapp and 
Ortel, 1991) has indicated that, with an advanced warning of an approaching flood, Stratton Dam could be operated 
to reduce lake levels by up to 0.5 foot prior to the arrival of most of the floodwaters. This would lead to a nearly 
equivalent reduction (0.4 foot) in the peak stage for major floods. Thls relatively small decrease in the peak stage 
produces a significant reduction in flood damages. 

Most applications of flow forecasting systems make predictions of flow conditions for lead t ~ n e s  o f  less than 24 
hours, employing real-time data collection systems for measuring precipitation and streamflow, and preparing 
forecasts within minutes or hours after a rain event. Given the watershed characteristics and hydrodynamics of the 
Fox R~ver, there is a greater need for longer flow forecasts, for as much as one week in advance. An existlng 
continuous simulation watershed model of the Fox River bastn (FRHM), developed at the Illinols State Water 
Survey (Knapp, et al., 199 l),  was modified for use in devclaptt~g these forecasts. Parameter adjustment procedures 
were developed to more closely match model output with observed flows, thereby giving the model a near real-t~me 
forecast capability. The FRHM forecast is developed using the preexisting network of streamflow and prec~p~tation 
gages. Two of the stream gages, at New Munster and Spring Grove, are located immediately upstream of the Cham 
of Lakes, and collectively measure flow from 80% of the watershed. Model calibration and parameter adjustment 
procedures focus on matching the observed flow at these two gages. 

Givcn the hydrologic response of the watershed, it is possible to create forecasts the day following a precipitation 
event md still take advantage of most of the flood reduction capability provided by dam operation. By using 
prec~pltation data that has been measured within a 24-hour period, termed as near real-rime forrcnsting, more 
common daily precipitation gages cm be used to provide input into the model. These daily precipitation gages can 
provide a more complete coverage of total precipitation over the watershed with less need for installing a network of 
recording precipitation gages with telemetry. 

This paper presents thee  aspects of the development and application of the model: I )  the parameter adjustment 
procedure used in forecasting, 2)  use of available precipitation data for creating the flow forecast, and 
3) the use of the forecasting results m the decision making process for operating the dam. 



Figure 1. Location of the Fox Chain of Lakes and monitoring network 



PARAMETER ADJlJSTMENT PROCEDURE 

Predicting the amount of srreamflow associated with a given precipitation event (or set of events) is intrinsically an 
uncertain process. Even if accurate estimates of precipitation and other contributing climatic factors were available 
over the watershed, hydrologic prediction models would be unable to replicate a11 the complex responses that result 
In the generation of streamflow. Thus, the predicted streamflow amount will to some degree always differ from the 
coinciding observed flow in a stream. 

Four basic errors can lead to an incorrect flow forecast: I)  inadequacy in the model's conceptual structure, 2) error 
or variation in the estimation of appropriate model parameters. 3 )  streamflow and precipitation measure-ment errors, 
and 4) error in estimating the average watershed precipitation, or other climatic variables, from point observations. 
The impact of any of these errors in the modeling process is persistent, such that an error that affects today's (01 this 
hour's) streamflow prediction wiIl also likely affect flow predictions for a limited amount of time into the future. 
The adaptive approach in modeling uses th~s persistence characteristic to improve the estimation of future tlows. 
By adjusting the model parameters to more accurately portray the present flow conditions, it is expected that the 
same adjusllent will reduce model error as applied to the short-term flow forecasts. 

Emphasis was placed on ident~t'ying the type of hydrologic condit~on being s~rnulated at any one time and the set of 
model parameters that can most effectively address the model error under this condition. This identification process 
was conducted using a manual process for adjusting parameters over portions of the historical flow record. The 
model operator was able to determine the parameters that would most efficiently produce the desired moditications 
atld also make "hydrologic sense" given each set of circumstances. Also. by focusing on the most appropriate 
parameters for a given situation, the adaptive process required a relatively small number of iterations, with the 
potential for being more time-efficient for used in an operational framework. 

Four parameters were identified as being most efficient in model adjustment over the range af all flow conditions: 
1) BFADJ. which adjusts the baseflow release rate from the upper and lower subsurface storage, 2)SMXADJ, which 
adjusts the amount of infiltration and rainfall excess from a rain event, 3) SMULT, which adjusts the ratio that 
separales subsurface seepage going to interflow versus groundwater storage, and 4) TFADJ, which adjusts the 
average daily air temperature, which determines the separation of ramfall and snowfall during winter precipitation 
events, and influences the rate of snowmelt and ground thaw. Initially, there were no adjustments made that would 
alter the mass balance of water within the model, i.e. state variables such as soil moisture and groundwater storage 
were not adjusted. Thus, the integrity of the moisture accounting within the continuous simulation model could be 
maintained. This limitation was eventually considered too restrictive, and was relaxed to permit storage adjustments 
following extended periods of forecast overestimation or undercstunation. Adjustments in precipitation amounts are 
also being considered in liniited cases where parameter adjusment is ineffective. 

For automated adjustment of parameters it is necessary to develop and use: (a) a mathematical routine to optimize 
the set of parameter values, (b) a set of rules to define which parameters to change and the magnitude of the 
mod~fication, preferably in combination with, or (c) a combination thereof. The experiences in manual calibrat~on 
suggested that use of optmization techniques alone would likely be inefficient and difficult to employ. An 
automated process was developed that uses a set of rules developed by the model operators to modify parameters. It 
is desirable that nonlinear optimization algorithms be added in the future, in combination w ~ t h  the existlng set of 
rules, to reduce the number of iterations needed to arrive at an optimal set of parameters. As w~th  most watershed 
model calibrations, there is generally no unique solution (or set of parameters) when adjusting parameters. The goal 
in parameter adjustment, therefore, is to come up with a credible set of parameters that cause the sirnulabon error to 
be less than a set threshold vabe. 

The magnitude of the reduction in the forecasting error associated with the manual and automated parameter 
adjustment processes has not been fully analyzed. However, several conclusions can be reached. First. the 
automated parameter adjustment process is not as reliable as manual adjustment for matching observed streamflo~sa. 
Second, a model's operator should have routine experience its forecast applications and parameter adjusment 
procedures to most effectively use the model during flood events. Third, for best results the watershed upstream uT 
the New Munster gage should not be adjusted in a lumped manner. Thus, the addition of one or two stream gages 
with telemetry upstream of New Munster would greatly improve the forecasting procedure, and may thereby reduce 
the dependence on manual adjustment. 



EVALUATION OF PRECIPITATION DATA FOR USE IN FLOW FORECASTS 

There are three basic categories of precipitation available for use in flow forecasting using the FRHM model: 1) that 
measured at precipitation gages located in and near the watmhed; 2) precipitation estimated from radar data; and 3 )  
quantitative forecasts of expected precipitation during the next 24- to 48-hours. The two basic concerns when 
analyzing the usefulness of precipitation data are the accuracy in both the precipitation data and the resulting 
streamflow forecast, and the lead time of the forecast. The precipitation gaging network provides accurate rainfall 
at the point of measurement, but only a few gages have telemetry and there may be a one-day delay before most 
other data is available. There is also the concern of whether this location-specific data provides the best spatial 
estimate of watershed precipitation. Radar-based data can provide a spatial estimate of the precipitation in a timely 
manner, but may lack the accuracy of gage measurements. The use of quantitative precipitation forecasts provide 
the greatest amount of lead time, but can introduce considerable uncertainty into the streamfIow forecasting process. 

Present Precinitation Gapinp Network. Figure 1 presents the location of precipitation gages in and near the Fox 
hve r  watershed that are active as of August 1997. Two additional gages, New Munster and Spring Grove, are 
located at USGS stream gages and provide real-time data during the warm season of the year. The Milwaukee and 
McHenry gages are recording gages which provide year-round, real-time data. The other gages shown in Figure 1 
are measured daily. 

For the eastern and southern portions of the Fox h v e r  watershed, the available gages provide precipitation data for 
roughly every 50 to 100 square rmles, considered a good density of coverage for a watershed this size. In the 
northern and western portions of the watershed, in Wisconsin, the gage density is reduced to about 200 square rn~les 
per gage. Obtaining additional rainfall data from the central and western portions of the watershed should be a 
priority for developing accurate forecasts, as the estimation of watershed precipitation usually produces one of the 
largest errors in the flow forecasting process. It can also be expected that any erron in estimating the watershed 
precipitation will be magnified when calculating runoff. A doubling the number of gages in this region should 
reduce the error in the precipitation estimate by about 50%, as estimated by both Fontaine (199 1) and Huff ( 1970). 

Evaluation of Available Radar-based Prwidtatlon Estimates. Radar-based precipitation (RP) estimates for the - 
northeastern Illinois and southeastern Wisconsin area were obtained for the period August 1995 through May 1997. 
Twenty-four hour precipitation estimates were obtained to match the daily rainfall amounts available at most rain 
gages. RP estimates for over 50 precipitation events were gathered. Nineteen evenrs, having either measured 
precipitation amounts or RP estimates in excess of 0.5 inches, were used in the following analysis. 

The RP estimates and measured rainfail were compared for six gaging locations in ox near the Chain of Lakes 
watershed. The average ratio between the RP estimate and the measured precipitation (defined as the radarlgage or 
WG ratio) for the selected 19 events and 6 gaging locations was 1.78. The RP estimates overestimated the 
measured precipitation in 78 percent of the gage comparisons. Variations in the RIG ratio between gages do not 
appear to be related to distance from the radar or any other easily-identified geograpluc pattern. The tendency for 
the RP to overestimate precipitation was greatest during summer events (June through August), with an average WG 
ratio of 2.14. The RP underestimated precipitation during the winter season (November through February), with a 
ratio of 0.88. This winter ratio matches closely with the findings of Fortune et al. (1995) for cool-season strat~form 
events in northeastern Illinois. WG ratios for the spring and fall seasons were 1.53 and 1.94, respectively. 

Table I compares the radar precipitation estimates with the observed precipitation for the six largest storms for 
which complete data were obtained. In most cases the RP estimates give a reasonable representation of geographic 
differences m the ramfall, even when the absolute magnitude of the W estimates may be poor. The average RIG 
ratio for these six large events, 1.82, is not much different than the ratio for all storms. 

Example of Error in the Flow Forecast using RP Estimates. The FRHM Model was used to produce flow 
forecasts for the May 10, 1996 event using: 1) RP estimates, 2) measured precipitation, and 3 )  the RP estimate 
adjusted usrng observed data from two real-time precipitation gages. In Figure 2, the flow forecasts using these two 
types of precipitation data is compared with the observed streamflow at the Fox River near New Munster. In 
general, the flow forecasts based on the measured rainfall compare favorably with the observed flows. The RP 
estimates are considerably higher than the measured precipitation. Thus, the flow forecasts using the RP estimates 
s~gnificantly overestimate the eventual observed flow. 



Table 1 .  Comparison of Radar-Based Recipitation Estimates (RP) and Measured Precipitation (MP) for 
Six Major 24-Hour Events 

August 29,1995 May 10, 1996 July 18, 1996 

Precipitation 
gage 

Mt. Mary College 
Oconornowoc 
Burlrng ton 
Harvard 
Lake Villa 
McHenry 

Precipitation 

Mt. Mary College 
Oconomowoc 
Burlington 
Harvard 
Lake ViIla 
McHenry 

RP MP 
(inches) (inches) 

R/G 
rario 

RP MP 
(inches) (incheq 

RP hfP R/G 
(inches) (inches) ratio 

October 17, 1996 February 21,1997 May 1, 1997 

RP hfP 
(inches) (inches) 

(3.8 0.51 
2.0 1.13 
1.5 0.41 
1.5 0.91 
1.0 0.76 
1.0 0.51 

R/G 
rntio 

1.57 
1.77 
3.66 
1.65 
1.32 
1.96 

RP MP 
(inclws) (inches) 

1.0 1.01 
1.3 1.41 
1.3 1.13 
1.3 1.43 
1.5 1.70 
1.5 2.06 

R/G 
rario 

0.98 
0.92 
1.15 
0.91 
0.88 
0.7.3 

RP MP 
(inchesj (inchesj 

0.9 0.94 
1 .o 1.20 
1 .O 0.97 
1.0 0.87 
1.2 1.51 
1.0 0.96 

R G  
ratio 

0.96 
0 83 
1.03 
1.15  
0.79 
1.04 

Based on the present operation guidelines, the inflow forecast for the Chain of Lakes usmg the May 10 radar 
precipitation would be almost great enough to warrant the onset of flood operations at Stratton Dam. In other 
words, this would be close to creating a "false alarm," incorrectly estimating that flood conditions were impending. 
As shown in Figure 2, the accuracy of the flow forecast simulation using the RP estunates is much better when 
adjusted using adhtional "ground-truthing." In this example, the Milwaukee and McHenty precipitation gages were 
used to adjust the RP estimates. The use of only two gages to adjust the WG ratios for the entire watershed was 
designed to most closely reproduce the present real-time forecasting capability of the watershed. As more measured 
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Figure 2. Forecasted and observed flows for the Fox R~ver  near New Munster; May 9- 17, 1 996. 





USE OF THE FLOW FORECASTS IN DAM OPERATION 

The flow forecasts can be used for operation decisions in the two following manners. First, the flows can be used as 
input in an unsteady flow routmg model (FEQ) that was developed for the Chain of Lakes, to predict the eventual 
stage of fioohng and examine the impact of various operation policies. This use is highly dependen1 upon the 
parameter adjustment process, since flotrvs predicted by the FRHM model must closely match observed condit~ons. 
The second use of the flow forecasts is as an ind~cator to predict the probability that flooding condjt~ons wlll occur, 
thereby triggering a predetermined response for flood control operations. The second of these uses is discussed 
below. The estiniation of flood probability currently uses the unadjusted flow forecasts, slnce the potential impact 
of parameter adjustment on this estimation has not yet been fully evaluated. 

Schemes for dam operations are necessarily based on the probability of crrtain events occurring or not occurring, 
since none of the available information provides perfect foresight of future conditions. A primary goal In flood 
control operations at Stratton Dam is that the estimation errors do not cause flood damages above that which would 
occur without the use of the flow forecast. There is no vital need fur the forecasting system to provide evacuation 
warnings, and the overall reduction of flood levels is the primary operatton objective. 

Flood forecasting terminology normally defines three categories of success or failure of the forecasting system: hits, 
misses, and false alarms. A "hit" is a flood that is properly forecasted as an oncoming flood event, a "miss" is a 
flood event that is not forecasted to reach flood levels, and a "false alarm" is an event that is forecasted to be a 
flood, but does not reach flood levels. For Stratton Dam operatioils, a false alarm is a potentially more harmful 
outcome than a miss. In the case of a hlse  alarm, it is possible that the gates could be opened in advance of the 
expected flood waters, causing downstream flooding in situations where flooding would not have otherwise 
occurred. In the case of a rntss, it is expected that the flood control operation at Stratton Dam will precede in 
essentially the same manner as d did without the use of the flow forecast system. Thus, wh~le  there is no advantage 
gained by such a forecast, there is no additional damage caused. 

Relationship between the Flow Forecast Peak and Exaected Flood Levels. f;lowr In h e  Fox River watershed 
nerc simulated for the 48 year period. 1848-1996, uslng the FRHM model. The unadjusted h~mulated flow values 
are used as surrogate values for the flow forecasts that would have been ava~lable in the days preceding flooding 
events. Over the 48-year period, there are 31 flooding events m which the peak stage In the Cham of Lakes exceeds 
the flood stage of 738.5 feet. In eighteen events. the peak stage exceeded 739.0 feet, arid there are nine major flood 
events in which the level in the upper lakes equaled or exceeded 740.0. The duration of flooding has ranged from 
one day up to 39 days. 

Table 2 shows the relationship between the peak discharge of the flow forecast and the maximum flood stage 
tvcntually observed in the Chain of Lakes. In all ~ e l v e  histor~cal cases when the forecast inflow peak exceeds 
7000 cfs, the upper lakes exceed the flood stage of 738.5 feet, and in 10 of the 12 cases, the eventual flood stage 
exceeds 739.0 feet. As the magnitude of the inflow forecast decreases, the relative certainty of oncoming flood 
conditions also decreases. When the forecast peak u between 6000 and 7000 cfs, there is only a 70% chance that 
flood conditions will also arrive. 

An examlnatlon of Table 2 indicates that in every case when the flow forecast exceeds 5000 cfs, the level it1 the 
upper lakes can be espected to exceed 738.0 feet. Based on histor~cal operation practices, whenever the upper lakes 
reach an elevation of 738.0 feet, the outflow from Stratton Dam is increased to approximately 3000 cfs, w h ~ c h  1s tlie 
maximum outf7o~ that wtll not cause downstream flood damage. Thus, I I  1s recormnended rhat the gate openings dt 

the dam be ~ncreasrd to release 3000 cfs whenever the flow forecast exceeds 5000 cfs. Gwen this flow forecast 
there rs J 70% probahillty that flood conditions will eventually develop, and by opening the gates early the lake 
storage can be rrduccd slightly, with the potentla1 benefit of lessening or avoiding future food damages. 

Table 3 shows the relationship between the threshold value used to tdentify an oncoming flood event and the 
number of hits, misses, and false alarms created using that threshold value. Use of a higher threshold flow value 
(7000 cfs) for gate operations will provide for a conservative use of the flow forecast model but will assure that 
there are no false a l m s .  This conservative policy would still correctly anticipate of all major floods, even though 
fewer than half of all historical flood events would be forecasting "hits." Use of a more aggressive operation pol~cy, 
using a lower threshold value, would Increase the probability that gates were opened early for all flood events, but 



Table 2. Probability of Flooding on the Chain of Lakes based on the Forecast's Peak Flow. 

Peak discharge 
of forecast (cfs) 

Flood stage in fhe Chaij~ ot'L akes is 738.5 feet 

Maximum water level of flooding 
>738.0 B738.5 >739.0 

Table 3. Flow Forecasting Success based on the Threshold Level used to ldentify Flooding Conditions 
(when the water level in the Chain of Lakes exceeds 738.5 feet) 

Threshold flow (cfs) Hits Misses False Alarms 

would tncreasr false alarms. It is recommended that the conservative forecast approach. using the 7000 cfs threshold 
value, he adopted until the potential flood damages of false alarms can be evaluated. Uslng this operation approach, 
all gates at the dam would be fully opened, allow~ng maximum outflow, whenever the forecast peak exceeds 700 
cfs. Knapp and OrteI (1992) estimated that an advance warning of oncoming floods for the Chain of Lakes, 
forecasted within 24 hours following the observed precipitation, can lead to an average 0.4 foot reduction in peak 
levels in the Chain of Lakes for major flood events. As noted before, this stage reduction produces a significant 
decrease in flood damages. The average flood reduction potential for minor floods is approximately 0.2 foot. 

Basic operation guidelines discussed herein include: 1 )  opening gates to the maximum setting when the forecast 
peak inflow exceeds 7000 cfs, 2) opening gates to produce the maxmurn outflow that will not cause downstream 
flood damages (3000 cfs), whenever the forecast peak milow exceeds 5000 cfs, and 3) operating the dam following 
current procedures, based on observed inflows and lake stages, whenever a minor flood cannot be anticipated using 
the above condition. More complete dam operation guidelines using the flow forecast and existing 
hydrometeorological conditions in the watershed were developed and given in Knapp (1998). 
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Abstract: Flowin tidalreachesishjghlyunsteadyandthechannelgeometryistt~uchcomplex. By 
describing its hydrodyna.mics with the St. Venant type equations, and its constituent and sediment 
concentrations with cont i~luj  t y  equations, one can formulate a set of governing PDEs. Consider- 
ation of various constituent-dist ri bution patterns gives different forms of continuity equalion for 
constituent discharge, each reflecting different mixing patterns. These equations are subsequently 
transformed to a set of corresponding characteristic equations. Using the Multimodc Method of 
Characteristics of the Second kind (MMOC-II),  a comprehensive tidal flow model has been devel- 
oped. The model performs its flow computation in two steps; computes the unknowns first at all 
junction and boundary points, and t hen  at the interior grids reach by reach. Designed as a mod-  
ular type, computational blocks for a certain numerical method can be replaced by those of other 
numerical methods. The model, intended for use i n  ,flood forecast and hindcast, should be built 
exact and precise, which is important i n  the real-time simulation. Because for an effective forecast 
the computation must start immediately with reliable initial conditions, must have sufficient com- 
putational resolution to determine accurate evacuation area and time, and so forth. The present 
comprehensive rnodel can be applied to many other purposes than flood-flow simulation, and such 
model use is supposed to  be more than just economical and efficient; for some applications it would 
mean performing better than a specialized model. 

INTRODUCTION 

Flows in estuaries and tidal reaches are exceedingly complex. As population density intensifies 
and industry, transportation, and other social activities congest in this area, the impact caused by 
natural hazards and the damage induced by human stresses multiplies. An effic.ient and reliable 
numerical model to simulate Aows in tidal reaches is surely i n  great demand. The model must 
be sufficiently powerful to compute intricate estuarine flows, and also sufficiently comprehensive 
to simulate a variety of flows i n  a wide range of topographical conditions. The latter require- 
ment is not merely for economy and flexibility, but a necessary condition for a truly workable. 
flood forecasting model, as may seem contrary to a common notion that a specialized program 
serves better for a specific task. The purposes of this study, therefore, are two fold: To develop a 
powerful numerical model by applying a newly derived numerical scheme; and  to implemenl it as 
$ comprehensjvk model that can serve continuously for long-term operations for varied flow regimes. 

BASIC EQUATION SETS 

A brief review of Lai and Wang (1995) stales: If a third dependcnt variable, 1ongiLudi11;tUy i ,aried 

fluid density, p = p(x ,  t ) ,  is added to the original t w o  dependent variables ol' Ihr unsteady,  (ixed- 
bed, open-channel flow equations, e.g., flow depth, h = h ( x ,  t ) ,  and flow vclor i t~, ,  11, = ~ ~ ( x , t ) ,  a 
:3-unknown-3-equat ion sy stern ran bcl formulated for the  nivim,~ bl r -  hcd ( a b t 3 .  13y f u r l  I ipr  ; t ssumi~ig  

different dcgrces of f ow mixing or dr~nsi ty  stratification, can o r ~ c .  d e r ~ v r ~  r o ~ r r  .sc ,~s c lC ~i r l s t , c :~dy  ojjerl- 

char~ilel  flow equations for f o u r  difit:rerlt casc!s o f  longiturlin,tllv varirlcj R r ~ i d  dpnsr l y  



1 CASE I Constituents in the flow are assumed well mixed, varying 
only in the longitudinal direction. The three partial differential equations (I' DE) are, respectively, 
the equation of continuity ior consti tuent-laden flow, the equation of con tinujty for constituent 
discharge, and the equation of 1notio11 for cons tituen t-laden flow, 

in which distance, x, and time, 1 ,  are the two independent variables, A = A[h(x ,  t),x], is cross- 
sectional area, B,  the channel top width, H I =  AIB),  hydraulic depth of the cross section, A; = 
( d A / d ~ ) ( ~ ,  the nonprismatic factor, q and p are the lateral inflow per unj t length and its density, Sb 
and Sf are the bed slope and frjction slope, respectively. The symbol p, stands for density of clear 
water, c, and c, for constituent concentration in channel flow and in lateral inflow, respectively, g 
for the acceleration of gravity, h for depth of the centroid of cross section, and v = u - u', where 
u' is the x-component of lateral inflow. 

Flows of Partially-Mixed Type - 1: CASE I1 In addition to advection of constituents, their 
dispersion effects are also assumed significant. The equation of continuity for constituent discharge 
in Case 1, (2), is then replaced by: 

in which Ap = p - p,, Ap = p - pw, Tz = Apu - 2D,c, G2 = Tz - D,Hch, lrtz = Ap - Docu, 
0 2  = u - DOG, Do = a longitudinal dispersion coefficient assumed as constant here, and r = ( 
applicable only to the dispersion term), ru = 5,  . . . 
Flows of Partially-Mixed Type - 2: CASE I11 The third case is about the same as the 
8econd case except the longitudind dispersion coefficient, D/ = Dl(x,  t ) ,  is assumed linearly depen- 
dent on the longitudinal constituent gradient, a c , / a x .  The equation of continuity for constituent 
discharge can be derived as: 

in which f3 = Ap (u - K'E) - 2Dlr, i3 = T3 - D I H b  - HK1lPhc, 4 = Ap - Dl& - KtJV<,  
i P B  = u - Dlcp - K11Ppc, where K' is a parameter defined in Lai et al. (1995). This is again to 
replace (2) of Case I. 

Flows with Constituent Deposit and Resuspension: CASE IV The fourth case allows 
the constituents/sediments to deposit or to be suspended depending on the degree of saturation. 
If C = ((x,t) is the thickness of deposited constituent/sediment layer, the  three basic PDEs will 
contain four unknowns, h,u,p, and ( (Lai et al. 1995). Instead of seeking a fourth equation, the 
system is simplified to a case of 3-C, to match with the preceding three cases. Hence, D p / D l  z 0 
is aaaurned in the equation of continuity lor sediment-laden flow, and the effect af gh 2 is very 
small in the equation of motion. The resulting set is: 



ghz + ut + uux - ( p d / p ) ( u / f i ) C t  + g ( ~  + ( ~ / p ) ( g v / A )  + g(Sj - Sb) = 0 Is)  
in which p d  = density of deposited constituent layer, @4 = Ap + p h H ,  R4 = Ap + puu, and 
j' = ( p c  - P ~ ) ~ ' ,  where p' = volume of sediment in unit volume of constituent/sediment layer. 

CHARACTERISTIC EQUATION SETS 

The four sets of governing PDEs are now transformed to the corresponding characteristic equa- 
tion sets (Lai et al. 1995). These are the compatibility equations, J j ,  j = I, . . . , IV, and the  
characteristic-direction equations, A;, i = 1,2 ,3 .  

CASE I: A linear combination of the three PDEs leads to  

in which Fl = aggregation of nonhomogeneous terms; p,  v = combination factor; and 

D / D t  = d / d t  = a/(&) + ( d x / d t ) a / a x  = a/at + (A)a/ax (10) 

Because the f uid is incompressible and in this case nondifiusive, Dp/Dt  = 0, and (9)  becomes 
decoupled two characteristic-equation sys terns: 

Dh c D u  
L * = - &  - - + F 1 - 0  - along A+ = (2) = u * c 

Dt g Dt f 

and Dp/Dt  = 0 ,  along A 3 = u .  

The latter system accounts for transport/advection of the cons ti tuents. 

CASE 11: A similar linear combination leads to the following compatibility equation, 

where Fz and D / D t  have the same meaning as in Case I. 

CASE 111: With exactly the same way as in Case 11, 

Case IV: For the fourth set of characteristic equations 

The last three characteristic systems are all coupled. After p, v ,  and the characteristic X arc 
determined for each case, the X should yield three distinct real values, representing three distinct 
wave components. Generalizing, the last three compatibility equations 

where Li = JI,, JrIr, J I v ,  can be defined along the three characteristics, 



NUMERICAL ALGORITHM FORMULATION 

Applying the multimode method of characteristics (MMOC)  (Lai, 1988a; 1994) to the  characteristic 
equation sets displayed earlier, the rorresponding four simulation models can be developed. 
CASE I MODEL:-Advectim- L)mttinated Flow Model: From (1  1) with approprlat P boundary 
conditions, h ( x ,  t )  and u(x, t j can be fclurtd for any ( x ,  t )  point using the MMOC (I,ai 1988a). Derl- 
sity particles, and thus concentrations, c , ( r , t ) ,  can then be obtained from Dp/Dt  = 0. For th r  
particle transport, either Eulerian or Lagrangian approach can be used. 
CASE 11 MODEL:-Advection-Dispersion Model (1): (Constant Dispersion Coefficient) For a iess 
well mixed flow the dispersiorl term is not negligible, and the  three-equation set becomes a coupled 
~ y s t c m  having three d i s t i n c ~  wave coraponennts (Lal, 1904) two hydrodynamic waves similar to 
the  C x e  I modcl, and a third wave which is a modified flow velvcity accounting for the non110- 
mogenuily of the fluid density. The  three dependent variables are nutt~erically integrated along the 
characteristics, A i ,  X2,A3 throligh use of (16). 
CASE; 111 MODEL:-Advection-Dispersion Model (2) :  (Variable Dispersion Coefficient) The third  
model can be treated in a similar manner as in the second modcl, but it is generally more strongly 
coupled, difficult to handle,  and prone to numerical instability than the second. 
CASE IV MODEL:-Movable- Bed M o d ~ l :  If p x pd = p is assumed, this set becomes essentially 
the same as the governing equation set i n  Lai (1991) for unsteady movable-bed Row analysis, a n d  
the same modeling technique applies. 

MODEL DEVELOPMENT FOR A COMPOUND-COMPLEX CHANNEL SYSTEM 

Equations for Compound-Complex Channels: A main stream annexes a  lumber of tribu- 
taries and branches upstream and divides into delta and braids or form islands or networks down- 
stream. To adequately simulate   in steady flow in the whole riverine and est uarinc systcrn, a model 
capable of handling a compound-complex channel system must be developed. Basic equations for 
some junction problems are assembled herein. 
Two-way Junction: The boundary conditions to  be satisfied at the junction are, 

in which subscript 1 or 2 indicates point before or after the junction, and a is the rninor head-loss 
coefficient . 
Multiway Junction: 'I'hc boundary conditions t o  be satisfied a t  the junction are, 

A Comprehensive Model for Large-Scale Flood Flow Sitnulation: llased on tt~c! array of 

Row and transport eqt~ations disl)l~yzd i n  the previous sectlcjrls and sut>sc~c.tinrts. ;l cornl~rt:ticrlsivcb 
coupled model can bc assernhlnd Tor 1arg~-sc;tlr  Rnods, as well as ot hrr t y  pcs of r~ v(?r irlr and est.ria~,- 
ine flow simulation. 1ndividu;iI roilli ncs ~ 1 1 t l  r~~nclcis. stir:h as the  f o u r  rnodcls dlsr:r~ssr:(l brCorc>. a.rt5 

first written, run, and tested; 11lc.n t hcy  rr! ,i.ssc:tnl~led, t t i tch individtlal one as a b u ~ l d i  ng h1or:k. int'c 



a comprchcnsive, large-scale model; which will eventually be consolidated to one coupled system 
for better approximation o l  the real world. More concrete procedures for rnodel implementation 
are discussed below. 

IMPLEMENTATION AND APPLICATION 

Implementation of b u r  Individual Models: As has just been mentioned, for the first step 
toward a comprehensive model development, the four numerical models were each implemented 
separately. The first model essentially involves use of two separate ready models, - an  unsteady 
open-channel flow model and a transport model - and hence, was first to  be pu t  to use. The four th  
model, being closely similar to Lai's dluvial channel flow model (Lai, 1991), was implemented irn- 
mediately following. The second and third models, both new and fraught with nu~nerical dificalties, 
required some efforts to  accomplish the development. 

Applications: Because the model implementation time and stage, and thc inpu t  and boudary 
data  requirements all vary, a variety of application examples exist. Only a few examples are out -  
lined. 
Case I Model: - (a) Delaware River reach between Torresdale and Delair [DLWJ (Keach length = 
9.14 km; Aug. 15-16, 1962) was used for model testing. The sjrnulation results of hydrodynamic 
part are similar to any previous runs (e.g., see Lay, 1988a). Far the transport part,  the Eulerian 
approach was applied. 
(b) Threemile Slough near Rio Vista, CA [TMS] (Reach length = 5.19 krn; Juty 15- 16, 1959) For 
the transport part ,  a combined set of actual and hypothetical data were used, and the Lagrangian 
approach was applied for density -particle tracing. 
(c)  Tamsui River estuary between Kwantu Bridge and River Mouth, Taiwan. [TAM] (Reach length 
= 7.65 km; April 14, 1995) Sufficient data were gathered for a short period of hydrodynamic s im-  
ulation. Hypothetical (or design) data were used for the transport simulation, by applying the 
Lagrangian approach. [See Wang, et aI. (1997)l 
Case IV Model: - (a) [DLW] Stage and discharge hydrographs, and a graph of time variation of 
bed-layer thickness were generated for a movable-bed open-channel conditions. 
(b)  Sacrament River, CA.  [SCM] (Reach length = 34.3 km; Feb. 13 - March 20, 1980) Three kinds 
of hydrographs were generated: Time variation of depth; of flow velocity; and of sediment-layer 
thickness. 
Case II Modd: - (a) [DLW] Using the hydrodynamic data of the Delaware River reach and design 
data for the longitudinally varied density, a series of test runs were made. Physically reasonable 
 result^ were obtained. Comparison of the third characteristic, X3, of Case I1 Model, i.e., the speed of 
"density- wave" propagation, wi th  the model-simulated Row veioci ty indicates that the density- wave 

is retardedlacceterated when the density gradient opposes/overlaps the pressure gradient ( i  .e., the 
ebblflood flow]. 
Case 111 Model: -- (a) (DLW] The simulation work with this model parallels that  wi th  Case I1 
Model, except increased numerical instability was noticed. 

Implementation of t heCompound-Complex Channel Model: In general, the implemen- 
Z i o n  begins with the schematization of the entire study area. A typical CCC model consists of a - 
main stream, tributaries, reaches, and subreaches (or segments), that are systematically arranged 
in sequential, dendritic, or network forms. (e.g., see Figs. 1 & 2.) The unsteady flow simulations are 
to  be carried out  according to the computational algorithms described earlier. To this end, a set of 
channel geometry and property data, a set of initial-value data, and a time series c ~ f  boundary-valr~r: 
data must be acquired, organized or reduced to the computer accepti blelcornpati ble forms. 



Applications: The application of CCC models can be proceeded i n  asrending stages, first by 
treating the sys trrn as of horr~ogeneous-drnsi t y  flnw with fixed-bed channels. the11 as of variable- 
density flow with fixed or movable- bed channels, but under decoupled modeling conditions, and 
thirdly, the same flow condit ion as  the preceding case, but with t h c  use of a couplcd model. 'The 
first application casc has becn tricd extensively on the  Tamsui River estuarine system, that in- 
cludes the severe fiood flow cdused hy the 1996 Typhoon Herb.  Copious computer outputs have 
been generated from this simulation. Figures 1 and 2 give a Few examples of the simulation results. 

Implementation of a Comprehensive Model: The loiir variable-densi ty models can be placed 
loosely together for easy access and execution by the operator/computer. This is the comprehensive 
model of the first type, and does exist any time when the four rrlodeis are ready. However, the 
four models can he closely tied together and put under the control of a well-designed supevisory 
program. Then the whole package works more like a single unit. This is the corr~preIlensivemodel of 
the second type. A far better alternalive is to replace the four working programs with a single 4-1: 
(4 characteristics) program that handles 4 unknowns, h,  u , p ,  C, or 4 components, simultaneously. 
This is the  comprehensive rnodel of the third type; the development of which is underway (also, 
see the preceding section on the CCC modeling). 

EXAMINATION AND DISCUSSION 

Two special features of the MMOC are its ability to accomrrlodate a set of characteristics of great 
disparity (Lai ,  1991; 1994), and its ability to  properly adjust the modeling scale for optimum simu- 
lat.ion (Lai, 1988b). However, these two features may show conflicting effects sometimes. In treating 
longitudinally-varied-density flow, separation of density-wave curve and velocity curve may be dif- 
ficult (i.e., insufficient resolution). These are the things to heed when implementing a program for 
4 unknowns, h,  u,p,< .  

A common notion for a comprehensive rnodel is that it  is efficient and econornical when one has 
diverse problems to solve. However, a comprehensive model sometimes could function better than 
a specialized one even i t  is used for a single-purpose project. Suppose one h a s  to  compute and 
provide stream flow data for a tidal reach all the year round. A hydrodynamiclsediment-transport 
coupled model may not show the sediment effects i n  a short period of time, it  could reveal consid- 
erable channel aggradation after six months or a year. If the  model is to be used for flood forcast 
in addition to  the routine operation, the model will be well equipped with ready initial values and 
boundary conditions when the  flood arrives at any unspecified time. This is still true even the rou- 
tine flow computation is not intended. Because when a typhoon hits, there is no time to prepare a 
decent set of initial values, nor time to design a set of hypothetical data  to  make a n  idle computer 
run for convergence. 

CONCLUDING REMARKS 

Unsteady flow in tidal reachcs r,zn he described by t h t ~  St,. V ~ n a n t  t y p ~  crd~ia~.irjris. for i t s  hydro -  
dynamics a n d  by another foc,nl of continuity equatiori for its cor~stituent ( onc.cntr.ation/rr~ovt?rr~t:r~t. 

Four different sets of PDEs have 1)cen derivcd for varied consti t t ~ c ~ n  t distri 111it.ion palterns 'I'hest! 

PDE sets are subsequently tr;tnformed to t h ~  corresponding characteristic cbqrlation systerns. s u i l -  
able for  M M  OC schcmatization, and finally, to I ~ C  rlrvcioprricnt of four t.idal flow rrlodels. I'hc 

Iirst rrlodel consists of two  dccoupled s i~hsystems,  whereas the  rerriaining three arr5 all ro~iplrcl: car:t~ 
yielding t hrrt\ r haract,cristic:s, i . t y . ,  three rnodcl cur11 p o ~ ~ r : r ~ l , s .  'I'hese 111odcls liave 1 ~ k c t 1 1  L P S I P I I  i~s i  I I ~ ,  

variolis ficld data. S i  tnuItar~c>ously. a, large-scale tidal- 11ytl raulics ~nodcl to corripuIib u r~slp~tcly fluw i n  



a compound-complex c h a ~ ~ n c l  sys tern has been developed. The model i s  highly powerful, and capa- 
ble of treating severe storm flood6 such as one caused by the 1996 Typhoon Herb. A comprehensive 
CCC model that accommodates the four individuai models func t iond ly  is under development. Such 
a model is expected to have advantages of more than  just economical and efficient for application 
to diverse problems; but will function bet ter ,  even used for a singlc purpose such as flood forecast, 
than a specialized model for some applications. 
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A Summary of the National Weather Service 
Advanced Hydrologic hediction System 

Demonstration in Des Moines, Iowa 

Lee Larson, Chief, Hydrologic Research Lab, Office of Hydrology, National Weather Service, Silver Spring, 
MD. Edwin Welles, Visiting Scientist, Hydrologic Research Lab, Ofice of Hydrology, National Weather 
Service, Silver Spring, MD 

INTRODUCTION 

Floods are the leading weather related hazard. Our nation's most recent and prominent events, such as "The Great 
Flood of 1993" in the mid-west and subsequent flooding events in the western, eastern, and upper mid-western 
states, remind us that major floods will occur frequentIy and are devastating. Preparedness for these events can lead 
to saving billions of federal disaster relief dollars. Floods cause an average of nearly $4 billion in damages 
annually, and over 75 percent of Presidential disaster declarations are in response to flooding events. It is ,  therefore, 
important to make the mitigation of this hazard a high-priority task. 

Droughts, while generally not life-threatening in the United States, do have a serious impact on agriculture, 
ecosystems and water management, and the economy in general. With the Advanced Hydrologic Prediction System 
(AHPS) implemented nationwide, the National Weather Service (NWS) will have the tools to provide drought 
related hydrologic information to users. This improved capability builds on the traditional expertise and 
responsibility of the NWS flood forecasting program, and will provide the public with a full set of water resources 
information. 

Recognizing this hydrologic forecasting requirement, the NWS has developed, implemented, and demonstrated 
AHPS for the Des Moines River basin in Iowa. This is the fwst phase towards the national implementation of 
AHPS. The Des Moines basin was chosen for this first phase because of the devastating impacts of the "Great 
Flood of 1993," which included severe flooding in the city of Des Moines, Iowa. 

Our Nation's floods and droughts have forced the need for improved predictions to support flood/drought 
management and damage mitigation. It is imperative that AHPS products be provided to assist the mitigation of 
these hazards. Furthermore, the allocation of water among competing demands looms as a national problem 
requiring improved water quantity forecasts for sustainable development. By increasing lead times and the content 
of hydrologic forecasts, AHPS products will greatly improve the Nation's capability to take timely and effective 
actions that will sigificantIy mitigate the impact of major floods and droughts. AHPS will also provide products to 
water resource managers for the optimal use of water and appropriate allocation for water supply, agriculture, 
navigation, hydropower, and ecosystems. 

AHPS implementation began in 1995 through a significant commitment by personnel of the North Central River 
Forecast Center (NCRFC), Chanhassen, Minnesota; the Regional Hydrologist and other staff of the N WS Central 
Region Headquarters, Kansas City, Missouri; the Des Moines Weather Forecast Office (WFO), Johnston, Iowa; and 
the NWS Ofice of Hydrology, Silver Spring. Maryland. The March 1997 demonstration successfully met the 
implementation goals to demonstrate an operational long-term probabilistic forecast system. Furthermore, the 
demonstration revealed that AHPS is mature enough for implementation in other regions of the nation. 

DEMONSTRATION DEVELOPMENT 

In order to solicit input from the intended users of the new AHPS products, a meeting was held at the Weather 
Service Forecast Off~ce (WSFO) Des Moines, October 2-3, 1996. Attendees at all or part of the 2-day meeting 
included NWS representatives from the Office of Hydrology, Hydrologic Research Laboratory; the National 
Operational Hydrologic Remote Sensing Center (NOHRSC); the Nonh Central and Missouri Basin RFCs; WSFO 
Des Moines; and the Regional Hydrologist, Central Region. Other attendees represented the U.S. Geological 



Survey, Rock Island Army Corps of Engineers (USACE), City of Ues Mohes, City of Des Mohes Water Works, 
State of lowa, and Iowa State Emergency Managers. 

Through consultatjon with the users, it  was decided that the following products would be issued once per week. It 
was also decide that these product would include the use of Quantitative Precipitation Forecasts and climate 
coupling. The selected products were: 

ESP probability Time Series (weekly) for flow, volume, and stage out to 60 days for 2 1 forecast 
locations in the Des Moines basin. 

60-day Exceedance Probability Plot for flow and stage for all forecast locations. 

Flood inundation map showing 25, 50, and 75 percent probability of flooding at 60 days. Area covered 
by the map would be approximately downstream of Saylomille Dam to 14th Street in Des Moines, and up 
the Racoon River from the Des Moines River lo h e  confluence of Walnut Creek. 

In addition, it was decided that the Internet would be the primary system for issuing AHPS products to users. The 
WSFO Des Moines home page would provide access to the producu. The NCRFC would also continue to 
produce all previous routine products during the AHPS demonstration. The AHPS products would be in addition 
to the usual hydrologic products prepared by NCRFC such as flash flood guidance, River Forecast, and Extended 
Streamflow Guidance products. 

The specific goals of the demonstration were reiterated to be as follows: 

Use Quantitative Precipitation Forecasts (QPF) in the short-term forecasts. 

Use climate coupling and Ensemble Streamflow Prediction (ESP) techmques in long-range hydrologic 
products. 

Provide probability information in hydrologic products. 

Demonstrate a flood inundation mapping capability. 

Lastly, the methods for evaluating the forecasts were determined. Verification of the AHPS demonstration would 
be based on a comparison of observed crests with Spring Flood Outlooks based on ESP procedures. Also 
included would be a summary of user evaluations as to the quality and usefulness of ESP-type products. 

DEMONSTRATION DESCRlPTlON 

Computation of Forecasts 

Forecasts distributed during the AHPS demonstration ~II Des Moines, Iowa, were computed using the ESP 
technique. To forecast with the ESP technique, an ensemble of possible streamflow hydrographs are calculated by 
initializing hydrologic models with the current states of the hydrologic system and then forcing those models with 
historical precipitation and temperature time series. A distribution is then fit to a sample taken from this ensemble 
of streamflow hydrographs. The fitted distribution describes the likelihood of an event occurring. I t  is from this 
fitted distribution that forecast products are derived. An empirical distribution was used as the underlying 
distribution for all the AHPS demonstration forecasts. 

For the demonstration, a method was developed to integrate long-range meteorological fore-casts into the 
streamflow forecasts. This method consists of shifting the historical precipitation a ~ d  temperature time series by 
daily A values prior to using them as input to the hydrologic models. The daily X's were calculated from the 2- to 6-  
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AHPS PRODUCT EVALUATION 

Hydrologic conditions during the demonstration 

Snow conditions at the beginning of March were 8-13 inches of snow for the Upper Des Mojnes river basin, with 
unusuaHy high water equivalents of 3- 6 inches; central and southeast Iowa had 2-4 inches of snow, with less than 2 
inches of water equivalent. Average temperatures across the Des Moines river basin ranged from around 30 degrees 
in the northwestern sections in Minnesota to the lower 40s in southeastern Iowa. This was between 2-4 degrees 
below normal in the northwest to around 4 degrees above normal in the southeast. Precipitation amounts ranged 
from 0.5-1 inch in the Minnesota sections to 1-2 inches in Iowa. This was 50-75 percent of normal. Most of the 
precipitation fell the first week of March when Des Moines received almost an inch and a quarter of precipitation. 

These conditions led to a few minor flood events within the Des Moines river basin during the month of March, 
with the majority of forecast points remaining below flood stage. Nine locations experienced minor above-flood 
stage conditions; however, at least three of these were largely due to ice affects (Algona, Jefferson, and Perry). It 
should be noted that an early melt occurred just prior to the beginning of the AHPS demonstration period. The 
benign hydrometeorologic conditions during the demonstration period, and the short period involved, minimized the 
amount of data analysis that was possible. 

Evaluation 

Analyzing the daily 5-day deterministic forecasts indicates diminishing skill aRer day 3 of the forecast period and 
significant variations in forecast values on days 4 and 5 of the forecast period. This can be primarily related to the 
fact that only 1 day of QPF was available. 

To evaluate the Probability Interval plots. the observed data were overlaid on the plots for verification. The 60-day 
probability interval plots were examined by comparing observed hydrographs for the 60-day period to the interval 
plots issued on March 5 .  See figure 9 for an exampie. It was found that most of the observed maximum stages for 
each week were distributed almost equally in the 25-50 percent and 50-75 percent intervals; this is what would 
logically be expected. However, the number of observed stages in the greater than 75 percent interval was zero, 
while the number in the less than 25 percent interval was 11. This was probably a result of below-normal 
precipitation during the demonstration period. The observed stages for each interval for the 12 sites were as 
follows. 

Interval No, of w e e k l v ~ i m u m  s tam 
less than 25% I1 
2594-50% 36 
50%-75% 37 
greater than 75% 0 

The 60-day exceedance probabilities for a given observed data value were determined directly from rhe ESP output. 
Examining the 60-day products indicates that, in some cases, the observed data had exceedance probabilities in 
excess of 70 percent, with some observations having probabilities greater than 98 percent. 

User Response 

In order to evaluate the AHPS products from a user perspective, surveys were given to emergency management 
and other critical customer groups along the Des Moines basin. The following external customers returned an 
AHPS survey: West Des Moines Fire and Civil Preparedness; USACE; Des Moines Water Works; USACE, 
Rock Island; Emmet County EMD; Kossuth County EMD; Wright County EMD; Marion County EMD; Calhoun 
County EMD; Madison County EMD; Polk County EMD; Clarke County EMD; and an unknown. 



Question 1 - How ofien did you access the AHPS prodrtcrs? 

multiple tunes per day 2 
daily 0 
every few days 2 
weekly 0 
less often than weekly 5 -- (due to lack of flood threat) 
never 4 -- (due ro lack of flood threat) 

Question 2 - For the folbowing, please rute 1 to 10 with I being "unsafisfactotyw, 5 bring "satisfactory" and 10 
being "outstanding". 

Ease of access to AHPS products 
Understandability of AHPS products 
Qudity of AHPS products 
Display of AHPS products 
Timeliness of AHPS producls 
Usefulness of AHPS products 

External Mean Responses 
7 
7 
7 
7 
8 
8 

Question 3 - Please rate the folluwir~g WSFO Des Moines Home page products: 

Current stages 
5-day forecasts 
Probability time series 

Stage 
Flow 
Volume 

60-day Exceedance probabilities 
Stage 
Flow 

Site information 
Site map 
Gauge information 
Inundation map 
Help products 

Not 
Useful 
0 
0 

Useful 
1 
2 

Question 4 - Wrar do you like best d o u r  AHPS? 

The information was right before you and then you could plan your strategies, 
Rainfall potentials. 

• Accuracy, timeliness, uncertainty, length of future forecast, ease of graphics. 
Timely information. 

Question 5 - What do you like leust about AHPS? 

No Internet access. 
Did not use since flooding was not a problem during the demonstration. 
Occasiunal trouble accessing. 
First time user - T found i t  confusing. 
Download slow. 



Timeliness of access. 

These users rated AHPS products as 7 or 8 (on a scale of 1 to 10). They evaluated most AHPS products as 
'essential" to their operations. These users stated that what they especially liked a b u t  AHPS was 'the 
information was right before you and then you could plan your strategies." 
At a later time a more rigorous verification and comparison with other procedures could be made. However, 
even a cursory review of the types of prducts made available to the public, and an examination of Figures 2-8, 
shows the obvious advantages of AHPS because of the weaith of additional probabilistic information available 
through AHPS techniques. The user response before, during, and after the demonstration clearly showed the 
usefulness and applicability of ESP probability type hydrologic products . 

SUMMARY 

It should be remembered that the primary purpose of this demonstration was to show that all the necessary 
operations required for AHPS could be developed, implemented, and operated in an operational real-time 
environment. From that perspective, the AHPS demonstration was a total success. 

The ESPADP software was developed and implemented at NCRFC. The Sacramento soil moisture accounting 
model had to be calibrated and running at NCRFC for the Des Moines basin. The capability to utilize QPF and 
climate information in long-range hydrologic forecasting was demonstrated. AH of the necessary software and data 
necessary for inundation mapping had to be acquired by the NOHRSC and tailored for the Des Moines basin. 
Staff at WSFO Des Moines and NCRFC had to design a home page for disseminating the AHPS products, 
become familiar with the products, and work with the local users of the products. All of these many varied and 
critical requirements were accomplished on schedule. 

All of the required AHPS products began flowing from NCRFC and NOHRSC to WSFO Des Moines and then to 
the public on schedule on March 5, 1997, and continued through March 26, as planned. 

Whrle the lack of significant flooding activity in the Des Moines basin during the demonstration was 
disappointing, it was not a problem for the overall pmject. In the early implementation stages of AHPS, the 
primary goals were to implement the AHPS at  NCRFC, generate the forecast products as required, produce the 
inundation maps, and transfer all of this inforrnation to WSFO Des Moines. At WSFO Des Moines, the AHPS 
products were placed on the Internet home page, along with significanl amounts of additional hydrologic 
information (E-19 information such as site history, location, maps, hjstorical fld data, stage damage 
information, etc.) for access by outside users. All of this was accomplished and successfully demonstrated during 
this project. 

This critical demonstration showed that all of lhe necessary pieces of AHPS are viable. The positive user 
response provides a critical impetus for the NWS to continue in its efforts to implement the AHPS across the 
nation. 



COMPARING METHODS FOR FORECASTING TOTAL SUMMER FLOWS ON 
TRIBUTARIES OF TEIE COLORADO - BIG THOMPSON SYSTEM 

by 
M. MARKUS, Research Hydrologist, National Weather Service, Silver Spring, Maryland; 

J. D. SALAS, Professor, Colorado State University, Fort Collins, Colorado 

Abstract: The operation of the Colorado - Big Thompson (CBT) System in the Rocky Mountains 
of northern Colorado relies on the accuracy of predicting the future system inputs. One of the 
variables used by the CBT is total predicted summer streamflow on several headwater 
basinsltributaries of the system. Various linear regression models have been used in the past for 
strearnff o w prediction in the referred system. 

The goal of the study was to determine if more complex methods, such as nonlinear neural networks 
and ARMAX models, could improve the forecasting performance of the existing linear regression 
models. It has been reported in literature that neural networks often provide better solutions when 
applied to complex and noisy systems. Besides neural networks, several ARMAX model were 
applied to the same forecasting problem, and the results of all the methods were compared. 

The models were applied to predict the total summer flow at the Fraser River above the confluence, 
and the St. Vrain River above Lyons, based on the previous hydroIogic conditions, snow, 
precipitation, and streamflow. In the case of the Fraser River, the linear regression produced as 
accurate forecasts as any other method; in the case of the St. Vrain River, the ARMAX(I,l, I )  model 
produced more accurate forecasts than neural networks, which were, in twn, more accurate than the 
1 inear regression. 

INTRODUCTION 

Accurate predictions of the inflows to the CBT System in the Rocky Mountains of northern 
Colorado are critical for system planning and operation. The CBT operation models use the total 
predicted summer streamfl ow on several headwater basinsltributaries of the system. The inputs to 
the forecasting models are the current snowpack, cumulative precipitation, and the November flow 
of the previous year. The output is the total summer flow. 

Artificial Neural Networks (ANNs) have been developed since the 1940s, but in recent decades, with 
current algorithms that overcome the limitations of early networks, they have raisedLa greater interest 
in practical applications. There is a wide variety of ANN algorithms; however, the main function 
of all ANN paradigms is to map a set of inputs to a set of outputs. An ANN is described as an 
information processing system composed of many nonlinear and densely interconnected processing 
elements or neurons. ANNs have been expected to provide better solutions when applied to: (1) 
complex systems that may be poorly described or understood; (2) problems that deal with noise or 
involve pattern recognition, diagnosis, abstraction, and generalization; and (3) situations where input 



is incomplete or ambiguous by nature. It has been reported that ANNs have the ability to extract 
patterns in a phenomena and overcome difficulties due to the selection of a model forrn such as 
linear, power, or polynomial. ANN algorithms are capable of modeling the rainfall/snowmelt-runoff 
relationship, due to their ability to generalize patterns in noisy and ambiguous input data. and to 
synthesize a complex model without prior knowledge or probability distributions. The ANN models 
are calibrated using automatic caIibration techniques. Thus, ANN models eliminate subjectivity and 
lengthy calibration cycles. 

ANNs have also been applied to various engineering problems in recent years. In hydrology and 
water resources, ANNs have been applied frequently to forecasting and other probIems. 

Traditionally, for forecasting the total summer streamflow, various linear regression equations have 
been used. A goal of this research was to determine if a nonlinear, neural network model could 
improve the forecasting performance of the existing linear model. 

In addition, several various ARMAX (autoregressive moving average with exogenous input) models 
were used for the same purpose. 

The results of all the methods were compared in the following sections. 

THE FORECASTING MODELS 

Northern Colorado Water Conservancy District (NCWCD) in Loveland, Colorado, uses linear 
regression models to predict the total summer flow on tributaries of the CBT system. Forecasts are 
computed four times a year: February 1, March 1, April 1, and May 1. The total flow is defined as 
the sum of the monthly flow volumes for April, May, June and July. The inputs to the forecasting 
model are the current snowpack, cumulative precipitation between October 1 and the beginning of 
current month, and the November flow from the previous year. The output is the total flow between 
April 1 and July 31 (or May 1 and July 31 if the forecast is issued on May 1). 

The models used in this study: multiple linear regression, ARMAX, and neural networks, are 
described in the following section. 

The Multiple Linear Remession Model 

The existing model is a multiple linear regression and has the following forrn (for April 1) 
- 

QApr-Jul ' k t - M a r  + QMov + S A p r - ~ ~  + d  (1) 

where Q indicates flow, P stands for precipitation, S is snow water equivalent, and a, b, c, and d are 
the regression constants obtained based on the least square method. 



ANN models were tested and compared with the multiple linear regression model piveil by Eq. (1). 
The ANN model had three inputs and one output, the same as the linear regression model. One 
hidden node was in a single hidden layer, reflecting a number of sigmoids superimposed, and in turn 
the complexity of the activation function. 

The model equation is: 

where index i denotes a particular year. The parameters of A N N s  are W 1, W2, B 1, and B2. In this 
case, three inputs and one hidden node were used, so the parameter matrix W1 had size 3 x 1. Other 
parameters were scalars (or matrices with dimensions 1 x 1) due to the presence of only one hidden 
node and one output. The model parameters were computed through minimization of the 
approximation emor based on the back-propagation method (e.g. Hertz et al., 199 1 ; or Muller and 
Reinhardt, 1990). 

ARMAX Models 

Another model type used in this study can be expressed by the following equation: 

A ( q 1  Q ( t )  = B ( q )  Sit-nk) + C ( q )  eItJ ( 3 )  

where Q(t) is the output time series predicted by the model, S(t-nk) is the input time series shified 
by nk, and e(t) is noise. The numbers na. nb. and nc are orders of the shift operators A(q), B(q), and 
C(q), respectively. Various values of the shift operators in Eq. (3) give different ARMAX models. 
For estimation of parameters in Eq. (3)  see Ljul~g ( 1 987). 

Multiple linear regression, ANN, and ARMAX models were applied to the Fraser River above the 
confluence with the Colorado River, and the St .  Vrain River above Lyons. 

FORECASTING THE FRASER RIVER 

The forecasting procedure was applied using data measured at the gaging station above the 
confluence of the Fraser River and the Colorado River. The Fraser River (Fig. 1)  is a tributary of 
the Colorado River on the west slope of the Rocky Mountains in Colorado. The input time series 
contained 42 water years of data, over the period 1949-1 993, with data for the years 1984-1986 
missing. Precipitation data was obtained as an average from the Berthoud Pass and Granby gages. 
Flow data was meas~ued at the station at the basin outlet, while snow data was an average of snow 
observations from six sites in the basin: Arrow, Berthoud Summit, Granby, Vasquez Creek, Lapland, 
and Ranch Creek. 



Figure 1 The schematic of the Fraser River 

The multiple linear regression model for April 1 was given by: 

while the final model based on ANNs was: 

0 .73  
QApr-JuJ !'I = - 0 . 2 4  ( 5 )  

l + e x p ( -  (0.41P (i) +O.58Q (i-1) +4.7LS ,p,_,, ( i )  +0.04)) 

Other (ARMAX type) models are described in the following text. The meaning of Q(t) is in this case 
total summer streamflow, S(t) is snowpack on April 1, and e(t) is a noise term in year t. 

ARMArl,ll By assuming that there is no exogenous input in Eq. (3), that na= 1, and that 
nc=l, an ARMA(1 ,I) model was obtained. The model was not causal as the solutions were outside 
the unit circle. 

(1.0.1l Model, Assuming na=l, nb=l, nk=O, and nc=O in Eq. (31, an ARMAX(1,0,1) model 
was obtained. The final model has the following shape: 



ARMAX!O.O.l) Model. By setting na=O, nb=l , nk=O, and nc=O in Eq. (3), an ARMAX(O,O, 1 ) model 
was obtained. The model is: 

ARMAX(1,l.I) Model. Withna=l, nb=l, nk=O, andnc=l, the followingARMAX(l,l,l) model 
was obtained: 

Multivariate AR(1) Model. A bivariate AR(1) model given by Eq. (9) was assumed. The model 
parameters were estimated based on the Durbin-Levinson algorithm (Brockwell and Davis, 1990), 
and the final form was: 

where e,(t) and e,(t) are independent normally distributed noise terms. 

For each model, the root mean square error (RMSE) and squared correlation coefficient (R2) were 
compared and shown in Table 1. 

Table 1. Performance of various forecasting methods on the Fraser River summer forecast 

! 
ANNs 2444 1 .O . - -1. 1 - 

I 

0.666 
I 1 Linear -. . Regression .. . 24502.7 1 

-. - - - . . . 
0.661 

. . .. 

I 

I 

Multivariate AR(1) 
-. - - - -. - - -. - 

24485.8 
- - J - - . -. 

0.662 
.A 

All the models produced fairly similar results in terms of the RMSE and R2. ANNs were as good 
as linear regression and any ARMAX model. On the other hand, the linear regression was simpler 
and required less computational time. In addition, the chosen method based on neural networks had 
six parameters, while the linear regression had four parameters. 



FORECASTING THE ST.VRAIN RIVER 

Another watershed used to apply the forecasting procedures was the watershed of the St. 
Vrain kver  above Lyons in Colorado. The St. Vrain River (Fig. 2) is a triblitay of the South Platte 
River, on the east slope of the Rocky Mountains in northern Colorado. 

South 
Plalte 
River 

Figure 2 The St. Vrain River Basin Location 

The input time series contained 42 water years of data, covering period 195 1 - 1992. The 
precipitation data were obtained as the average from two nbservation sites: Estes Park and 
Allenspark Lodge. The flow data was measured at Lyons, Colorado. while snow data was the 
average of snow observatioris at five sites in the basin: Copeland Lake, University Camp, Wild 
Basin, Ward Basin, and Longs Peak in Colorado. Table 2 shows the performance of the forecasting 
models. 

Table 2 Forecasting performances of various methods for forecast of the St. Vrain River summer 
flows 
- . - _ - -. - - .. - - - - -. -- - 

ModeliCriterion 
. . 

1 RMSE R2 ! 
-- - -- -. - -. 4 . - , 

Linear Regression 16833.6 I . - -  _ 

ultivariate AR(1) 17039.6 
I 

0.5924 I-_ M - -- -;.-_ .- . - . .--. --- - - -- 1 



In this case. ARMAX(l,l,l) was somewhat better based on RMSE and R'. Other models, including 
the linear regression and ANNs, were similar. 

CONCLUSIONS 

In the case of the Fraser River, the linear regression method produced as accurate forecasts as any 
other method. In this particular case, it is not very clear that using more complex models would 
significantly improve the forecast. However, in the case of the St. Vrain River, it apperas that the 
ARMAX(1, I ,  1) ~nodel might be somewhat more accurate. The ARMAX(l,l, 1) gave the snlallest 
RMSE and the largest correlation coefficient between the observed and predicted streamflow. 
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INTEGRATION OF QUANTlTATIVE PRECIPITATION FORECASTS WITH HYDROLOGIC 
MODELS AND RIVER BASIN DECISION SUPPORT SYSTEMS 

By David Matthews,' Curtis Hartzell: and Arlin Super: River Systems and Meteorology Croup, Bureau of 
Reclamation, Denver, Colorado 

and 
Tom Carroll3 and John Schaake," Office of Hydrology, National Weather Service, National Oce~nic and 

Atmospheric Administration 

Abstract: This paper describes plans for a system that will integrate key components of current research 
applications of quantitative precipitation forecasts, evapotranspiration anal) sis  and forecasts, and NEX RAD 
precipitation algorithm research into the National Weather Service River Forecast System. The system will also 
provide operational forecasts ro the Bureau of  Reclamation's water managers' decision support systems. I t  is based 
on current decision support tools for water conservation, analysis of snow water equivalent and snow depth from the 
National Weather Service Snow Estimation and Updating System, and NEXRAD WSR-88D precipitation 
algorithms. It outlines other planned collaborative research with the National Operational Hydrologic Remote 
Sensing Center. Implications for the Advanced Hydrologic Prediction Systein and potential applications of 
emerging research tools from the Global Energy and Water Cycles Euperiment-Continental-Scale International 
Project are discussed. 

INTRODUCTION AND BACKGROUND 

Accurate and timely hydrometeorological information is essential for reservoir and river basin management 
operations conducted at the Bureau of Reclamat ion's (Reclamation) facilities. Reclamation serves over 3 1 million 
Americans in 17 Western States and provides over 9.3 trillion gallons of water and 45 billion kilowatthours of 
electricity each year. River basin managers must have timely data from remote areas that are often inaccessible in 
winter, and the managers must have a means of quickly analyzing the impacts of precipitation and snowmelt on 
streamflow for routine river system management and emergency responses to extreme events. Consequently, 
Reclamation operates and maintains a variety of hydrometeorologica1 observing systems and cooperates with other 
agencies in collecting additional data. 

This paper presents an ovewiesv of: (1) current and planned applications of hydrometeorological data fot- water 
resot~rces management within Reclamation and (2) collaborative partnerships plnnned with the National Weather 
Service (NW S) Office of Hydrology and the National Centers for Environmental Prediction. The overvie\v includes 
brief descriptions of Reclamation's hydrometeorological and early warning observing systems, decision support 
tools. and interactions with other cooperating agencies. The cooperating agencies who collect, transmit, and analyze 
hydrometeorological information include the National Oceanic and Ahnospheric Administration (NOAA), 
U.S. Geological Survey, U.S. Army Corps of Engineers, Natural Resources Conservation Service (N RCS), 
Agricultural Research Service, and National Aeronautics and Space Administration. 

Other remotely sensed information from NOAA's National Operational Hydrologic Remote Sensing Center 
(NOHRSC), NWS NEXRAD, the NRCS SNDTEL, and the U.S. Geological Survey streamgage observations will 
be discussed in the c o n t e ~ t  of integrated application of these data to solving practical water resources management 
challenges. 

I Manager, River Systems and Meteorology Group 

Research Meteorologist 
Director, National Operational Hydrologic Remote Sensing Center 
Chief Scientist, Office of Hydrology 



The purpose of this paper 1s to show the types of integrated information systems Reclamation currently uses and 
establish a basis for further collaborat ivs pafinerships to apply information from other sources and emerging 
technologies to meet our water resources arid related resources management responsibilities to the Atnerican public. 

Reclamation's Rcsponsibi~ities: Maintaining an equitable, balanced use of water among agricultural, industrial, 
recreational, and municipal water users, while maintaining the riparian habitat and conservi~~g water, requires 
careful water resources management. Reclamation area offices and regional offices are responsible for the daily 
operation of reservoirs and the implementation of integrated I-esource rnanagernznt plans to equitably balance the 
distribution of water to users. At the same time, Reclalnatioll must meet the Ie+~l constraints of the "Law of the 
Rivers" and pro\ ide for public safety during periods of extreme event 5: such 3s floods and droughts. 

Reclamation's water managers use a variety of tools to assist in developing long-range plans and annual operating 
plans and making tnonthly and daily operational decisions. Reclamation's Research and Technology Transfer 
Program addresses methods to apply emerging technologies to river system operations management tools. Our 
teams are developing an integrated observation and decision support systems to improve the efficient use of water 
from Federal reclamation projects for the general public. These programs include river basin mnnagement, 
irrigation district water conservation, flood early warning systems (EWS), and special NEXRAD algurithms. The 
following sections describe these efforts. 

WATERSHED AND RIVER SYSTEM MANAGEMENT PROGRAM 

The interagency Watershed and River System Management Program, sponsored by Reclamation's Science and 
Technology Program and the U.S. Geologic Survey's U'ater Resources Division, provides an excellent example that 
integrates hydrometeorological dnla  with advanced lechnologies for decision support. The system uses a relational 
hydrologic data base that provides a central source of infonnation that drives: ( I )  physically based process models, 
(2) river system simulation and optimization models, (3) planning and other special graphical analyses, and (4) and 
data tabulation displays. 

Physical procesb models such as Leavesley's (1995) Modular Modelillg System cotnpute streamflow from 
precipitation over gridded hydrologic response units. Figure 1 shows a schematic of the program and how it 
integrates various sources of hydrometeorological information into a central relational Hydrologic Data Base (HDB) 
from which nlodcls access initial conditions, run simulations, and provide tabular and graphical analyses that river 
managers and ylannetv Itlay use to make decisions. 

- . - . . - 

Riverware System 
River and Reservoir Management Models 

. - -. . . . , 
Data Management System Query, Display, 

I River and Reservoir and Analysis 
i Tclcmetry HDB L GI5 StatlStiCs 

I StADA Hydrolwgc Database ! Tradeofis 
,. . - I Rkk I 

f. - -  -- r--- Modular Modeling System (MMS) 
Watershed and Ecwyatern Models 

- - - - - -  7 7 -  - - - -  r - - - - - - - - -  1 
I ' Predpitation- I I 
I B-ff Models I , Transport M d e l s  I 

.. -- *"A I  . _ - - - - - - I  I - _ _ .  
. - 

F i ~ u r e  I .-Data Crnterrd Decision Support System used in the Watershed and River - 
Sqstenl Management Program to assist water managers. 



This HDB is linked tu ubsening systems through data co~lestion platforms that transmit to base stations and 
Geosynchronous Operalional Environmental Satellites and radio relay l inks.  Internec atrd other Rec(amation 
con~lnunicarion nehvorhs bring data into the HDB from Reclamation and other agencies. 

Modeis such as the Modular Modeling System (MMS), developed by Lavesky, simulate snvwpack evolution, 
runoff, and resulting streamflow from the hydrometcorologic data. This streamflow data then drives the Power and 
Rwervclir Systems Model (Zagona! Fulp, and Vickers, 1996) that is used by river operations managers to control 
irrigation deliveries and hydrupowcr dispatches and maintain h e  equitable and sustainable use of vital water 
resources. 

Efficient and effective management of river basin resources within the "I .aw of the River" rcquil-es careful and 
accurate deuisiora that balance Omited water supplies with evzt increasing demands for human and ecosystem water 
use. Ryan ( 1  996) applied a similar modeling system to the Gunnison Rivrr Basin and shuwed thal in I994 tnrlre 
accurate convent~onrll precipitation data produced better stream flow forecasts that resulted in additional power 
revenues of oier % 100.000. 

This user friendly MMS with graphical user intcrfacts, data management interfaces, and analytic tools is described 
i n  detail by Zagona ec a]. ( 1  996). 

AGRICULTURAL DECISION SUPPORT -THE AWARDS SYSTEM 

Reclarnat~on's initial work on makin2 operational use of KEXRAD rainfall estimates was the development of an 
autc~lnaced system to assist water users by providing easy access to rainfall and daily crop water use estimates. The 
result was the Agricultural Water Resources Decision Support (AWARDS) sy5tem. 

The purpose of the AWARDS systenl is to improve thc cfficienc~ of water management and irrigation scheduling 
by providing guidance on when and where to deliver water and how much ro apply. 

The AWARDS system is based on modem remote sensing, communication, computer, and Internet technologies 
The current AWARDS system works as summarized below. 

- NEXRAD DoppIer radar systerns nleasure equivalent reflectivity factor (2) 'The data are input to the 
Precipitation Processing System (PPS). The PPS produces the hourly Digital Precipita~ion Array for each 
radar system (Level Ill, Stage 1 ) .  

Automated surface weather stations collect real-time data. 

Radar a11d surface weather data are transmitted and input to central computers for processing; the NWS 
River Forecast Centers produce KEXRAD Level Ill, Stage 2 and 3 products. 

Thc AWARDS system computer automatical1y collects digital format data files of Level III, Stage 3 radar 
rzinfall estimates, weather station data, and NWS precipitation fnmcasts from the ccntral computzrs. 

The A WARDS system computer prepares the rainfall image and chart pi-oducts, rnaking them available in 
near real time for Internet access. 

Reservoir operators, water managers, and on-farm water users access the AWARDS system products via 
the Internet. 

Reservoir operators, warer disrria staff, and on-farm irrigators make operationai decisions based on the 
information provided by the AWARDS system. 



The AWARDS system works with 24-hour surface weather station data: 

Mean temperature 
Mean relative humidity 
Mean wind speed 
Point rainfall accumulation 
Total solar radiation 

The AWARDS system uses the NEXRAD radar rainfall estimates and surface weather station data with: 

Crop evapotranspiration (ET) equations 
Local terrain and soil information 
Effective rainfall estimates 
Local daily maximum and minimum normals 
Quantitative precipitation forecasts 
Watershedkeservoir systems 
Irrigation water distribution systems 

The AWARDS system provides the water managers and users with: 

NEXRAD rainfall and watershed rainfall water volume estimates 
Effective rainfall estimates 
ET estimates for determining crop water use 

The above information is available from Reclamation's NEXRAD Web page: h ttp://www.usbr.govlrsmglnexrad. 

Figure 2 is an example of an interactive AWARDS system image for the Lugert-Altus Irrigation District, located in 
southwestern Oklahoma. The NEXRAD Hydrologic Rainfall Analysis Project (HRAP) (Greene and Hudlow, 1982) 
grid cells (about 4 by 4 kilometers) in figure 2 show the estimated 24-hour (midnight to midnight local time) average 
rainfall (inches) for each cel I. Also shown (at + signs) are the locations of two Oklahoma Mesonet weather stations 
(Crawford et al., 1992). The irrigators can click a computer mouse on the HRAP grid cells within the dashed line 
boundary for popup estimated Crop Water Use (ET) charts and can click on the weather stations for popup daily 
weather charts. 

EARLY WARNING SYSTEMS 

Reclamation is designing EWS for Reclatnation and Bureau of Indian Affairs (BIA) dams to provide enhanced 
public safety to populations at risk downstream from the dams. The EWS designs are comprised of the following 
components: ( I )  a method for detecting flash-flood events; (2) a decisionmaking process; (3) a means of 
communicating warnings between operating per5onnel and local public safety officials; and (4) a means for local 
public safety officials to effectively communicate the warnings to the public and cany out a successful evacuation 
of the threatened population (Fisher, 1993). 

The ability to quickly respond to heavy rainfall and a potential flash-flood event depends upon adequately detecting 
the event and transmitting the data to the decisionmaker in near real time. There is a need to accurately estimate the 
rainfall water volume in the subbasins of the watershed above the dun. There is a further need for a reliable 
communications path for transmitting the data or an alert to the decisionmaker for the purposes of water 
management and issuing flash-flood warnings. 

The goal behind this research is to develop a methodology, based on NEXRAD (WSR-88D) radar rainfall estimates, 
that provides reservoir and river system managers with high-resolution, mean rainfall accumulation and water 
volume estimates. This information can be automatically transmitted via a reliable satellite paging system to the 
decisionmaker. It is anticipated that, in the future, this methodology will be available to enhance EWS at many 





to result in serious degradation of snow water equivalent (S WE) estimation over several hours. Sirnilar tests should 
be made wilh rain o w  shorter intervals to determine whether Level I11 reflectivity observations are adequate for use 
with EWS. 

Because the N WS needs to mergt or mosaic observations from adjoining radars across the entire nation, the single 
PPS precipitation aIgorith~n is currently used by radars for all seasons. This "lock-step" approach does not allow 
for thc maximum use of indz~~idzaal rudcrr observations over portions of the total area scanned by the radar; e.g.. 
drainage basins. I t  is get~erally not possible, for example, to adjust the Ze-R reiationship (where R=precipitation) to 
the optimum relation for specific regions, or to adjust for different rain types, such as thunderstorm and widespread 
strati form rain. 

Another example of PPS inflexibility is the inability to use the l ~ w e s t  practical radar beam elewtion angle (beam 
tilt) for cach ground location relative to the radar. The current scanning practice, designed for rain from high-based 
convective clouds, uses radar observations too high above the surface for accurate stratiform rain or snow 
estimation except near the radar. For such precipitation, it is best to scan as near the ground as possible, while rlot 
causing too much ground clutter contamination. because a vertical profile of Ze exists in such storm clouds with 
maxitnum values near the ground. Scanning too high in such layer clouds results in undet.estimation of surface 
rainfall at mid to far ranges from the radar. Consequently. Reclamation plans to conver! its SAA into a rain 
algorithm which will allow more flexibility than the PPS when used with an indiviu'zrul radar. 

USE OF NEXRAD WSR-88D RADAR ESTIMATION OF SNOW WATER EQUIVALENT TO 
IMPROVE OPERATIONAL WATER RESOURCES MANAGEMENT 

Reclamation proposes to significantly improve estimation of SWE distributions and snow cover. Procedures will he 
dcveluped in the upper Mississippi and upper Missouri River Basins, each an area of interest to the Global Energy 
and Water Cycles Experiment-Continental-Scale International Project. Improved estinlat ion will be accomplished 
by incorporating NEXRAU radar eslimates oJSWE andsnow covrr into current NWS estimation methodology. 
N W S  estimates are now based a n  integration of surface SWE measurements, airborne SWE sampling, and satellite 
snow cover mapping (but not radar). The 5 WE distribution and snow cover estimates are vital for initialization of 
various models used to predict snowmelt andstreamflow. These predictions are of great importance to 
Reclamation's water management decisionmakers. 

NEXRAD radar estimates will be produced by Reclamation's new S AA, being developed for the tri-agency 
NEXRAD Operational Support Facility. The SAA was successfully tested in real-time at Cleveland, Ohio, and 
Chanhassen, Minnesota, during the 1996-97 winter. Radar estimates o f  SWE and snow cover will be provided in 
the sane gridded field format used by the NWS NOHRSC, tasked with making and disseminating national estimates 
of S W E  and snow cover distributions. The NOHRSC will then integrate the radar fields into their Snow Estirnarion 
and Updating System (SEUS), which is used to initialize snow acci~mulation and ablation models. The latter 
provtdes streamflow predictions to Reclamation and other water management agencies. 

Initial work will take place in the nonorographic regions of the Upper Midwest, where special surface 
SWE observations are available, allowing SAA "calibration" for that region. By the third year, emphasis will shift 
to mountains and plains of  the Upper Missouri River Basin. Special surface observations in all snldied areas will 
provide documentation o f  radar S WE accuracy and uncertainty, both needed to properly incorporate radar estimates 
into the SEUS. Methodology also will be developed to reduce known far-range underestimation by radar and to 
merge SWE and snow cover estimates from adjoining radars. This research will be coordinated with the 
NWS Rivsr Forecast System development team and with the Advanced Hydrologic Prediction System's 
implementation team. 

SUMMARY AND CONCLUSIONS 

Reclamation is partnering with other Federal, State and local agencies to integrate hydrometeorological information 
into data bases that can be used by operation managers of reservoirs and river systems and associated irrigation 



district managers snd rmergency response teams to manage water and related resources more effccrivcly. We look 
forward to continuing and improving our partnerships and enhancing our application of emerging technologies 
through these partnerships 

Reclamation IS designing EWS to provide enhanced public safety to pc~pulntions downstream from dam 
structures who would be at risk during [lash-flood events. 

The AWARDS system demonstrates a methodology that integrates NEXRAI) Level 111, Stage 3 rainfall 
estimates with modern computer, communication, and 111te1net technologies for improved water resoutres 
management. 

A NENRAD-enhanced EWS is being planned for thc Olyrnpus Dam watershed near Estes Park, 
Uolorado. This system will integralr the misting EWS stations with NEXRAD Level 1 1 1 ,  Stage 3 rainfall 
estimatts and a reliable satellite pagi~lg system. 

Using NEXRAD I,t.vcl Ill reflectivity data received from a N E X R A D  Information Dissemina~ion Service 
(NIDS) vendor and modifying thc Recldmation-developed SAA for rain has the potential to improve both 
the spatial and temporal resolutions of the radar rainfall estimates. Howcver, the accumulation resolution 
of estimated rainfall would be degraded. 

Various options Lbr rdin estimation are offered by NIDS products, the PPS algorithm. and Reclamation's 
more tlexible algorithm. These options involve a number of tradeoffs between spatial, temporal, and 
accumulation resolutions of rainfall estimates. It is not yet apparent what the best approach will be for 
use with Reclamation's EWS. 

The authors recommend that Reclamat~on'j SAA be modificd for rain aud used with NIDS Level I 1 1  reflectivities. 
Tests should be conducted to determine Ilotr well this approach estimates rainfall, as observed by reasonably dense 
gage networks. Comparisons between the same algorithm's runs with L eve1 II and Level I I I  Z, observations for 
heavy raillstorms should reveal how much accuracy is lost by using the Level 111 "degraded" observatiotls. 
Comparisons of PPS algorithm rain estimates, Reclamation algorithm estimates using Level I [ [  dnra and 
customitation for a particular mountain watershed, both against rainfall measured from a reasonably dense gage 
nelworh. \voiild also be useful. 

C'o~nparisons with the NWS River System will be conducted to evaluate operational forecasts and the 
enhancrrnents using SEUS with N E X R A D  algorithm improvements and other products of cooperative research 
c fforts. 
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DEVELOPMENT OF AN UNSTEADY FLUW HYDRAULIC MODEL 
OF THE LOWER MISSOURI RTVER 

By Rebecca R AUison, Hydraulic Engineer, U. S. Army Corp~ of Engineem 
Kansas City District, Kansas City, Missouri 

INTRODUCTION 

In the aftermath of the 1993 Flood, many questions were raised regarding the impact of 
environmental factors and structural systems on flood stages. In order to examine some of these 
questionq Congrw authorized the Floodplain Management ABsessment (FPMA) as a comprehensive 
study of the Missouri and Mississippi River Basins, and how they reacted to the conditions of the 
1993 Flood. As part of this study, the Kansas City District of the U. S. Army Corps of Engineers 
developed an unsteady flow h y M c  model of the Iowa Missouri River and its tributaries using the 
mathematical computer model program UNET. This model extends fiom Rulo, Nebraska, at river 
mile 498, to the mouth of the Missouri River at its confluence with the Mississippi River. Following 
FPMA, development of the UNET model continued under the auspices of the Mississippi Basin 
Modeling System (MBMS). The UNET model of the lower Missouri River developed for the MBMS 
will be used by the U. S. Army Corps of Enginem Missouri River Region - Reservoir Control Center 
for reservoir operations. 

UNET is a one-dimensional, unsteady flow program which simulates unsteady flow through a full 
network of open channels and reservoirs. New algorithms were developed for UNET to simulate 
hy-c conditions a d  structures unique to the lower Missouri River. Algorithms were developed 
to simulate levee systems as storage areas or active flow areas, to simulate dike fields, and to account 
for ungaged inflow to the river system. 

GEOGRAPHIC COVERAGE OF TEE LOWER MISSOURI RIVER UNET MODEL 

The Missouri River originates in the northern Rocky Mountains at Threeforks, Montana, d flows 
south and east for 2,3 15 miles to join the Mississippi River at a point approximately 15 miles above 
St. Louis, Missouri. The Missouri River Basin, which drains 74 percent of the upper Mississippi 
River Basin, is the largest of the United States' major water resource regions, embracing 5 13,000 
square miles within the United States and 9,7 15 square miles in Canada. Hydrologidy, the Missouri 
River Basin is divided into upper and lower portions with demarcation at Sioux City, Iowa. The 
lower Missouri River Basin contains 2 14,700 square miles. 

The Missouri River Basin drainage area within the Kansas City District amounts to 1 10,445 square 
miles, which includes all of the lower basin drainage area from river mile 498.1 at RRu, Nebraska, 
to the mouth near St. Louis. The Missouri River contributes 42 percent of the long-term average 
annual flow of the Mississippi River at St. Louis and is the major contributor of sediment in the upper 
Mississippi River Basin. Between Rulo, Nebraska, and the mouth at St. Louis, the Missouri River 
has a total fall of about 45 1 feet and the average slope varies from 0.8 to 1.0 foot per mile. The 
floodplains are comparatively wide and for the most part are under cultivation. The width of the 
floodplain varies from a maximum of approximately thirteen miles to a minimum of approximately 



1.5 miles. The actual flow way decreases to less than 0.5 mile in reaches with urban Ievees at Kmsas 
City and St. Charles. 

Tribut.dg; Most of the major tributaries of the Missouri River are included as separate routing 
reaches in the UNET model. Inclusion depends on the existence of U. S. Geological Sulvey (USGS) 
gaging $ations on the tributaries. Tributaries are modeled from the last downstream rated gage on 
the ti- to the coduence with the Missouri River, in order to reproduce the effects of backwater 
on the outflows. Major tributaries of the Missouri River which have the requisite gaging, and are 
therefore included in the Kansas City UNET modd as routing reaches, are the Big Nemaha, 
Nodaway, Platte, Kansas, Big Blue, Little Blue, Grand, Chariton, Little Chariton, 
BlackwaterlLamine, Osage, and Gasconade Rivers. 

em- The Missouri River Basin contains numerous reservoirs and impoundments. M 
mmoh within the Kansas City District are constructed on tributaries of the Missouri River. These 
include eighteen multiple-purpose lake projects constructed by the U. S. Army Corps of Engineers 
(Corps) and eleven lake projects constructed by the Bureau of Rechation (Bureau). Seven Corps 
reservoirs are located in the Kansas River Basin, six are in the Osage River Basin, two are in the 
Little Blue River Basin, and there is one reservoir each in the Platte, Chariton, and Little Cheviton 
river basins. The eleven Bureau lake projects are all on the Republican and Smoky Hill Rivers in the 
Kansas River Basin . The Bureau operates these lake projects primarily for the storage and 
distribution of water for irrigation, while the Corps is responsible far the flood control operation of 
the Bureau's lakes as part of the lower Missouri River flood control system. 

The Kansas City District has wnstmcted seventeen Federal levees along the Missouri River 
as part of the Missouri River Levee System (MFCS). All but four of the completed MRLS units are 
upstream of Kansas City. These units protect mostly agricultural lands plus some small towns. A 
combion  of urban and wgridtural land is protected in the St. Joseph, MissourilElwood, Kansas 
area by MRLS Levee Units R471-460 and L455. Flood protection in the Kansas City, 
Kansas/Misswri urban area is provided by seven Federal levee units constructed by the Kansas City 
District along the Missouri and Kansas Rivers. The units along the Missouri River are the 
FairfadJersey Cr* Central Industrial District (CID), and East Bottoms Levee Units dong the right 
bank, and the North Kansas City and Birmingham Levee Units dong the left bank. 

Within the Kansas City District, the Missouri River is almost totally leveed from the mouth to Rulo, 
Nebrash Non-Federal (privately owned) Ievees protect the majority of the agricultural lands from 
the mouth to Kansas City. Three non-Federal levees protect urban areas on the lower end of the 
river. They are the Chesterfield-Monarch, Riverport, and Earth City Levee Districts. Upstream of 
Kansas City, non-Federal levees fill in where there are unprotected areas around the MRLS units. 
Non-Federal levees along the Missouri River were devastated by the 1993 Flood. Approximately 99 
percent of all non-Federal levees were breached from Brownsville, Nebraska, to the mouth, which 
is a distance of 535 river miles. At the peak of the flood, all non-Federal levees in the lower reach 
of the river, with the exception of Riverport and Earih City Levees, were completely inundatsd and 
the floodplain functioned as if the levees did not exist. 



UNET MODEL DEVELOPMENT 

The Kansas City-hur i  River UNET model was developed by the Kansas City District to represent 
the unique character of the tower Missouri River. The UNET model of the lower Missouri Xver 
consists of a network of tributary and mainstem routing reaches. There are a total of twenty-five 
routing reaches in all - twelve tributary and thirteen mainstem routing reaches. Reach No. 1 begins 
at the USGS gage at Rulo, Nebcaska, on the Missouri River and runs to the first routed tributary, the 
Big N& River. Reach No. 25 begins at the last routed tributary, the Gasconade River, and ends 
at the gage at St. Charles, Missouri. The data necessary to develop the UNET model includes 
Missouri River and tributmy geometry, observed discharge and stage data, Ievee data, and dike field 
data. The model has been calibrated to 1986, 1993, and 1994 water year flows. 

er The geometry of the river system is described by cross-sections that extend fiom 
bluff to bluff. The overbank geometry of the cross-sections is from two-foot contour maps which . . were developed by photogrammetry. These maps were compiled in the 1970's for the M- River 
&&dy which utilized the Kansas City Backwater Program. The cross-sections were translated from 
Kansas City Backwater format into HEC-2 format, and then into UNET format. Some of the cross- 
sections did not extend beyond the Federal levee systems. Overbank geometry for these cross- 
sections was augmented from USGS 7.5 minute series quadrangle maps. The channel sections were 
developed from the 1994 hydrographic survey of the Missouri River. A computer program was 
written to merge the channel sections with the overbank geometry. The distance between cross- 
sections averages h m  0.5 mile to 1.0 mile. Cross-sections in urban reaches average 0.1 mile apart. 
Total number of cross-sections on the mainstem exceeds 800. All tributary cross-sections were 
developed from USGS 7.5 minute series quadrangle maps. The distance between cross-sections on 
tributaries varies from approximately 5.0 miles to 0.5 miles. 

. . Boundarv The stage hydrograph from the Rulo, Nebraska, USGS gaging station on 
the Missouri River at river mile 498.1 is the upstream boundary condition hydrograph for the 
beginning reach of the Kansas City-Missouri River UNET model. Discharge data from USGS 
gaging stations are used as the upstream inflow hydrographs for all the tributaries modeled as routing 
reaches. The downstream boundaty condition for the UNET model is the stage hydrograph from the 
St. Charles, Missouri, gaging station located approximately 28 miles above the confluence of the 
Missouri and Mississippi Rivers. All stage and flow data are onehour observed data obtained from 
the Missouri River Resewoir Control Center's database. Ungaged inflow is accounted for by 
application of the Null Internal Boundary Condition option, as described later in this report. 

Levees For the UNET model, the Missouri River agricultural levees are modeled as systems. 
Where levee W c t s  are contiguous, the levees are considered to be part of one Ievee system which 
encompasses one protected area. The minimum protected area of a levee system in the model i s  
considered to Ix 100 acres. Levee districts are aggregated into systems such that the protected area 
per levee system is greater than 100 acres. Levee properties, such as top of levee elevation, Surface 
area encompassed by the levee, and upstream and downstream river mile, were determined for each 
individual levee system. These properties were used to build the UNET levee parameter file, called 
the "include" fde, which the program refers to during a UNET run. 



Simulation of Levees: During large flood events on the Missouri River, agricultural levees are 
overtopped and there is significant ombank flow. The method of handIing levees &om earlier UNET 
versions simulates Ievee systems as storage cells dehed by surfice area and height of levee above 
the ground elevation. Levees are breached in the UNET model b a d  upon a %me of failure" defined 
as the time for a breach to attain maximum enlargement, or based upon river stage versus top of levee 
elevation. (In the contex~ of this report, ''failure'' of levees refers to any loss of normal levee function 
without wnsiddon ofthe cause of the deficiency.) This earlier UNET methodology is inadequate 
for modeling multiple levee system failures dong the Missouri River such as occurred in the 1993 
Flood. To overcome this problem, a unique levee algorithm was developed and progrrunmed for 
W E T .  This new UNET levee algorithm simulates the unique behavior of the Missouri River levee 
systems that occurs during large flood events. 

The behavior of levees dong the Missouri River during the 1993 Flood was studied and used in 
developing the new levee algorithm. Missouri River levees were overtopped or breached early in the 
1993 Flood event, and subsequently the protected areas behind the levees filled with water from the 
river. During the final crest, the levees degraded and the floodplain behind the levees actively 
conveyed flow. The M i s d  River functioned under two geometric conditions: one in which levees 
constmind the flow to the channel, but provided storage behind the Ievees; and the second in which 
the levees no longer constrained the flow, and the overbank actively conveyed flow as if the levees 
did not exist. 

With the new levee algorithm, levees are modeled in UNET in the following manner: When a levee 
overtops or breaches and the protected area subsequently fills, the flow through the breach in the 
levee depends on the elevation of the river and the elevation of the water in storage behind the levee. 
The water surface inside the levee interior i s  assumed to be horizontal. When the river discharge 
exceeds a specified flow, or when the river elevation exceeds a specified elevation, then the lwee 
storage cross-sectional area and conveyance are added to the river cross-sections and the program 
mutes flow through the channel and the entire width of the floodplain. When the flow falls below a 
specified discharge, or the river falls below a specified elevation, the levee storage cross-sectional 
area and conveyance are subtracted from the cross-sections and the river once again interacts with 
the levee interior through the breach. 

The point at which the madd changes from storage routing to floodplain routing is specified by flow. 
UNET uses elevation only ifa flaw is not #ed. These flow values can be determined from rating 
curves observed at the gages. Plate 1 (located at the end of this report) is a rating curve at the 
B w d e  gage, In this fipre, the flow dramatically increases with stage beginning at approximatsly 
300,000 &. This point, at which the dope of the graph changes dramatically, is the point where the 
floodplain actively begins to wnvey flow. 

Dike The Missouri River Bank Stabilization and Navigation Project between Sioux City, 
Iowq and the mouth, traverses the 498.1 river miles within the Kansas City District. This project 
entails the use of bank revetments and dikes to achieve s free-flowing navigation channel. A dike 
field is a system of sock embankments or timber structureB that protrude from the bank. The dikes 
block the flow dong the b e  concentrating the Bow along the opposite ba& deepening the channel. 
The slack water areas behind the dikes eventually fdI with sediment, burying the die and forming a 



narrower but deeper river channel. Dikes are generally located on the point bars on the inside of a 
river bend. 

A am-section with a typical dike on the left bank of the river is shown in Figure 1. The dike field 
aata a channd with a design width at a low flow profile which is called the construction reference 
plane (CRP) on the Missouri River. The target topwidth of the channeI (TWCH) extends from the 
opposite bank to the end of the dike. The dike can have two steps - a lower step and an upper step. 
The lower step has a set width (TWSTEP) with a crest elevation (ZSTEP) d&ed by a distance 
bdow the CRP elmtion (ZCRP). The width of the upper step is the distance from the 
bank. The crest elevation of the upper step (WTKE) is an increment @ZSTEP) above the lower 
step. 

Simulation of a Dike Field: A dike field is defined as a system of Btnr ctures that contract the low 
flow cross-section to the deaign width of the channel. The model is one-dimensional; therefore, the 
effect of each individual dike cannot be simulated. Rather the cross-sections are contracted to 
simulate the contraction of the die field. The area blocked by the dike field can be modeled as 
storage area or as a dead area which is deducted fiom the cross-section. The storage area simulates 
the condition where the area behind the dike has not as yet filled with sediment and the area stores 
water. When the water exceeds the top of the dike, the stowe area is assumed to return to active 
flow area, since the submerged dike field has little impact on the conveyance of high flow. The added 
form roughness of the dike is part of the calibration of the model. The dead area sirnulatea the 
condition when the area behind the dike has been filled with sediment and the area has been lost for 
all river stages. 
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Flgurr 1. Dike on the I& side of the channel. 
Thc dike is p o s l t i d  on the I& side of the 
channel b e c m  the centroid is within the right 
4Wo of the channel. 

Pigun 2. Dike on the righi aide of the chamel. 
The dike is positioned an the right & he 
the centroid of the channel is within the left 
40% dtbe c b l .  

The dike field may be positioned either on the left or the right bank. The modeler can specify the 
bank or the modeler can allow the program to choose the appropriate bank. The program always 
attempts to place the dike field on thc point bar opposite the channel. The program uses the centroid 
of the area about the lefi bank station to lowte the dike. When the centroid is located within the right 
or left 40% of the cross-section topwidth, the dike field is located on the opposite ba& which is 



where a point bar is located for a pool cross-section. (See Figure 3 and 2.) For a crossing 
cross-section where the cross-sectional area is uniformly distributed, the centroid is located within 
the middle 20% of the topwidth and the dike field is located on the side opposite the channel invert 
or minimum elevation of the channel (ZMIN). (See Figure 3 .) 
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Figure 3. At ttus crossing mrs-section, the dike is lmated on thc 
l& side h a u s e  the centroid is in the middle 20% of the topwidth 
and h e  mirimurn eIevation is on the right side. 

Calibratim The Kansas City-Missouri River UNET model has been cdibrated to reproduce 
observed stages at river gages for the 1986, 1993, and 1994 water year flows. Currently, work is 
being done to calibrate the model for flow and stage data from water year 1 990 up to the present. 
The primary factor for adjusting the model is Manning's n which is an estimate of the friction force 
of the boundaries on the flowing water. For large rivers, Mmnhg's n varies with depth, because the 
relative size of the roughness elements, such as the dunes in the river bed, the height of vegetation, 
etc., declines with inmasing depth. The object of the diiration process is to determine the variation 
of Manning's n with depth. The effect of the friction force from downstream is shown in the rating 
curve (stage versus flow) at a gaging station; hence, the variation of Manning's n with depth is 
represented in the relationship. The automatic calibration option of the UNET program adjusts 
convqance at the cross-sections between gaging stations, such that the model reproduces the stages 
at the upstream rating curve under steady flow during the initial calculations of the program's 
execution. The Missouri River rating curves were developed at the principal gaging stations &om 
observed stage data and computed flow data for the years 1986, 1993, and 1994. The model was 
calibrated to reproduce these rating curves. 

Nu1 Internal Boundary Condition: The W step in the calibration of the model is the application 
of the Null Internal Boundary Condition P C ) .  The NIBC is a tool for estimating ungaged lateral 
inflow into a major river system. For a reach of river of any length, the NIBC is inserted at the 
principal gage locations where the stage records are the most accurate. Generally, these locations 
are the USGS gaging stations. The NIBC is inserted at interior gage locations, creating the same 
number of NIBC independent routing reaches as interior gages. For the Missouri River between 
Rulo, Nebraska and St. Charles, Missouri, NIBC's are inserted at the USGS gages at St. Joseph, 
Kansas City, Wavefly, Boonville, and Hermann. This breaks the model into five NIBC independent 
routing reaches. 



The NIBC estimation procedure is an iterative process where the NIBC i s  applied in three steps. 
First, obmed stage hydrographs are applied at all the NIBC and the upstream flow is routed to the 
NIBC. At the NIBC, the flow routed from upstream is missing the ungaged inflow. The flow 
hydrograph computed for the downstream reach at the NIBC from a stage boundary condition, does 
contain the ungagd inflow. The first estimate of the ungaged inflow hydrograph is the diierence 
between the computed flow hydrograph downstream of the NIBC and the routed flow hydrograph 
upstmm of the NIBC. To use the ungaged intlow, the flow is lagged backward in time (usually one 
day) and inserted in the model as a uniform lateral inflow. Next, UNET is executed with observed 
stap hydrographs applied at all the NlBC and ungaged i d o w  entered. This condition may be 

many times, with each iteration improving the estimate of the ungaged inflow. For the last 
step of the NlSC procedure, the ungaged inflow hydrographs are perceived to be correct and the 
stage hydrographs are removed. UNET is executed with ungaged inflow entered and no observed 
stage hydrographs applied at the NIBC. 

CONCLUSION 

The Kansas City UNET model of the lower Missouri River produced for the MBMS is part of a 
forecast system developed primarily to improve and facilitate coordination among Corps water 
control activities. The Kansas City UMET model will be operated by the U. S. Arrny Corps of 
Engineers Missouri River Region - Reservoir Control Center (RCC) for reservoir operations and for 
real-time fo& of the Missouri River. RCC will transfer flow and stage data computed by the 
model at Hermann, Mssouri, to water control personnel at St. Louis District for use as a boundary 
condition in their UNET model. The Kansas City UNET model has also been used for a frequency 
study based on proportioned 1993 B o d  flows. Future use of the model will incorporate the UNET 
sediment transport routine to predict bed material transport. 
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MODELING SUBSTANCE SPREADING ON 2D(IN PLANE) STEADY STREAM 

By A. V. Babayan, Rostov State University, Rostov-on-Don, Russia; 
K. A. Nadolia, Rostov State University, Rostov-on-Don, Russia 

Abstract: A problem about spreading of admixture low concentrated in 2D steady stream of vis- 
cous fluid is considered, taking account of dissipation and diffusion processes. The area of stream 
is a channel given by its horizontal projection. The channel is assumed to be arbi tray low-twisted 
and extended in one direction. i.e ratio of average width to its length may be considered as a small 
parameter. Proposed mathematical model of the process is derived by the small parameter method 
starting from 2D steady Navier-Stokes equations for incompressj ble fluid and unsteady diffusion 
equation in the moving medium. The main character feature of this model is considering of the 
wide-cross structure of the stream. The finite element method is used for numerical modeling. 

INTRODUCTION 

The description of the substance spreading is a main part of the water ecological systems model- 
ing. Usually the problems of the water ecology are limited to considering of the passive admix- 
ture, when the change of substance concentration doesn't affect to the model hydrodynamical 
properties - fields of velocity and pressure. 'This simplified assumption is excused for the small 
admixture concentration or when the physical-mechanical substance properties are close to water 
properties. It conforms to many ecological probIems. Now the 'having chamber' models are used 
widely. In this models the whole modeling area is divided to relatively homogeneous chambers. In 
bounds of each chambers the ecosystem descriptions are assumed constant and equal to average 
values. The interaction between neighboring chambers is described by the boundary balance con- 
di tions. However necessity of considering processes inside chambers often appears. In this case 
more debiled 'distribution models' are used. 

One of such models, oriented to the river ecological system research. is considered in this paper. 
The proposed model is derived by the small parameter method starting from 2D steady Navier- 
Stokes equations for incotnpressible fluid and unsteady diffusion equation in the rnovirlg medium. 
This model represents the initial-boundary problem for the main tern1 of decomposition of the 
unknown variables by the parameter, equal to the ratio of average width to its length. The main 
character feature of this model is considering of the wide-cross structure of the stream. It allows to 
research the particulars of the substance transferring in case of wind effect. This analysis is impos- 
sible for the distribution models, dealing with the integral or average characteristics of the flow 
(flow rate, average velocity etc.). On the strength of assumption for the admixture to be passive 
the field of velocity and pressure are derived from the independent subsystem, solved analytically, 

The equation for concentration is solved numerically. 

PROBLEM DEFINITION 

Let nonconservation admixture spread in 2D steady stream definite shape. The Descartes 
system of coordinates is accepted as shown at the Fig. 1 



Fig. 1 

The channel is assumed arbitray low twisted, so the coast line may be set as f(x) + I I ( K ~ .  The 
function f(x) defines the average line of the stream, and the function h(x) - its halfwidth. The sec- 
tion of flow {-L; L) is considered. andf(-L) =-A,!,) = 0 is caused by choice of the accepted system 
of coordinate (Fig. 1). 

The transport of admixture in the steady stream taking into account dissipation and diffusion 
processes may be written as [ I ]  

Unknown variables are: the vector of velocity v(x,y), the field of pressure p(x,y~ in the steady flow 

and the admixture concentration c(x,y,r). The constant vector (T = ( ~ c v s a ,  nsina) defines the 
external force (for instance, effect of wind), p and v - the constant density and fluid viscosity 
respectively, Q - fixed stream of tluid at the entry of considered section, D and y - coefficients of 
diffusion and admixture dissipation respectively. Function cfl(x,y) defines the initial admixture dis- 
tribution. The admixture is assumed to be inert, i.g. the density, viscosity and diffusion coefticient 
are not depended on substance concentration. The null index at the diff'erential operators indicates 
the its 2D nature. 

'The purpose of further transformations of the task (1 142) is to obtain of the simplified equa- 
tions, wich allow implicit solution as it done in [2 ] .  



SWITCH TO DIMENSIONLESS VARIABLES 

The field of velocity in equations I ) is accepted as " = + GV , where vector 

= ( U , W )  and FV = ( ~ 9  W )  . Hence 

The equations (2),(3) can be transformed into dimensionless equations, using characteris- 
tic channel length L as a linear scale in the x direction, and characteristic channel width H (for in- 
stance H - h(-L)) as a linear scale in the y direction. Value of the ratio E = H A  is small. Two ve- 

locity scales are used U'  = Q(Hg)- '  ,d W *  = eU'  

The scales of pressure and time are accepted as 
P =pl~*"I,~-l T =  H(u*)"  

3 

C = max c0(x, y )  
respectively. As concentration mi t of measurement .Y is used . 

New dimensionless variables are introduced by formulae x =  LZ; y =  f i ;  
-.+ 

t = T r ;  ; w = w ' K ;  u = w g i i ;  = w'w; = pp; c = cc; c" - - cc". 
- -- 

.f = H f  ; = Hh : The equations (2)(3) can be rewritten in the form (mark - is omitted): 

V E 2 U ,  + LTvv 
c UU, + E WUy. = - p ,  + -- 

Re 



Following dimensionless parameters are used here: Re=HU'/ - Reynolds number, A = y T - 
admixture's decay parameter, Pe = D/("FVH) - Pekle's diffusion number. 

EQUATIONS OF MAIN TERMS 

The solution of the problem (4) is found as formal asymptotical sequences by the small pa- 

rameter's E powers. Equations for the main asymptotical terms are obtained substituting these 
sequences to (4) and grouping coefficients by the similar power. We have: 

Py = 0 

u, = Re(wU,  - y cosaj 

wyy = p Re cos a 

UI + Wy + W4 = 0 

The system (5)-(12) doesn't contain the second derivation W,, , so the boundary conditions 
for this velocity component are replaced with integral: 

Equation (5)-(12) are accepted as a simplified mathematic model of the explored process. 
Main terms for velocity and pressure can be obtained by direct integration of the equations 

(5)-(9). Equations (5),(7) and (8) are integrated taking into account boundary conditions (10) . 
We have: 



R e i p ' ( x )  pins ( j  - f (x)) (Y - f (x))l - h2(x)(y  - f (XI)' 

6 60 

[( 
1 

+p cosa - f ( x ) ) )  - h ( ~ ) ' ] - ~  

Following formula is obtained from relationship (9) and condition ( 1 3): 

EQUATIONS FOR THE CONCENTRATION 

Formulae (1 5)-(17) define main terms of the asymptotical form hydrodynamics character- 
istics of the flux, so the problem of finding admixture concentration can be considered as the foI- 
lowing initial-boundary problem: 

2 
[ ( y -  f ( x ) )  - h 2 ( x ) ] ;  

For numerical solution problem (1 8)-(22) area of the flow is turned to rectangle with substitution: 

Equations ( 1  8)-(22) can be rewritten in form (mark w is omitted): 



Problem ( 2 3 )  was solved using finite element method with rectangular bilinear elements. The 
test problem about sewage discharge was considered. The discharge was modelled by the hnc-  
tion: 

Here I (0 < 1 <<I)  defines admixture concentration in the widc-cross. Under x = 0 the 
concentration is maximum and equal to 1. The calculations were made for the channel shape as 

)- = Lo,2sin2x and for following parameters: Pe = 100, Re = 100, 1 = 0.01. At the figures (2)-(6) 
the graphics of the concentration and the charts of the admixture distribution along the channel arc 
shown at the time t = 1. Parameters aand P define the wind effect to the flow. 

a = 0 ;  p =0; 
Fig. 2 



~ a / 6 0 ;  r =0.003 
Fig. 3 

a*= a/40; =0.003 
Fig. 4 

Here a i s  an angle of the wind effect and y - its module. 

CONCLUSIONS 

The problem is representative for a large class of problems pertaining to situations where a 
leachate is going from the emitting source of finite length downward the river strean. Knowledge 
of where the compoutld can reach is paramount for water quality management. The model can be 
used to predict the horizoiltal transport and disposition of chemicals in rivers. 
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AN ANALYTICAL DIFFUSION MODEL AM3 ITS APPLICATION 
TO WATER LEVEL FORECAST 

By Cheng Haiyun ,Engineer , Chang j iang Water Resources Commission. Wuhan ,China ; 
Rui Xiaof ang , Professor , Hohai University, Nanj ing , China 

Abstract : Based on the analytical solution of a linear diffusion wave equation in terms of 
water level, a flood routing model of channel is developed- This model has clear physical 
significance and takes into account all kinds of effects (backwater and lateral inflow) in the 
flood wave movement and it will find wide applications. It doesnt require detailed data of 
cross sections or river bed geometry. Good results are obtained when the model is applied 
to simulate flood flow conditions in 1981 -- 1990 and verlfy in 1991 - 1993 in Jingjiang 
Reach of the Yangtze River of China. 

INTRODUCTION 

Flood routing of channel as a main content of hydrological study is to reveal the regularity 
of flood wave movement. The method of flood routing has been developed basically along 
two approaches, one way is based on the complete Saint-Venant equations for unsteady 
open channel flood, the other is based on water volume balance and storage equations such 
as Muskingum model. NormaIly it's difficult to forecast water level event for the hydrolog- 
ical method, but the applicability of hydrodynamics method is limited somehow due to  the 
fact that this approach requires frequent cross-sectional and roughness infor rnation along 
the channel reach. Moreover, in most cases people are primarily concerned with water lev- 
el  just at a smal  number of sections rather than the discharges and levels at a large number 
of closely spaced intervals. There is considerable value in having an accurate lumped pa- 
rameter flood routing model. In 1985, T. Tingsanchali put forward an analytical diffusion 
model for flood routing which could consider backwater effect and lateral flows. Following 
T .  Tingsanchali, some further studies on this model have been carried out. Good results 
are obtained when applied to forecast water levels at Jinjiang Reaeh in middle and down- 
stream Yangtze river of China . 

DESCRIPTION OF THE ANALYTICAL DIFFUSION MODEL 

The flood wave diffusion equation in terms of water level incorporating effects of channel 
irregularities and lateral flow can be expressed as'" : 

in which , m =diffusion wave velocity J y =flow depth ; D K =diffusivity due to channel ir- 
regularities; ur=diffusivity due to  effects of hydrodynamics; Q L ( X  , t )  =lateral discharge 
per unit width of the tributary and per unit width of the main channel ; x =djstance from 
upstream end ; t =time. 

The initial condition and boundary conditions are taken as : 
y(s,O) = H  



! / ( O , t )  = + u ( t )  (3) 
! / ( I , t )  = H  + d ( t )  ( 4  1 

where, H =uniform depth ; zc ( t )  and d ( t )  =water level variations above the initial depth H 
at the upstream and downstream ends ; and I = the length of channel reach. 

The tributaries and distributaries are treated as the sources and sinks distributed along the 
main channel. The contribution of lateral flows to momentum along the longitudinal direc- 
tion of the channel have been neglected. The nonlinear difhsion equation is linearized to 
obtain an analytical solution by expressing the solution in the functional series(". 

in which h =the average height of the water level above H . Let @O(X ,t ) = @ ( x  , t )  +Os(z , 
t 1 and by substituting Eq. (5) into Eq. (I), and taking the first approximate solution, then 

Y (5 , t )  = H + h + @(x ,f) + @s(x , t )  (6) 
in which O ( x  ,t) is the solution of Eq. (7)-(10) 

O ( 0 , t )  = u ( t )  - h 
O(1 , t )  = d ( t )  - h 

@(x ,O) =- h 
and O3(x , t )  is the solution of Eq. (11)-(14) 

O 3 ( 0 , t )  = 0 
@ 3 ( l , t )  = 0 
0 3 ( x  9 0 )  = 0 

in which u = D K + u f = D K + ( H  f h)vo/2so  
w =3/2uo 
v ~ = c [ ( H  f h J1" 

in which SO =bed slope ; C =Chezy roughness coefficient. 

Using a Laplace transformation technique, the solutions of Eq. ( 7 )  and (I  1 ) for the corre- 
sponding conditions are") : 



in which 

If u (t) and d (t) are approximated by histograms 
u (t) =u,  for (j- l)<t<j,  j==1,2,*-**** ml; 

in which u ,  and dl are the changes in stepped water levels at the upstream and downstream 
ends, ml and rn? are the corresponding flood durations, then Eq. (18) can be written its 0 
(x ,t)=al(x ,t)+02(2 , t ) - h ,  with 

n, - 1 

and Eq. (18) can be written as 
m>-1  

C 
@ 3 ( x  ~ ~ ) = Q L I R ~ ( x  , t ) f  d R 3 ( x  , ~ - ~ ) ( Q L , ~ + I - ~ L , , )  

1=1 

in which q ~ j =  stepped lateral discharge per unit width of the tributary and per unit width 

of the main channel, over its initial value, during the time period ( j  - 1) <t < j. In Eqs 
(211, (22) ,and (23), R l ( x  , l . )  , R z ( x  , 1 )  , R 3 ( x  , t )  can be written as 

- w x '  
R 2 ( x  , t )  = ex p (- 2u ) B  (x' , t )  (25) 

WZ 
e x p  - 

R 3 ( ~  ,t) = -- 2 p r G ~ e ~  p (*)J~ (X , t ,  PM < I d  P 
2P & 1 6p" 



The dimensionless coefficient, R l  ( x  , t )  , represents the upstream effect at a location, x , 
due t o  a unit rise in water level at the upstream end of a long channel in which no lateral 
flow exists, when the flow at the downstream end is uniform with the depth of H .  The 
same description can be used for the dimensionless downstream effect, A 2 ( x  , t )  , for a unit 
rise at the downstream end when the upstream end is uniform with the depth of H. The co- 
efficient Ra(z  ,l) has a dimension of time and represents the effect of lateral flow at the lo- 
cation, x , due to a unit rise in the lateral discharge per unit width of the tributary and per 
unit width of the main channel, when the two ends of the channel are uniform according to 
the given initial condition. 

CHARACTERISTIC OF MODEL RESPONSE 

The Limit of Model Response $For Eq. (24) if x =constant and t-w, then 

n- 
For Eq. (31) when w , u 9 z  ,i are constant, R I ( X  , t )  +constant. Using a similar approach 

1- 

For Eq. (321, When w.w ,x .l are constant, R z ( x  -t constant and for Eq. (26)  aRg(x, 
*- 

t I /a + 0, then Rj (s , t ) ~ c o n s  tant. 

This means that for any given values of w and u ,  R l ( x  ,l) , R Z ( x  , t )  and R S ( x  , l )  at a loca- 
tion x approach constant values as t increases. 

Determination of n in the Conwrglng Series Terms in Eq. (31) and Eq. (32) ;From Eq. 
(31 ) and Eq (32) it is found that the n in the converging series only depends on w 1 / u .  In 
general, for Yangtze River when w l / u  is within 4.0-5. 0, n is 0--1. When t u l / u  is small- 
e r ,  fi = 3-5. 

For R J ( X  , t )  it's found that t is more important than a ,  in general, satisfied accuracy can be 
reached for Yangtze River just when a = 3-5. 

The Numerical Analysis of Response Function : Let river reach length 1 be 317km, A ,B  ,C 
ate three stations. The distances of A , B , C  from the upstream end are 60. gkm, 155km. 
and 249- Okm. A tributary D is assumed at 40. 6km from the upstream end. Let w = 1. 
85m/s, u = 5 X 1O5rn2/s , the typical curves of R l  (s , 1 ) , Ra (z ,t) and Rs (s , t )  , at different 
stations, are shown in Fig. 1 and Fig. 2 for given w and a. In Fig. 1 R l ( x  , t )  tepresents the 
downstream propagation of a flood wave caused by introducing a rectangular hydrograph of 
water surface of 1 rn height above the initial depth at the upstream end (KM O), and no 
lateral M o w  is considered in this case. R ~ < x  , t )  represents the upstream propagation of a 
flood wave caused by introducing the same hydrograph at the down stream end CKM 317) 
of the channel. The curve of R S ( X  , t )  represents the effect of lateral flow and means a rect- 
angular hydrograph of lateral inflow is introduced at 40.6km , by taking the depths at the 



upstream and downstream ends to equal the initial uniform depth, the propagation of water 
surEace wave in the directions upstream and downstream of the lateral inflow location is 
shown in Fig. 2. 

- 6 R i Ttmc (DT-PI Timt (DT-Zh) 

F a *  1. Ramme -8 of R, ( z  ,#) and R, (* ,l) Fig. 2. Aaponse c u m  of R 3 (s , f ) 

APPLICATION TO THE JINGJIANG REACH 
OF THE YANGTZE RIVER 

Reach Characteristics and Model 
Boundsry:The Yangtze River is the 
longest river in China and one of the 
largest in the world. Located at the 
middle part of the Yangtze the 
Jingjiang Reach is a complex river 
network with many tributaries and 
distributaries as well as Dongting 
lake water system. On this reach 
flood disasters are frequent and se- 

vere. The flood threatened areas are 
economically important as they in- 
clude some of the most developed in- 
dustrial areas in China and are heavi- 
ly populated. 

Jing jiang Reach is about 340km 
long. The distance of model area is 
317 km long from Yichang Station 
(krno) to  Jiadi station (km317) up- 
streamed the outlet point of the 





SUMMARY AND CONCLUSIONS 

Proposed in the paper is an analytical diff-usion model for flood routing with back water ef- 
fects and lateral flows based on the linearization of the basic diff-usion equation. The model 
applicability is tested by simulation in Jinjiang Reach in the M id-down Yangtze River, and 
has a wide application. In addition , the model provides an excellent means to  analyse indi- 
vidual or overall effects of the boundary conditions. 

However, further refinement on linearzation of the diffusion equation may be necessary 
when the model is applied to more nonlinear problem. 
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ROBUST METHODS FOR FLOOD ROUTING 
OVER HIGHLY IRREGULAR TERRAIN 

Roger P. Denlinger, Geophysicist, U.S. Geological Survey, Vancouver, Washington; Ray 
A. Waiters, Oceanographer, U.S. Geological Survey, Denver, Colorado; Dan Levish, 
Geologist, U.S. Bureau of Reclamation, Denver, Colorado; Dean Ostenaa, Geologist, U.S. 
Bureau of Reclamation, Denver, Colorado. 

Abstraet 
River Bow and flooding over highly irregular terrain is usually dominated by fluid inertia, 

and this causes dificulties in solving for these flows. In this paper, we show that two dimensional 
models for flow provide accurate estimates of the inertial forces resisting flow as well as being 
robust enough for field scale problems. In addition, the flow may be routed over a digital model 
of the terrain without any arbitrary apriori choice of flow boundaries. We tested three two 
dimensional methods; a staggered finite difference method, and two finite element methods. The 
finite difference method and one finite element method were found to be unconditionally stable for 
inertially-dominated flows, and accurately modeled actual river flows in Oregon. The third 
method, though popular in modeling wave motion, was not well suited to inertially dominated 
flows, nor could it be modified to be usable. 

INTRODUCTION 

Floods are a serious environmental hazard, causing major losses of property and life each 
year. Current practice for flood hazard estimation uses one-dimensional models, hand picking the 
river gradients from topographic maps for input into each model. This practice is more art than 
science, and requires considerable experience to get reasonable results. The stage and discharge 
of the flow is commonly reset at each gauging station, in which case the model estimates the flow 
between gauging stations. Critical flow can be handled by existing one dimensional routines, but 
the transition to critical flow is assumed to be normal to the one-dimensional flow direction and 
the shock (or critical transition) must be stationary. These limitations are accepted because it is 
widely believed that the one-dimensional models are state-of-the-art in river hydraulics, belying 
the fact that robust, two dimensional models capable of solving shallow water flow have been 
reported in the literature since 1990. 

h this paper we discuss comparisons between three tested methods of solving two 
dimensional shallow water flow, and indicate which of these methods are best for solving flood 
problems. In addition, all models use digital terrain data as input so that flow boundaries and 
stage are determined objectively by the terrain data and the discharge, and not subjectively. 
Comparisons between different methods of flow simulations with historical records of one flood 
in Oregon show that different methods produce the same results, and accurately capture the 
physics of flow behavior. 

DESCRIPTION OF SHALLOW WATER FLOW 

Shallow water flow is defined as flow in which the depth is much less than the 
characteristic length of the body of water, and in which the pressure is approximately hydrostatic. 



With these assu~nptions, the flow equations are obtained by vertically integrating the Navier 
Stokes equatior~s (Pinder and Gray, 1977) to obtain the following equations far continuity and 
momentum: 

where 

Here h is flow depth, u is horizontal velocity in the x direction, v is the horizontal velocity in the y 
direction, Syis a friction term, So is bed slope, g is gravitational acceleration, and subscripts refer 
to the x and y components. 

If velocities are defined with reference to a single point in space, the equation system is 
defined as Eulerian, and in this case the body forces acting on any fluid volurne may be written 

where b refers to body forces (i.e. forces per unit volume) and c is the total acceleration acting on 
a fluid volume, and is given by the total derivative in a fixed coordinate system, or 

This shows that even if the flow in question is steady (i.e. duldl = 0), convective accelerations 
exist that oppose the forces due to gravity, increasing the resistance to flow. Herein lies the main 
difference with creeping flows, and the cause of the difficulties in obtaining solutions for river 
hydraulics as these convective terms usuaIly dominate the flow (figure 1). One of the methods 
described below uses a moving coordinate system (or Lagrangian framework) for part of the 
solution, greatly simplifying the approximation of the inertial terms (the convective accelerations). 

Equation (1) is just one form of these equations. There are many different forms for the 
shallow water equations depending upon the solution method used, and each form will have a 
different combination of the independent variables. For deviations from a slowly-varying lake 
level or sea level, it is  convenient to split flow depth into a mean depth and additional surface 
elevation. For river hydraulics the form above in equation (1) is more convenient, particularly 
where flooding of dry areas may occur, since all variables gracefully go to zero as flow depth goes 
to zero. 



METHODS OF SOLUTION 

We will discuss three solution methods; a finite difference method, a semi-lagrangian 
finite element method, and a wave equation finite element method. The first method operates on 
structured (i.e. rectangular) grids, though an unstructured version is being developed by Vincenzo 
Casulli (Univ. of Trento, Italy) and Roy Wafters (U. S. Geological Survey). The second and third 
methods, being finite element methods, operate on unstructured triangular grids that can follow 
the stream channel. The effectiveness of these methods depends upon what terms in the 
momentum equation dominate the problem under consideration. As we shall show, the first two 
methods are well suited to inertially dominated river hydraulics, where the convective 
accelerations fluctuate by many orders of magnitude within any given reach. In contrast, the wave 
equation method cannot be modified to handle inertially-dominated flows, and instead excels at 
modeling gravity waves due to the influence of tides, waves, and Coriolis forces in bays, estuaries, 
and along the continental shelf (Walters, 1995). 

The wave equation form of the shallow water equations is  obtained by differentiating the 
continuity equation with respect to time to form a wave equation, and then substituting in the 
momentum equation for the divergence term to separate the wave height from the velocities in the 
solution process (Lynch and Gray, 1978). This method has provided spectacular results in 
analyzing wave phenomena in harbors, estuaries, and around islands (Lynch, Werner, and Wolff. 
1995; Walters, 1995). However the method results in convective acceleration terms both in the 
wave equation for height and in the momentum equation for velocity. For river hydraulics, these 
terms dominate, and we found that straightforward Galerkin weighting in the finite element 
formulation diverged unless the convective accelerations were less than 1% to 5% of the force 
balance. Part of this problem comes from the Galerkin weighting of the finite element procedure, 
as the central differences of this weighting method amplify disturbances in the solution by creating 
a "negative difhsion" (Hughes, Franca, and Mallet, 1986; Peraire, Zienkiewicz, and Morgan, 
1986). This may be countered by a one sided weighting instead of Galerkin weighting in an 
attempt to create a "balancing diffusion" in an inertially dominated flow Wughes, Franca, and 
Mallet, 1986; Lee, Peraire, and Zienkiewicz, 1987). However we found that this fix, though 
adequate for slow flows, would only allow us to obtain solutions where the convective 
accelerations were less than 5% to 6% of the force balance in the flow. When compared to other 
methods that allowed the convective accelerations to dominate (i.e. Shakib, Hughes, and Zdenek, 
1991), this limitation proved to be completely inadequate for normal river flow. 

In contrast to the difficulties with the wave equation, a semi-implicit finite difference 
method developed for estuaries (Casulli, 1990) was found to be unconditionally stable, and robust 
enough to handle the wide-ranging convective accelerations found in river flow. Briefly, it 
operates on a staggered, rectangular grid in which the velocities are defined on the sides of each 
rectangular cell and the depth is defined in the center. This staggered arrangement is  the C-grid of 
computations! fluid dynamics (Ferziger and Peric, 19961, and does not support spurious 
oscillations that may arise in the computation of the flow. A complete description is given for 
two-dimensional flows in Casulli (1990) and for three-dimensional flows in Casulli and Cheng 
(1 992) and Cassulli and Cattani (1 994). 

A third method, suggested by our failed attempts at upwinding the wave equation, was 
recently developed by Roy Waiters and Vincenzo Casulli (1 997). This method uses a discrete 



form for the shallow water equations with a lagrange approximation for the convective 
accelerations. It requires elements devoid of spurious modes, and produces an accurate estimate 
of inertially dominated flow from element to element as shown by comparisons with analytical 
solutions. As it is a finite element method, it operates on unstructured grids and conserves mass 
between elements. This method also produces robust solutions to river flows, and compares well 
with the finite difference method of Casulli (1990) though the solution methods and form of the 
equations are entirely different. 

RESULTS 

All methods were tested using a quarter annulus wave tank problem (Lynch and Gray, 
1978) and found to be free of spurious oscillations as well as to provide a close match to the 
analytical solution. The methods were then compared to each other on two field areas; one in 
Idaho and the other in Oregon. 

For flows in the Big Lost river in Idaho, two significant results emerged from comparisons 
between the wave equation, the finite difference method, and the Lagrange-Galerkin method. The 
first result is that the convective accelerations, absent in the wave equation formulation, 
dominated the flow. The water surface elevation varied by more than 7 meters for the finite 
difference and lagrange methods, whereas the wave equation only produced 3 meters of head 
change over the same reach. Since all methods were constrained by the boundary conditions to 
produce the same discharge, the velocities obtained by the linear wave equation without advection 
were much higher, and unrealistically so. This reflects the absence of the braking action of the 
convective accelerations in the flow, and shows that with inertially-dominated flows the actual 
value ofboundary friction (given by Manning's n or a Chezy coefficient) may be irrelevant. In 
addition, since the wave-equation model for flow was too shallow, significant areas of flooding 
were not modeled. The second result was that the finite difference method and the Lagrange- 
Galerkin method pal ters ,  this volume) produced identical results, despite the vastly different 
solution procedures. 

On a simulation for the Crooked River in Oregon, the finite difference and Lagrange- 
Galerkin procedures again produced identical results. In this case we had actual flow data 
available (Levish and Ostenaa, 1996) for a flood with a discharge of 567 cubic meters per second 
(or 20,000 cubic feet per second). Both methods produced stages that matched stage 
observations for the flow for the measured discharge. In contrast, a one dimensional model 
(HEC-2) where boundary friction had been increased to obtain convergence produced a discharge 
of 30,000 cfs for the same stage at this location. Had this model been used to estimate a past 
flood discharge using field evidence such as terraces for a given flood stage, the estimated paleo- 
discharge would be 50% too high. In addition, such one dimensional models cannot account for 
flow in any direction except down the stream channel, and as a consequence misses a lot of 
resistance produced by flow in other directions (such as side channels and channels cutting across 
bars) that would otherwise provide a more accurate answer. 

The contribution of the intertial forces to the total braking forces (inertia + friction) is 
plotted for the Crooked River in figure 1 for a steady flow of 567 cubic meters per second 



(20,000 cubic feet per second). The steady flow insures that all forces are in balance, so that this 
figure shows both the variability and the dominate nature of the inertial terms in guiding the flow. 

CONCLUSIONS 

The physics of shallow water flow, combined with the bed slope and irregular geometry of 
river drainages, result in inertiaIly-dominated (and often critical) flows. Of three methods tested 
to model these flows, only two were viable. The successful methods are a semi-implicit finite 
difference method operating on a staggered grid, and a Lagrange-Galerkin finite element method. 
The wave equation method that is so successful in modeling waves in harbors will not converge 
for an inertially-dominated flow, nor can it be made so with upwinding procedures. 

The grossly inaccurate velocities obtained with the wave equation model in Idaho and the 
one dimensional model in Oregon are a direct result of ineffective treatment of convective 
accelerations in the flow. The wave equation is incapable of converging for an inertially- 
dominated flow. In the case of one-dimensional models, these cannot model convective 
accelerations that result from flow directions in any direction other than the chosen flow path 
down the stream channel. 

Paleo-flood studies are affected by inaccurate modeling procedures as well. Estimating 
discharge from stream terraces without effectively treating convective accelerations will lead to 
grossly overestimated velocities and discharges, and hence highly inaccurate estimates of the 
magnitude of past floods. 
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UNSTEADY FLOW MODEL FOR FORECASTING MISSOURI AND MISSISSIPPI 
RIVERS 

by 
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Davis, CA and 
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Abstract: This paper describes the Mississippi Basin Modeling System (MBMS) and updates a previously published 
p a p  [Gee and Tseng, 1996). This system utilizes the UNET (HEC, 1997) unsteady flow model as a forecasting rod. 
Therefore. developmnt of a graphical user interface (GUI) reflecting the unique needs of real-time forecasting and the 
consequent design of data protocols for storage, retrieval, presentation and transfer of forecast informatio~~ from 
upstream to downstrearti offices were required. The data management system uses the Hydrologic Engineering Center's 
(HEC) Data Siorage System (HEC, 1995). The modeIing system was developed to encompass low flows and routine 
day-today forecasting needs (such as lock and dam operations), as we11 as the simulation and forecasting of flood 
events. 

INTRODUCTION 

The U.S. Army Corps of Engineers has built and operates a large number of reservoirs, levees, floodways and flow 
diversion structures in the Mississippi River Basin for flood control and navigation. These projects are operated and 
maintained by four Corps Divisions in a coordinated manner. Experiences during the Great Flood of 1993 concentrated 
the awareness of the need for a modeling system that could be used to improve operation of flood control projects during 
a storm system covering a geographic region as large as the upper Mississippi River basin (Interagency, 1994). 
Subsequent to the 1993 flood the Corps committed to the development of such a system to achieve the following 
objectives; 1 )  improve and facilitate communications between Corps offices, other agencies and Corps customers, 2) 
provide real-time discharge and stage data during flood events to support emergency management activities, 3) provide 
a means for assessment of impacts due to levee breaches, 4) provide displays of areal extent of flooding for various 
weather and levee breaching or overtopping scenarios, 5) identify navigation hazards, and 6) provide data for real-time 
damage assessment. 

MISSISSIPPI BASIN MODELING SYSTEM 

Geographic Coverape: The MBMS covers an extensive area. It extends from Anoka. MN to the Gulf of Mexico on 
the Mississippi River, from Gavins Point Dam to St. Louis (confluence with the Mississippi) on the Missouri River and 
from Lockport J ick  & Dam to Grafton on the Illinois River. The model consists of a network af seven unsteady flow 
sub-models; four for the mainstem Mississippi River, two for the Missouri River and one for the Illinois River. Also 
included (although not simulated with UNET at this time) are the Ohio River and the Arkansas. and White Rivers. It 
covers thousands of miles of river, including hundreds of inflow points and nummus gages. Portions of numerous 
smaller tributaries in the Basin are also modeled as unstmdy flow routing reaches. A scherrmtic representation of the 
system showing key locations is shown on Figure 1 .  
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Figure 1. Schematic Diagram of MBMS Geographic Extent. (uls = ups trearn location 
of UNET boundary condition, dls = downstream location of UNET boundary condition.) 

Com~onents: The MBMS consists of many individual components that may be grouped into data bases and software 
modules. Among the data bases are: (1) Measured field data such as cmss sections and hydrographs, (2) Predicted 
(forecasted) inflows to the system such as runoff generated by a rainfall event, (3) Project operation criteria such as 
navigation dam rute curves, (4) Calibration data such as observed stage and flow hydmgraphs, (5) Simulation paramerers 
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Figure 2. CG~S of the MBMS. NIBC = Null Internal Roundary 
Condition. 

such as Manning's a values and 
discharge-conveyance relations, 
(6) Conlputed forecast flow and 
stage hydrographs, and (7) 
Gengraphic informalion system 
(GIs) data used fw 
presentation of area maps, 
damage locatjons, gage 
locations, inundated zeas, elc. 
The four primary software 
modules (each of which is 
composed of several sub- 
modules) comprising the 
MBMS are: ( 1 )  UNET, the 
onedinlensional unsteady flow 
hydrodynamic model, (2) A 
two-dimensional hydrodynanuc 
model linked to UNET far 
overbank flow simulation. (3) 
HEC-DSS, the data 
rnanagemnt, manipulation and 
display module, and (4) the 
graphical user interface (GUI) 
that the forecaster uses to 
interact with the system. Also 
critical to successful operation 
of the MBMS are 
comrnunicatjnn systems fur the 
retrieval of reat-time field data 
such as rainfall and gage 
readings, and the transmittal of 
forecasted information such as 
stage and flow hydrographs to 
ocher Districts and clients. The 
re1 a~ionships among these 
conlponents are depicted in 
Figure 2. 

THE UNET MODELING SYSTEM 

.Description: UNET (HEC, 1997) is the prirnary hydraulic analysis tool used in the MBMS. It sinlulates one- 
dimensional unsteady flow through a network of open channels. One element of open channel flow in networks is the 
split of flow inlo two or more channels. For subcritical flow, that division of flow depends upon the capacities of the 
receiving channels. Those channel capacities are functions of downstream channel geometries and backwater effecrs. 
Another element of a flow network is the combination of flows, which constitutes a dendritic system. A dendritic 
situation is simpler than a flow split because flow fmmeach tributary depends only an the stage in the receiving stream. 
An open channel flow network that includes single chmnels, dendritic systems, flow splits, and looped connections such 
as flow around islands, constitutes the most general case. UNET has the capability to simulate such a network. 
Another capability of UNET is the simulation of storage aceas; e.g., lake-like regons that can either provide water to, 
or divert water from a channel. In this situation the water surface elevation in the storage area will contrnl the volume 
of water diverted. That volume, in turn, affects the shape and timing of downstream hydrographs. Storage areas can 
be the upstream or downstream boundaries of a river reach. In addition, a river can discharge laterdly into storage areas 
over a gated spillway, weir, levee, through a culvert, ar via a pumped diversion. 



UNET Developments: Described below rtre several features that were added to UNET during development of the 
MBMS. 
Levee Algorithms: Subsequent to the 1993 flood on the Missouri River, a new capability for simulating the effects 
of levee breaches was added to UNET. During 19 93 virtually all of the agricultural levees along the Missouri were 
overtopped, resulting in significant overbank conveyance. This  situation poses a peculiar modeling problem. For flow? 
below a cenain transition discharge, the levee interior acrF as a storage cell which communicates with the river throuzh 
a breach, or breaches. in the embankment. When flow exceeds the transition discharge the area behind the levee no 
longer acts as a storage cell but becomes part of the river, conveying flow. Therefore, there are two situation% that must 
be modeled; a sbrage cell and a flowing river. An algorithm was developed that allows the overbank storage Ilrea to 

change to conveyance areas (and back) based upon a triggering river flow or stage. Note, however, that this technique 
do not directly predict the location, size, or timing of a levee breach. Operationally, from forecasted stages, the 
forecaster may k able to hypothesize the locations and times of potential levee breaches and use the MBMS to rapidly 
evaluate impacts of vuious scenarios. 
DikeFieIds: A dike field is a system of structures that contracts the low-flow cross section to the design width of the 
navigation channel. Because UNET is a onedimensional model the local effects of each individual dike cannot be 
simulated. Rather, the cross sections are numerically contracted to simulate the effects of the dike field. The area 
blocked by the dike field can be  nodel led as a storage area or as an area filled with sediment which is deducted from 
the cross-sectional area. Simulation of the added form roughness of the submerged dike tield i s  done by the user as part 
of the model calibration. 
Navigation Dam Algorithms: A major effcwl was undertaken to provide the ability to simulate lock and dam 
operations with the UNET system (Barkau, 1996). The capability to use operating rule curves at navigation dams as 
internal boundary conditions was developed and implemented for the MBMS project. Two types of navigation dam 
operation can be simulated; control point within the navigation pool (hinge-point operation) and control point at the dam. 
The hinge-point operation is defined by a set of functions which relate control point elevation to elebation at the dam 
for various discharges. Control at the dam relates target pool elevation to discharge and tailwater rlevntion. These 
functions may include seasonal effects (ice, wind, etc.) and other (environmental, legal, etc.) constraints. The concept 
is to provide the operator with the information needed to make decisions quickly and easily. 
Null Internal Boundary Condition: The "null internal boundary condition" (NIBC) is a modification to the UNET 
system that is used to estimate residual (incremental) flows, which may be though( of as ungagzd lateral intlows or 
outflows. This p r ~ e d u r e  uses two executions of UNET. The first execution assumes stage continuity at gages, with 
~ ~ a c l l  gage location being an internal boundary condition. This execution produces computed flows both upstream and 
downstream of the gage, which will most likely differ. DSSMATH (an HEC-DSS utility) is then used to con~pute the 
residual flow (difference) for each reach between gages to achieve flow continuity at the gages. These residual flows 
are then dlstributzd throughout the upstream reach (usually uniformly) and lagged in time as deemed appropriate. The 
second execution usa these flows as uniform laterd inflow hydrographs and removes the internal boundary conditions, 
resulting in an open river condition at the gages. 
Graphical User Interfew: The GUI developed for the MBMS was based on work done by the Corps' Cold Regions 
Research and Engineering Laboratory for the (then) Missouri River Division. That work involved management of 
releases from mainstem Missouri River dams to prevent damage to endangered species habitat. It was primarily a 
"simulation" application. That interface was expand4 to meet the needs of forecasting applications. The enhancen~ents 
to the interface included; consistent file management, implementation of a UNET hotstart capability, easy time window 
selection, and interaction with DSS-DSPMY in a fashion consistent with and suppofling water control needs. The GUI 
runs under UNIX. Figure 3 shows one of the initial screens. This screen provides the user wilh identification of the 
static data currently in use (e.g., River ID, CSect Template, and BC Template). The time period represents the entire 
simulation duration which includes a warm-up perid prior to the time of forecast and the forecast interval. The warn- 
up period is used to blend in any changes to the system that m a y  have occurred since the last forecast. An example 
would be updating the extrapolated Iwal inflows to match the flows based on observed data from the last time of 
forecat to the present one. The execution of the UNET system is launched from this screen via the "Run UNET' 
button. 





TWO-DIMENSIONAL MODELING CAPABILITY FOR OVERBANK AREAS 

An accurate description of combined channel and overland flood flow requires a blend of  one- (1-D) and 
two-dimensional (2-D) surface water flow modeling concepts. Two-dimensional computations in a floodplain can range 
from being fully 2-D and dynamic to consisting of only a few large storage cells with nlomentum effects completely 
neglected. For example, through the use of storage cells, UNET provides a method to account for floodplain storage 
and allows a skjlled modeler to approximate kinematic floodplain routing through a coarse network of storage cells. 
A recent evaluation of surface water flow models suggested that it is possible to link I-D channel flow models, such 
as UNET, with a 2-D finite volume overland flow model. The objective of this MBMS task was to develop the 2-D 
model and then to formulate, implement, and test a linkage methdology which allows combined channel and overland 
f l d  mdeling. This methodology permits 2-D dynamic routing of flows across a floodplain represented by moderate 
to high resolution finite volume grids. The same linkage methodology could be applied to a number of different 1-D 
and 2-D routing models. The 2-D floodplain routing model is similar to UNET in that conservation of mass and 
momentum equations are soIved. For purposes of mode1 flexibility, however, an explicit numerical solution has been 
sekted.  The 2-D finite-volume method divides the system into an unstructured grid of cells where stage is defined at 
the center of the cell. Flows are defined along one-hmensional channels that link the centers of the finite volume cells. 
The linkage between UNET and the 2-D floodplain model was evaluated using a series of idealized grid and interior 
bounhry condition tests. These tests demonstrated that the coupling between the two models performed in a highly 
stable manner and that flow volume was conserved. Following these tests, the model was applied to a portion of St. 
Charles County, MO, where cross-basin flows from the Missouri River into the Mississippi River occur during large 
floods. A second 2-D floodplain model representing the Birds Point-New Madrid Floodway, Figure 5 ,  has been 
developed and linked to the Ohio River Forecast Model. That 2-D application is being used to simulate operation of 
the f l d w a y  during a hypothetical fld. Flodway operation is acomplex undertaking which includes phared creation 
of levee crevasses at ~nultiple locations and overtopping of fuse-plug segments at both ends of  the frontline levee 
separating the floodway from the Mississippi hver. The floodway is also subject to backwater flooding rhrough a gap 
between the setback and frontline levees at the lower end of the floodway. Determination of interior stages and flow 
distribution with a 1-D unsteady flow model would be very difficult given the irregular shape of the f l d w a y  boundary 
combined with multiple inflowloutflow locations. The 2-D floodplain model permits direct computation of spatially 
distributed stage and flow at a horizontal resolutjor~ of 300 to 1000 meters (with better resolution possible at the expense 
of greater computational time). Floodway inundation from both backwater flooding and levee crevasses may be 
visualized by creating aninmtions drectly frornthe stage computed by the 2-D model. This work was performed by the 
Corps' Waterways Experiment Station 

DATA REQUIREMENTS 

A continuins area of concern is the trade off between the cost uf oblaining increased accuracy of topographic 
dnra and the accuracy of the results computed from those data. This has been studied and documented for the use of 
HEC-2, a steady flow model (HEC,1986). That study determined that the primary source of uncertainty in computed 
results was the estinution of energy loss coefficients, not topographic data accuracy using normal surveying standards 
at thar time. Experience with onedimensional unsteady flow mdels,  such as UNET, has confirmed and expanded that 
conclusion. It is in~portant, in the application of an unsteady flow model, that storage as well as conveyance be properly 
represenled. This requires accurate definition of the conveyance and the flow-controlling elevations and locations (e.g., 
levees, weirs, etch). Ground elevations in storage areas such as overbanks and leveed areas are not as critical if the 
volumetric capacity of those areas is correct. Information based on topographic maps with 1.5m (5 ft.1 contours is 
usually adequate for overbank area for systems with broad floodplains. When applying a two-dimensional tlow   nod el, 
however, the ground topogaphy becomes more important, particularly in areas of little vertical relief. The MBMS team 
decided that 0.Srn (2 ft.) vertical resolution was needed in the cross-over area between the Missouri and Mississippi 
Rivers for reliable two-dimensional modeling. This requiren~ent depends on the relationship between water depth and 
the magnitude of changes in bed elevation. When applying any of these hydraulic modeling approaches. one must be 
aware that there is substantid uncertainty In past inflows to the system as well as the forecasted inflows. all of which 
will influence the accuracy of the computed results. 
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Figure 5. Two-Dimensional Grid Representing the Birds Point-New Madrid Floodway. 

COORDINATION 

The Mississippi Basin Modeling System development team consisted of representatives of the St. Paul, Rock Island, 
Omaha, Kansu City and St. h u i s  Districts; and the Mississjppj Valley, Great Lakes and Ohio River. and Southwestern 
Divisions. Ekearch and development were performed by the Waterways Experiment Station, Cold Regions Research 
and Engineering Laboratory and Hydrologic Engineering Center. Technical guidance and study cuordination was 
providd by the Corps of Engineers Headquarters HydrauIics and Hydrology Branch. Dr. Robefl Barkau served as a 
consultant to the team and individually to several of the offices involved. lt is anticipated that future coordination will 
expand outside of the Corps to include the National Weather Service and, possibly, others. Coordination and data 
exchange were also accomplished with the Corps Flodplain Management Assessment (US ACE, 1995) teams and  he 
interagency Scientific Assessment and Strategy Team (Freeman and Frazier, 1997). These were two complementary 
efforts to study the impacts of levees on the Mississippi Basin system. The former used UNET to analyze the effects 
of an array of levee placement options on flood heights and the latter used an interdisciplinary approach to evaluate 
consequences of levee placement on wetlands, environmental quality, agricultural use, local economies. etc. 



APPLICATIONS OF THE MODELING SYSTEM 

The St. Paul District applied the MBMS during the 1997 flood to forecast water surface elevations on the hlississippi 
River within the District and to provide the (downstream) Rock Island District with predictions at Lock and Dam No. 
10. The results of these forecasts were also used to coordinate emergency response activities. The results were posted 
on the District's water control honu page. Preparation and dissemination of a UNET forecast, using the GUI, required 
about 20 minutes. 
The Rock Island District also used the MBMS during the spring flood of 1997. The accuracy of St. Paul District's 
forecast at Lock and Dam 10 and careful base calibration of the MBMS were key factors in the production of accurate 
forecasts. The MBMS was run daily by Rock Island District's water control personneI from April 10 to May 7, 1997. 
This experience demonstrated both the accuracy and reliability of the MBMS in a real-time flood application. 
The St. Louis District tested the MBMS in May 1996 during a flood. It was noted that stages at St. Louis were 
underpredicted by about 2 ft. Further investigation revealed that a shift in the rating curve had occurred. After the 
appropriate adjustment was made, the forecasted stages were within 1 f t .  of observed. As this was a test application, 
no further refinements were made. After further calibration, GUI development and implementation of Lock & Dam 
algorithms, the MBMS was extensively used during the spring 1997 t l d .  Generally, the model results deviated from 
observations by less than 1 ft. A file transfer system was used to obtain forecasts fromupstream on the Mississippi and 
Missouri Rivers. Sf. Louis' forecasts were then delivered to downstream Corps offices. 
The Mississippi Valley Division tested the MBMS during the 1997 Hood. The flow forecasts were deemed to be 
reasonable and, therefore, were used to estimate the duration of the Bonnet Cme Spillway operation. 
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ESTIMATING ICEAFFECTED STREAMFLOW BY EXTENDED KALMAN FILTF,RWG 

By D.J. Holtschlag, Hydrologist, U S .  Geological Suney, Lansing, Michigan; M.S. Grewal, Professor of 
FAectrical Engineering, California State University, Fullerton, California 

-act; An extended Kalman fdter was developed to automate the real-time estimation of ice-affected 
strearnflow on the basis of routine measurements of stream s t a g  atld air temperature and on the relation 
between stage and streamflow during open-water (ice-free) conditions. The filter accommodates three 
dynamic modes of ice effects: sudden formation/ablation. stable ice conditions, and eventual elimination. 
The utility of the fdter was evaluated by applying it to historical data from two long-term streamflow-gaging 
stations, St. John River at Dickey, Maine and Platte River at North Bend, Nebr. Results indicate that the 
filter was stable and that parameters converged for both stations, producing streamflow estimates that are 
highly correlated with published values. For the Maine station, logarithms of estimated streamflows are 
within 8% of the logarithms of published values 87.2%) of the time during periods of ice effects and within 
15% 96.6% of the time. Similarly, for the Nebraska station, logarithms of estimated streamflows are within 
8%1 of the logarithms of published values 90.7% of the time and within 15% 97-75, of the time. In addition, 
the correlation between temporal updates and published streamflows on days of direct measurements at the 
Maine station was 0.777 and 0.998 for ice-affected and open-water periods, respectively; for the Nebraska 
station, corresponding correlations were 0.864 and 0.997. 

U.S. Army Corps of Engineers (USACOE) is responsible for mitigating flood damages and for maintaining 
navigable conditions in streams by operation of dams throughout the United States. Decisions affecting the 
day-to-day operation of these dams are based on real-time streamflow data obtained by telemetry from 
streamflow-gaging stations typically operated by U.S. Geological Survey (USGS). Ice effects, associated with 
variable blockage of the channel by ice and increased flow resistance, reduce the accuracy of real-time 
streamflow data. To improve controllabiIity of streamflow during ice-affected periods, Cold Regions 
Research and Engineering Laboratory of USACOE supported this study to improve real-time estimates of 
ice-affected streamflow. 

USGS operates a network of about 7,000 continuous-record streamflow-gaging stations nationwide. 
Although srage ((water-surface elevation of the stream) is continually recorded, direct measurements of 
streamflow and st age are obtained only at about 6-week intervals. The average (monotonically increasing) 
relation hetween stage and streamflow during open-water conditions (no ice cover) is referred to as the 
"stage-discharge rating." Streamflow indicated by the rating for a particular stage is referred to as the 
"apparent streamflow." Deviations in the average relation between stage and streamflow, which are inter- 
preted from individual direct measurements of streamflow and stage, are described by shifts in the rating. 
Together with hourly or more frequent measurements of stage, the rating and shifts are used to compute 
streamflow records for annual publication, following a con~prehensive analysis of streams in a nerwork of 
gaging stations. 

During open-water conditions, uncertainty associated with shifts in the rating are usually small with respect 
to the need for information affecting dam operations. Thus, real-time estimates of streamflow, traditionally 
determined directly from the rating and possibly t he shift defined from the most recent direct measurement, 
provide sufficient accuracy. However, during ice-affected periods, the accuracy of real-time streamflow esti- 
mates are degraded by rapidly varying ice-backwater conditions and large time-varying shifts. In these con- 
ditions, the ratio of the true streamflow to the apparent streamflow, referred to as the "streamflow ratio," 
can vary from 1 during open-water conditions to a value near zero. These shifts create sufficient uncertainty 
in traditional real-time streamflow estimates that dam operations can be degraded. 

FORMULATION OF THE PROBLEM 

Based upon analysis of historical streamflow characterizations developed by traditional met hods for estimat- 
ing ice-affected streamflow, the dynamics of ice effects were classified into three modes. Mode 1 dynamics 
are associated with the  sudden tbrmation/ablation of ice effects as indicated by abrupt changes in apparent 



streamflow. Mode 2 dynamics are associated with stable ice conditions and are approximated by a firs!- 
order difference equation relating the streamflow to air temperature. Finally, mode 3 dynamics are associ- 
ated with the eventual elimination of ice effects at warm air temperatures. Each mode corresponds to a 
unique process (state) model. 

The process model for mode 1 dynamics is an algebraic equation of the form 
h ( k -  1) 

x ,  (k) = - 
h ( k )  

(k -- 11, 

where xl(k) (or .x,(k-I)) is the estimated ratio of the actual to apparent streamflow at time indexed by vari- 
able k (or k-1). The variable h corresponds to the apparent streamtlow. Mode 1 dynamics were applied for 
either of two conditions: ( I )  if the one-day change in apparent slreamflow increased by more than q-dPA, 
and the average air temperature was less then I-lo, or (2) if the one-day change in apparent streamflow 
decreased by more than q-dr !~  when the streamflow ratio was Iess than 1. Because of the lack of derivative 
information in equation 1, parameters q-dl and r-lu were included among five threshold parameters esti- 
mated outside the extended Kalman filter. 

The process model for mode 2 dynamics is a first-order difference equation driven by air temperature, r r .  
The form of the process model for mode 2 dynamics is 

x, (k) = x , ( k -  I )  +.r3[x1 (k- 1 )  - x 2 ( k - l ) ]  + . r 4 ( k -  1 )  [ i ( k -  1)  - x s ( k - I ) ] ,  (2) 

which indicates that at times of ice effect and constant air temperature x5, the streamflow ratio (x,) is in 

equilibrium about a nominal value x2. Changes from the equilibrium value are described by a difference 
equation that includes an autoregressive component with parameter x3 and a forcing function term associ- 
ated with daily air temperature. Air temperatures that vary from a nominal value of r5 change the stream- 
flow ratio from its nominal value of x2 a t  a rate of x4. This form of a difference equation is nonlinear in 
parameters because rate parameters (x3 and A-4) and offset parameters (x2 and x5) are estimated simulta- 
t~eously. Prior information on the distribution of streamflow ratios during periods of ice effect was used in 
hope OF facilitating the solution of this inherently dimcult estimation problem. Air temperature, ii , indicates 
an expouentially weighted average of temperature from the three previous days. An exponential weighting 
factor, t-n8i, used in computing ii, was included among threshold parameters because it did not occur 
explicitly in equation 2. 

The process model for mode 3 dynamics is an equation of the form 
i ( k -  I )  - t -hi  

x ,  ( k )  = X ,  ( k -  1 )  + [ I  - x , { k -  l ) ] .  
t-ou - t-hi 

The mode 3 dynamic model is applied when the exponentially weighted air temperature value exceeds !-hi. 
Then, the streamflow ratio increases from its value at time k-l to a value of one when the exponentially 
weighted air temperatures equals t-ou. Because ?-hi and t-ou occur explicitly in the process tnodel, they 
could be included as parameters in the state vector. However, because of dangerous conditions for direct 
measurement of streamflow during mode 3 dynamics and correspondingly limited direct measurement data, 
?-hi and t-ou were included among threshold parameters estimated outside the filter. Estimates of stream- 
flow ratio for all dynamic modes were constrained to an interval between a maximum of 1 and a minimum 
greater than zero. In this analysis, the minimum was the minimum ratio of pubiished to apparent stream- 
flow determined from historical record. 

The process models for the three dynamic modes were developed so that the first (only) element in the state 
vector was the signal element (the estimated streamflow ratio). For this application, change in ]node affected 
only the signal element. In contrast, the state parameter vector was treated as if mode 2 dynamics were 
always applied. Although this convention can create uncertainty in the state parameter vector, the uncer- 
tainty is minimized because updates affecting the parameter vector are computed only for days of direct 
streamflow measurement. Direct measurements are not generally possible during conditions of mode 1 or 3 
dynamics because of unsafe measuring conditions associated with these ice conditions. 



APPLICATION OF EXTENDED KALMAN FILTERING 

Grewal and Andrews (1997), Bar-Shalom and Li (1993), and Brown and Hwang (1997) provide detailed 
information on the mathematical development and general application of Kalman filtering. A Kalman filter 
is an estimator of the state of a dynamic system given measurements that are related to the state. The 
extended form of the Kalrnan filter was selected because the state vector was formulated to include both a 
signal element (the streamflow ratio) and unknown parameters. In addition to the unknown parameters in 
the state vector, five threshold parameters are estimated externally to the extended Kalman filter. 

A discrete-time extended Kalman filter was developed to account for effects of ice on streamflow. The filter 
consists of two models, a nonlinear process model and a linear measurement modeI. The general form of the 
nonlinear process model is 

x ( k )  = f(x(k-I ),k-I) + w ( k - I ) ,  (4) 
where 
x ( k )  is the state vector. In this paper, the state vector is partitioned into two components. The first compo- 

nent is the streamflow ratio and is referred to as the "state signal element." The second component is 
referred to as the "state parameter vector." The total number of elements in the state vector is referred 
to as the "dimension of the state space." 

f(x(k-l),k-1) is a nonlinear function of the state at the previous time step plus other information on auxil- 
iary variables available at time k-1. 

w(k-1) is a value from a random sequence representing process noise at time k-1. (In the analysis of 
dynamic systems, noise refers to random inputs that cannot be directly measured or controlled). The 
sequence w is assumed to be independent and normally distributed with a mean of zero and a covari- 
ance structure, Q(k-I) ,  commoniy written w -N (0. Q (k - I )  ) , In this application, only the variance of 
x ,  (k) was assumed be nonzero; no process noise was associated with the state parameters. 

The time-varying linear measurement model is of the form 
z ( k )  = H ( k ) x ( k )  + v ( k ) ,  

where 
z ( k )  is the streamflow at time k, 

H ( k )  is the time-varying measurement sensitivity matrix that i s  represented by the vector 
[h(k)  0 01, where h(kJ  is the apparent streamflow, and 

v(k) is a value from a random sequence representing measurement noise at time k. The sequence v is 
assumed to be independent and normally distributed, with a mean of zero and variance R ( k )  . The sub- 
set of days indexed by k on which direct measurements of streamflow were obtained is denoted as k' . 
For the purpose of developing an estimate, the variance R (k ' )  was assumed to be proportional lo the 
published streamflow on days of direct streamflow measurement. In open-water conditions, the stan- 
dard error was assumed to be 2.5%) of the published streamflow; during ice-affected conditions, the 
standard error was assumed to be 8.0?4> of the published streamflow. On days for which direct rneasure- 
ments were not made, published streamflow data were not used to update the estimate of the stream- 
flow ratio. 

IMPLEMENTATION 

The extended Kalman filter was implemented by recursively computing daily updates to the state vector x 
and the state error covariance matrix P, given an initial estimate of the state vector xo and Po. The update 
is done in two steps: a temporal update and an observational update. The temporal update is computed at 
each time step; the observational update i s  computed only on days of direct streamflow measurement. The 
magnitude of P increases with temporal updates and decreases with observational updates. Bootstrap esti- 
mates of xo and Po were computed by iteratively replacing x o ( ~ ' ' ~  with x/') until x,.~J+~) -xp' , where xo 

and xJ indicate the initial and final values for the state vector for the j or j+ 1 iteration of the extended Kal- 
man filter, respeclively. 



Temwral The temporal update represents the best linear estimate of the state at time k on the basis 
of measurements of z available through k- t .  The form of the general state equation is 

x( - ' (k )  = f ( x ( + ) ( ( k -  l ) , k -  1)). (6 )  

In case of mode 1 dynamics, the signal element is computed as follows: 
h (k- I )  ~ ( - 1 ~  [k) = -x(+j 

h ( k )  1 (k- 1). 

Finally, in the case of mode 3 dynamics, the signal element is computed as 

For mode 2 dynamics, the temporal update of the state vector is  computed as follows: 

i(k-1) - [ - h i  
~ ( - 1 ,  (k) = x(+), ( k  - I ) + - [ I  -x(+), (k- I ) ]  

I-ou - t-hi 
for specified threshold parameters t-hi and t-ou. 

- 
x ~ f ) z ( k - 1 ) + ~ ~ + ~ 3 [ ~ ( + ~ l ( k - 1 ) - x ( + ' 2 ( k - 1 ) ] + ~ ( 4 ~ 4 ( k - 1 ) [ ~ ( A . - 1 ) - ~ ( + ) 5 ( k - 1 )  

x(+), (k - 1) 

xIclg ( k  - 1) 

x(+), ( k  - 1) 

x(+)~ ( k  - I )  - 

- 7 

~ ( - ) ~ ( k )  

KG), ( k )  
x(4, ( k )  

x(-j4 (k) 

A temporal update of streamflow is computed by multiplying the apparent streamflow by the estimated 
streamflow ratio; or, for consistency with the extended Kalman filter notation, by multiplying the time-vary- 
ing measurement sensitivity matrix, H ( k J ,  by the temporal update of the state vector as 

( k )  = H ( k ) r ( - l ( k )  = [h (k) o l d - ' ( k ) .  (10) 

= 

A temporal update of the error covariance matrix is computed as 
P ( - ) ( k )  = 0111 (k- I )  P(+) (k  - 1 ) 0 I 1 l T ( k -  I )  + Q [k- 1). 

x(-jS I k), 
- 

A first-order approximation of the state transition matrix is 

The estimate OF the transition matrix used in this analysis is 

The value of Q was determined such that 
Prob (?(-I (k) f 2,=o ,P(-),<, ( k )  > z(k)) - 0.9, (14) 

where 2, = , ,  is the standardized normal deviate equal to 1.64. 
Observational updates were computed for days of direct streamflow measurement. 

First, the Kalman gain matrix was computed as 
R (k') = P(- ) (k ' )  fl (k') [ H ( k ' )  Pr-1 (k') EP ( K )  + R (k') -I. (15) 

Then, the covariance matrix was updated as 
P ( + ) ( K )  = [ I - K ( k ' ) H ( k ' ) ] f l ) ( k ' ) .  

The state vector update was computed as 



x(+j (k') = xc-1 ( K )  + K (k') [t (k') - ?(-I (k') 1. 
Finally, the observational update was computed as 

?(+I (k) = H ( k ) x w  ( k )  = [h (k) 0 d r ( * ) ( k ) .  

On days for which direct strearnflow measurements were not made, observational updates were set equal to 
the temporal updates computed for that time step. Thus, estimated values computed by use of the extended 
Kalrnan filter were equal to the observational updates on days of direct streamflow measurement and were 
equal to the temporal updates otherwise. No adjustment was included for uncertainty in the apparent 
streamflow values. 

AVALABLE DATA 

Sites in Maine and Nebraska were selected for application. The St. John River at Dickey site is in northern 
Maine, about 1150 mi (miles) north of Bangor. Seventeen years of hydrologic data were obtained from 
USGS streamflow-gaging station 01010500. Drainage area at the gage is 2,680 mi2 (square miles); average 

streamfl ow is 4,77 I ft3/s (cubic feet per second). Climatic data were obtained from Fort Kent, Maine, which 
is about 25 mi east-northeast of the site. Within the selected periods, 37.1% of the daily values were ice 
affected. The Platte River at North Bend site is in east-central Nebraska, about 45 mi northwest of Omaha. 
Twenty-seven years of hydroIogic data were obtained from USGS streamflow-gaging station 06796000. 

Drainage area at the gage is 70,400 mi2; average streamflow from 1949 through 1995 was 4,569 ft31s. Cli- 
matic data for the site were obtained from Fremont, Nebr., which is about 15 mi east of the site. Within the 
period analyzed, 28.9% of daily streamflow values were affected by ice. 

RESULTS 

Filter estimates generally refer to estimates at time k based on measurements up to and including time k. In 
contrast, Forecast estimates refer to estimates at time k based on data up to, but not including, time k. In 
this paper, extended Kalman filter estimates of streamflow are usually forecasts determined on the basis of 
the temporal updates. However. on days of direct measurement, more accurate filter estimates are computed 
by use of observational updates. 

The extended Kalman filter was initialized to St. John River data by 
manually adjusting preliminary estimates of threshold parameter values to minimize the sum of squared 
errors in the extrapolated streamflow ratio, x t )  ( k ' )  - x ,  ( k ' )  , where k' indicates days of direct streanlflow 
measurements. Once sat isfactory estimates of the threshold parameters were obtained, they were fixed and 
the filter was run repetitively using the state vector and error covariance matrix computed on the last 
iteration of the previous run to initialize the subsequent run. The filter was run repeatedly until elements in 
the state parameter vector were virtually constant. In this process, initial estimates for the state etror 
covariance matrix converged. 

Final estin~ates for the state parameters indicate that mode 2 dynamics are highly autoregressive, as indi- 
cated by the parameter x3=0.9Xl, about a streamflow ratio offset of x2=0.544. Streamflow ratios increase at 

a rate .~~=0.000855 'c-I (degrees ~elsius'') from the temperature offset x5=-3.19 O C .  (Note, for consistency 
with the natural correspondence between the freezing point of water and the zero of the Celsius scale, tem- 
perature values are referenced in the International System of Units rather than the English System of Units. 
To convert from Celsius to Fahrenheit, multiply the value reported in Celsius degrees by 915 and add 32.) 
Although the value for x2 is higher than 0.15 (the mode of the distribution of empirical streamflow ratjos) it 

is physically realizable. Similarly, x s  is consistent with the distribution of air temperatures during periods of 

ice effects, which generally ranged from -20.5 to 2.5 "C. However, analysis of the state error covariance 
matrix indicates a large positive correlation (>0.99) between .rz and xg and a large negative correlation (< - 
0.93) between x3 and s4. Thus. although the form of the difference equation used to describe mode 2 ' 

dynamics resulted in parameters with physically realizable values, the large correlations indicate ambiguity 
concerning their true values. The high correlations in the state error covariance matrix indicate a potential 



for reducing the dimension of the state parameter vector without loss of filter accuracy. 

Sensitivities for threshold paramerers were estimated as the change in the sum of squared errvrs irl the 
streamflow ratio divided by the change in the corresponding parameter near the selected values. Results of 
simulations indicate that filter computations were most sensitive to changes in the q-dl parameter and least 
sensitive tn the t-lo parameter. Formal optimization of the threshold parameters could lead to further 
improvement in filter performance. 

One measure of the estimation accuracy of the filter is the relation between temporal updates of streamflow, 
zj-) (k'), and published daily streamflow values, z (k') , where k' indexes days of direct streamflow measure- 
ment. Although this value is modified by observational updates to more precisely estimate streamflow on 
days of direct measurement, z I-) (k') provides a conservative indication of the filter accuracy. The temporal 
update is considered a conservative indicator of accuracy because the variance of the estimation increases 
monotonically with time from the previous measurement and the length of the forecast lead is maximum 
just before the observational update. Results for St. John River indicate that the correlation between log- 
transformed values of zJ-) (k') and z (k ' )  is 0.777 based on 40 days of ice-affected measurements and 0.998 
based on 63 days of open-water measurements. Time between measurements at St.  John River used in this 
analysis averaged 8.6 weeks. 

Another measure af fiker accuracy IS the reiation between published and estimated streamflows during peri- 
ods of ice effects. The relation between published and estimated values is linear in the logarithm of trans- 
formed values. Uncertainry occurs in both the published and estimated values. Published st~eamAow values 
duri~lg periods of ice effects are typically rated "fair" or "poor" on a subjective basis. A rating of "fair" 
implies that about 95% of the daily values are within 15% of the true value; a "poor" rating indicates that 
daily streamffow values have less than "fair" accuracy (Novak 1985). Discrepancies between published and 
estiniated values during periods of ice effects were computed as 

e ( k )  = log (z(+) Ik) 1 -log ( z  (k) 1 
tog Cz (k) 1 

Analysis of the distribution of discrepancies shows that 87.2% of the time, the absolute value of elements in 
the e sequence is less than 8%; 96.6% of the time, i t  is less than I S " / ; , .  

Streamflow and climatic data for the St. John River at Dickey, Maine sitc from November 1986 through 
April 1987 are shown on Fig. 1. Upper and lower estimations were computed by adjusting the variance of Q 
to 0.0035 so that interval formed between the upper and lower estimations about the temporal updates at k' 

contained the published vahes  90% of the time. 

Platte River a g o r t h  w. Nebraska:Following the protocol developed for St. John River, the extended 
Kalman filter was applied to Platte River data by manually adjusting preliminary estimates of threshold 
parameters to minimize the sum of squared errors in the temporal updates of the streamflow ratio for days 
of direct streamflow measurement. Again, once apparently satisfactory estimates of the threshold parinietcrs 
were obtained, they were fixed and the filter was run until convergence was indicated. In this process, initial 
estimates of the state error covariance matrix converged. 

Results for Platte River data also indicate that mode 2 dynamics are highly autoregressivc, as indicated by 

the parameter x3=0.990. Streamflow ratios increase at a rate x4=0.000939 OC-I about a temperature offset 

~ ~ 5 9 . 3 7  O C ,  a Iower temperature than that estimated for St. John River in Maine. Unfortunately, the esti- 
mated streamffow ratio offset ofx2=-0.068 is not physically realizable. Analysis of the statc error covariance 
matrix indicates a maximum positive correlation of 0.81 between x3 and x5  and a maximum negative corre- 
lation of -0.74 between x3 and xq. The magnitudes of these correlations are not thought to be sufficient to 
cause significant degradation of parameter estimrrtcs. Howevcr, given the small magnitude of the estimated 
x2 value, in future applications it may be possible to eliminate (set to zero) the streamflow ratio offset from 
the difference equation for mode 2 dynamics. Such an elimination would reduce the dimension of the state 
space, which would also likely reduce parameter ambiguity caused by high correlations in the state error 
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Figure 1. Streamflow and climatic data for the site near St. John River at Dickey, Maine 

covariance matrix. Subopt irnal values for the threshold parameters also present a possible explanation for 
the discrepancy between the estimated value of x2 and the conceptualized value at the mode (0.30) of the 
empirical distribution of discharge ratios. Sensitivities for threshold parameters were estimated as the change 
in the sum of squared errors in the streamflow ratio estimate divided by the change in the corresponding 
parameter near the selected values. Results of simulations indicate that estimates are most sensitive to 
changes in the q-d/ parameter and least sensitive to the t-lo parameter. Again, formal optimization of the 
threshold parameters could lead to further improvement in filter performance. 

The temporal updates of streamflow on days of streamflow measurements compare closely with published 
daily mean st reamflows. Results indicate that the correlation between log-transformed values of z i-) ( k ' )  and 

; (k') is 0.864 based on 87 days of ice-affected measurements and 0.997 based on 345 days of open-water 
measurements. Time between measurements at Plalte River used in this analysis averaged 3.2 weeks. The 
relation between published and estimated streamffows at Platte River during periods of ice effects is linear 
and unbiased in the logarithms of streamflow. Analysis of the distribution of discrepancies between pub- 
lished and estimated values during periods of ice effects by use of equation 19 indicates that 90.7%1 of the 
time, the absolute value of elements in the e sequence is less than 8%, and that 97.7% of the time, it is less 
than 15'%,. 

Streamflow and climatic dnra for the Platte River at North Bend, Nebr. site from November 1977 through 
April 1978 are shown in Fig. 2. Upper and lower limits for estimates were computed by adjusting the vari- 
ance of Q to 0.0039 so that the interval formed by the upper and lower estimate about the temporal update 
at k' included the published values 90%) of the time. 
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Figure 2. Streamflow and climatic data for the site near Platte River at North Bend, Nebraska 
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Three dynamic modes of ice effects were identified on the basis of historical interpretations of ice-affected 
strean~flow records. The first mode is associated with rapid transitions in ice effects related to ice formation 
and ablation processes, as indicated by abrupt changes in apparent streamflow. The second mode is associ- 
ated with gradual changes in ice effects with changes in air temperature. The third mode is associated with 
elimination of ice effects at warm air temperatures. Equations for these dynamic modes were developed 
withill a discrete-time extended Kalman filter to estimate daily values and uncertainties of ice-affected 
streamflow. The utility of the filter was evaluated by application to historicd data from two long-term 
streamflow-gaging stations. Results indicate that the filters were stable and that parameters converged for 
both stations. Estimates of ice-affected streamflow were highly correlated with published values. The 
extended Kalman filter developed in this paper provides a basis for estimating ice-affected streamflow at 
other gaping stations by adjusting filter parameters to site-specific conditions. The filter can be used to  esti- 
mate daily mean streamflow during periods of ice effects by use of real-time climatic and hydrologic data. 
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MlSSOURI RIVER FORECAS'I' hlODEL FROM CAVINS POINT DAM TO RULO, NEBRASKA 

By Daniel Pridal, Hydraulic Engineer, U.S. Army Corps of Engineers, Omaha, Nebraska; Joel Knofczynski, 
Hydrologic Engineer. U.S. Army Corps of Engineers, Omaha, Nebraska 

Abstract: This paFs describes the prrcess of developing a UhriT unsteady f low m d e l  for usc with forecasting flows 
and srages on the Missouri Rivcr wi~hin the Omaha District Corps of Engineers. The unsteady now model is a portion 
of a larger Corps of Engineers effort to implement a comprehensive system wide forec~\t~ng tool ui' the Missouri Rivcr, 
M~ssissippi River, and significant tributaries. The Mihsouri River unsteady flow m d e l  study area extend,. from Gavins 
Point Dan1 at river mile 81 1.1 downstream to Rulo, NE, at river mile 498.0. T h c  W E T  unstundy flow model includes 
several tribuiaries as routing rcaches, numerous la~eral inflows, simulntlon of levee failure, and thc incli~sion of ungagcd 
inflows. This paper describes the prozcss of W E T  model development, calibration, and verificalion using available 
geometry and observcd flow and stage data. In addition, this p a p r  describes Lhe procedurc and thc dam required to 
utilize the UNET model in a forecast mode for daily operation. 

INTRODUCTION 

The 1993 flood event rcsulted in catastrophic damages in large purlions of the upper M~ssissippr Rivzr, lower M~ssouri 
River, and major tributaries. Although reservoirs wcre operaled effectively during the flood, the Corps ~f Engineers did 
not have an integrated river model or procedure specifically designed and implemented fi,r the Missouri R~ver, 
Mississippi Rivcr and it lributaries to analyze and predict system wide impacts and wrious ~ltcrnativc actions during the 
flood. The objectives for developtnent of a forecast model were established based on past flood cxperience and are 
listed in order of priority: a) improve and facilitate the coordinat~nn, cornmunlzation, and sharing of data arld forecam 
among water control activities along the mainstern, b) assess impacts of levee breaching and tloodway operarions on 
local and downstream areas, c )  support emergency management activilits through timely prediction uf stage and ratr of 
rise, d )  display areill extent of fluding potential Tor various predicted weather scenarios and levce failurcs. e) identify 
navigation hazards and, t') provide davi for reaI-time flood darnagc usessment. 

Following the 1991 flood event, the Corps of Engineers conducted a comprehensive system wide study to assess flood 
control and floodplain management practices known as the Floodplain Management As\essment Study (FPMA) 
(USACE, 1995). Corps District off'lcc~ invol\~ed in tlle FPMA study  long the Mi\c;issipp~ River include St. Paul. Rock 
Island, and St. Louis. Corps Disuict offices along the M~ssouri R~ver  includc Omaha and Kansas City. To achieve the 
FPMA study objectives, an unsteady flow m d c l  was constructed of the Masissippi, Missouri, and s~gn~ficant tributav 
rivers. 

Following the FPMA study, thc Corps ini~iated a study cffort to translate the developed unsteady !low model into a 
forec&tinp tool. The UNET unsteady flow forecast model i s  known as !hc Miss~ssippi Basin Modeling System 
(MBMS) (HEC, 1997). While coordinating with all involved Corps Districrs, each unsteady flow mrdel was dcveloped 
indepzndently. This report pertains to the hy drcllogic model Jzvelopmenl, calibratirjn, and forecasting performed by the 
Omaha District. The forecast m d c l  is capable of being operated in at least rwo modes: 1 )  operalional as a routine 
forecast model providing flows and stages and, 2) to evaluate the ilnpacts of pllysical mtxlificationh to the systcm such as 
levee breaches or construction, channel changes, etc. 

STUDY AREA 

Basin Descri~tion: The Missr~uri River originates in the northern Rocky Mountains along the cnnlinental dlvide and 
flows south and east to join the Mississippi River near SI. Louis, Missuuri. The Omaha District zncompasscs 
approximately 414,900 square miles of the drainage basin upstream of Rulo, NE, ro the river kadwaters In thc Rocky 
Mountains. The most sign~ficant flood control project constructed within the bas~n are the six main stetn Missnu-I River 
Dams constructed by the Corps. The six dam5, which were completed by I9a ,  provide flood pmtcctlon by crmtroll~ng 
runoff from the uppcr most 279,00C1 square miles of the drainage basin. Thc reservoir systcrn has a tolal combined 
capacity In txcess of 73  nill lion acre-feet of which more than 16 million acre-feet IS for tlood control. Gavins Point 



velocity distri butio 

Fig. 7 The velocity distribution and water level contour 



MO. Thc system of federal levccs within the study area &gins rtt Omaha, NE, and extcnds downstream. The rnalor~ty of 
the area upstream of Omaha, NE, is protected by private or non-federal levces with varying degree< of prctcution. 
Dowrlstrcarri c ~ f  O m a h ~ ,  fedcral Icvee pn~ttction ts not continutxls and the level of prrltecliol? v:uies. ,4 notablc arca 
w~thout any federal levees is tht left hank in thc Rula area between river mile 5 15.2 and 482.2. : I 1 1  of [he lcvee uni~s  nn 
the Missouri River were designed to operate in conjunctivn with the six main stem dams to reducc flood dnmagcs as part 
of the Pick-Sloan plan. Federal lcvecs werc constructed in the 19SWs and art usuallv icl-back from ihu rivr:r hank a 
distmcc of 1000-5m fed. Survey darn lor the tedcral levees consists of 35 tu 45 year old profilcs or as-builts. Total 
federal levee length is estimaled as 250 miles in  thc reach from Omaha, NE, to St. Joseph. MO, 

Following lcvee oonslruction and chute closure, deposited sedimcni filled many areas riverward of the federal levees. 
Farming of thcsc ma5 becair~e rxler~sive To prevent crop damages caused bv normal high flr,ws on thc Missouri River, 
fmuzrs constructed sroondw lrvccs at c!t. near t k  river bank. Many of thr xcondxy privaie levees t ~ e  d~rcctly Into the 
federal Ic\ees. Private levees have a150 bccn cunstmcted along thc rtvcr bank in areas wherc federal luvces wcre m t  
constructed. The [eft bank rtach from river mile 5 15.5 to river mile 498.1 ncar Rulo, NE is protected solely by private 
levcrs. Survey data f a r  thc prt\nte l c v z z ~  is virrudlly no~\-tx~htent. hivatr  Irvce height appears tv Isc near the same 
height as thc federal levce. rota1 Icnrth of private !evees along Ihe Missouri River, intcrior Icvees, spoil hanks, and 
tiehacks is unknown hut is subhtanlial. 

Tributaries: Within the UhET mdc l ,  majvr u il?utaric\ which entcr with~n thc study area are included as rtluttng 
reaches from the tributary L SGS gaging slation location downstream to the confluence wlrh the M~ssouri R~ver. 
Separate uihutary routing rcxhzs and rhc river mile iRM) tlf the Missouri R~vcr confluence include the Jarnek River 
(RM 797.7), Vermlllion River (RM 772.2), Big Sioux River (RM 734.2), Ll~tle Sioux Rivcr (RM 669.23, Soldier River 
(RM 664 f l I .  Royer River (Mi 635.2), Plnttc Ribcr (RM 584.81, Wrcpir~g Water Creek [RM 363.63, Nlhhnahotnn River 
(RM 542.01, Littlc Nzrr~nha R ~ L C F  (RM 577.8 ), Big Nemaha Rlvrr (RM 494.11, and ~ h c  Nodaway River (RM 463.0). 
With a drunagc ares of appr~)ximatcly 9U,OIK) square milcs, the Platte River IS the largest of all trihutarlcs. Thc Plattc 
River is also a major contributor of sed~mcnt. 

HYDRAULIC UNSTEADY FLOW MODEL UNET 

A WET unsteady flow model was con~trucred for usc with Lhr: forecast model. UNET 1s a one- 
dimensional unsteady flnw program (HEC, 1997) which includcs thc capability of siiiiulatir~g Ilow through a rull 
nctwork of open channels and storage arcas. Thc dynamic wave routing melhd  was uused for this anal$ bccausr i t  has 
d ~ e  ability to =count [or critical backwater effects in the routing and can d i r c ~ ~ l y  sirnuhe flows thitl spill over or hreacl~ 
3 levee and pond bshind the levcc in prcdefinrd storage areas. River gcornetry is described for each cross section hy 
station-elevation dais using XI -GR cards similar to  HEC-2 (HEC, IWI) formnt. Ail shpc and flow hycll-ogr iiyt~s 
required by rhc W E T  pugratn Are read l'rom an HECDSS databri5e file. 

Model Extent: M d e l  limits exlend from downstreani o l  Gavins Point Dam at river mile 8 1 1.05 10 St Joscph, MO, at 
river rnde WB.2. Tnz W E T  model contains appioi~maicly h770 cross qcctions. 27 separate reaches, 12 t r ~ b u t q  
routing reaches, 23 storage areas, and over 50 connections hrween ~ h c  Missouri Rivcr and the storage art&$. 
HydroIogic data ut~lized by the modcl includcs 14 upstrcam inflow hydmgaphs, 2 1 lateral inflow hydrographs, and 1 1 
Intrrwr stage and dwharge hyilrugaph locdllons on the lnains~etem. 

Missouri Cross section data for  he Missr~uri Rivcr was compiled horn cxist~ng HEC-2 data 
J e v d o ~ d  in conjunction wid) a tlocld hazard study on the M~ssuuri R~ver  (USACE, 1978). Cross sec~icm daln Icx the 
l l o d  hazard study were bascd on 4 foot contour interval surveys which wcre surveycd in 1974. Hydrographic surveys 
for Ihe Missouri River that werc cnrnpleted in 1994 were integratzd into the existing crosl; c?t.tionr. Thrsc hydro~mphic 
survcys ar t  only of the nwigal~rm channel and do not ~nclude thc overbank area. Significan~ chanpcs to the ovcrhanl, 
area have occurred since thc 1974 survey date. C h z k  sections surveyed at lhree lwations in 1994 illustrakd a 
significant conveyance reduction wi~hin the ovcrhank area. Cross section interval on the Mi\snuri River is roughly 1M)r) 
ftcl. Wtllin each cross section, h l n k  stations were typ~cully sei 81 the lop 01' natural bank or private levrc adjacent lo the 
river. X3 record stationing and elevations are requircd to reflect levee locations, cffcctive ilow areas mndeled, and to 
correctly reflect the storage-convcyance relationship within each crms secrion. 



Dam, located near Yankton, SU, at river mile 811.1, forms Lewis and Clark Lahe and is the mosr downstream of thc 
projects. An illustration of the study area is shown on figure I .  
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Figure 1 

Missouri River: Between Gavins Point Dam and Rulo, NE, the Missouri River drainage area increases lrom 379,000 to 
414,900 square miles. Average channel gradient within the reach varies from 0.8 to 1.2 feetlmile. Total valley width 
usually averages 5- 10 miles between the bluffs. The Missouri River generally follows the right (west) bluff line. 

Navigation Structures: Existing navigation smcturcs within the Missouri River channel affecr conveyance. There 
were seven acts of Congress which provided for the consmction, operation and maintenance of a navigation channel and 
bnk stabilization works on the miss our^ River. The most recent was authorized in 1945 which provided for bank 
stabilization and a %foot deep and not less than 300 feet wide navigation channel for the Missouri River from i ts  
confluence with the Mississippi River at St Louis, MO to Sioux City, L4 for a total distance of 733.2 river miles. This 
was accomplished through revetment of banks, construction of permeable dikes. cutoff of o ~ l w w s ,  closing minor 
channels, removal of snags and dredging. 

Levees: The Mishouri Rivcr levee system was authorized by the F l d  Con~oI Ac~s of 1941 and 1944 to provide 
protection to agricultural lands md rlotnmunities along the Missouri River from Sioux City, I A  tt) thc mouth at St. Louis, 



Levee and Stor= Area Data: Areas to the landward s~de of the federal levees were modeIed as storage areas within 
UNET. Large overbank areas behind the federal Itvees will affect model timing and compukd results if the storage 
cclls have a significant amount of flow through hem. W~thin the UNET model, levee srorage areas are represented hy a 
stag-volume relationship. All storage area data was derived from available USGS 7.5 minute quadrangle topographic 
map. Features such as levecs, roads and railroads were utilized to subdivide the storagc cells. Interconnections 
between adjacent storage cells is based on elevation and assumed weir f n w .  

Levee Failure and Overtopping: The simulation of levee failures is performed ulilizing the simple embankment 
failure record, (SF card) within the UNET model. Sirnutauon of Ievee failure requires the collection of data for levee 
failure mechanisms, breach section geometry, areas inundated. and time to fill the inundated areas. Data from the 1993 
event for L-550 indicated that the levee breach formed at a rate such that the interior storage area filled within 24 to 36 
hours. While performing   nod el calibration for the I993 event, actual levee failure times and breach parameters were 
specified within the UNET model. 

In the forecast male1 operation, levee failures within the m d e l  are determined to occur when top of levee elevations are 
exceeded. For each storage cell, an existing top of levee elevation and location is requtred to model each individual 
overflowheach. In order to simulate potential levee failure within the forecast model, overtopping locations are 
provided at the upstream and downswarn end of each levee cell. During forecast simulation, levee failure will 
automatically occur if computed stages exceed the specified levee top elevation. The dismce between overflow 
locations varied from 5 to 10 river miles. If a breach occurs which is not predicated by m d e l  stage, the time of levee 
failure is included in the forecast 10 simuIate flow into the storage area. 

Rulo Overflow Reach: The Rulo overflow reach refers to the section of the Missouri River from river miIe 482.8 to 
515.5. Within this reach, the left bank is protected by a series of private levees. The Ievel of protection from the private 
levees is estimated as 10 to 20 year. F l d p l a i n  width from the Missouri River to the bluff along the left bank varies 
from 3-9 miles. The floodplain contains the Squaw Creek Nalional Wildlife Refuge and the Big Lake recreational area. 
A Missouri River USGS gaging s t a ~ o n  is installed on the U.S. Highway 159 bridge at Rulo, NE (RM 498.0). During the 
1993 event. the private levees in the Rulo, NE, reach experienced considerable damage with numerous breaches. A 
significant amount of flow occurred in the overbank area. For the July. 1993, peak discharge measurement of 
approximately 300,000 cfs at Rulo, estimates are that approximately 30-40s of the flow bypassed the Rulo gaging 
station. In order to simulate the large amount of flow in the overbank, an additional conveyance reach was included in 
the UNET model for the left overbank. A series of ariificial storage cells were consuucted between the Missouri River 
channel reach and the Rulo overbank reach in order to simulate flow transfer from the mainstem Missouri River to the 
overbank. Numerous connections ktween the storage cells and adjacent reaches were establ~shed. Also, for reasons of 
m d e l  stability, the constructed Rulo overbank reach was a prismatic channel and did not resemble actual geometry. 

UNET MODEL CALIBRATION 

Calibration efforts employed discharge/conveyance relationships and an automated calibration feature found in UNET 
on a reach by reach basis, M d e l  calibration centered on thee flow events; high, normal navigation service, and low 
flows. The high flow period ~ncludes the flood event from June through August 1993. The calibration event for the 
navigation target lcvcl flows was September 1994 and the low flow calibration event was November 1989. 

UNET Model Calibration: Calibration of the UNET model was an iterative p m e s s  performed in several stages. 
Calibration efforls focused on reproducing observed stage hydrographs at gaging sbtions along the Missouri River and 
verifying with discharge measurements. Calibration efforts employed the NC record lor channel and overbank 
roughness, the X3 record to set conveyance and storage within the cross section, and the conveyance change and 
discharge-conveyance relationships which may be applied for separate reaches withln the mdel .  Once the model is 
nearly calibrated, the UNET model automated calibration routine is performed. The calibration routine puirs observed 
stages at the stream gages on the Missouri River with routed flow and fits a fifth order polynomial to the paired data to 
create a rating curve and write it  to DSS. Using a KR record in the UNET cross section data at each stream gage 
location, this relationship is then applied to the ordinates in the cross section bbles. A total of 9 rating curves and 



corresponding KR records wcrc developed in the model calibration process. During forecast operation, thc conveyar~ce 
change and discharge conveyance relationship can be used in conjunction with the KR card rating curves to adjust model 
calibration a5 needed. A example of rncKlel i.alrbn11on at the Nebraska City, NE, gagfng station for the month d July 
1W3 is shown on figure 2. 
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Figure 2 

Model Stage Calibration: Calibration of computed model stages was performed employing stiagc t~ydr-uglapl~.lhs ill 

Missouri River pging  stations locatcd from Yankton, SD. downstream to St. Joseph. MO. FaLibration was cons~dercd 
complete when computed model stages were within 0.5 feet of observed stages. Callbration of tributary routing reaches 
was not perfrjrmed. Stage calibration was performed on a systcm wide basis for the entire hydrograph. Calibration of 
peak stages at the Rulo, NE, gage were pan~cularly difficult for thc 1W3 event JUG tu the h g c  amoutlt c ~ f -  flow wifiin 
the overhank. Modcling methods at Rulo, NE, attempted to account for the complex flow phenomena which occurred 
with simplified techniques. 

Model flow Calibration: While the UNET model was calibraied w vbser vcd stage hydropraphs, discharges still nced 
to be verified to assul e model accuracy. Durlng an extreme f l d  such as 1993, problems were encountered using USGS 
dihchargz hydrographs that we based on a raang c u m  and shifrs to the rating curve bawd on a single ducharge 
measurement. Discharg measurements are taken at least once a week on the mainstem Missouri River. Generally, the 
calibrated model discharge i s  within 10% of rhe r~~eahurrd discharge data at thc Missouri Rtver gaging stations. 

Calibration Accuracy: A final calibration of the UNET model for all three flow events was accomplished. However, 
scvrral problems arose during calibration to all three flclw evenk simultaneously. When calibrating to each event 
separately, a tinal c~jltbration of lev% than 0.5 feet was possible. Howcver, when the model w i  calihra~d to one everti 
and then another event was modeled with the same calibration factws, the model did not calibrate as well, being oft' as 
much as 1.0 foot frx periods of rhe smge hydrograph. The discharge conveyance factors could then be changed lo cause 



a better calibration, but then the calibration accuracy of the initial event decreased. Therefore, the calibration factors 
were weighted to not give necessarily the best cdihratiofl for any one of the hree events, but instead factors were chosen 
to allow for the most accurate s~mulation of all three events. 

There are several factors which explains why all b e e  events did not calibrate to the same discharge-conveyance factors. 
T h c  November 1989 low flow event was before the flood of 1993 and the large flow event significantly altered section 

conveyance in the form of channel degradation and overbank depositim in many areas. Another factor is the time of 
season when the event occurred. The Missouri River undergoes seasonal changes which affects the water vncosity, bed 
forms, and a variation in vegetation affects roughness. Therefore, the conveyance factors that were used 10 calibrate 
flows during the summer may not work for flows during the spring or fall. The model was not configured lo account for 
seasonal variations in conveyance. The variation in calibration parameters is crilical for acceptable vrformance of the 
UNET model as a forecasting tool. Periodic updates of the m d e l  calibration parameters are required to insure model 
accuracy. The calibration performed to date illustrates that the model can be operated with a minimum accuracy of 0.5 
foor at all locations if calibration parameters are updated as required. 

FORECAST MODEL OPERATION 

The cdibrated UNET nlcdel i s  available for operation in the forecast mode. Operation of the forecast m d e l  is 
facilitated with the use of h e  MBMS paphical user interface (GUI). Forecast operation is performed wilh updated 
inflow data from the DCP gaping stations for the desired fnrecast period. For forecast operation, model inflow 
hydrographs must be extended for [he forecast period. The bansition of the W T  model to a forecast mudel for use 
with the GUI required no additional UNET m d e l  development. The GUI provides an interface which couples operation 
of the L E T  model with forecasting inflow data and processing UNET m d e l  results. By using the GUl, the forecaster 
can efficiently develop stage and flow forecasts for the desired period. GUI operation d w s  not require detailed WET 
m d e l  knowledge. The GUI provides for consistent file managemenl, UNET m d e l  simulation, easy select~on of 
historical and forecast lime window, model result review, and report generation. 

Forecast Operation: The initial step in rarecast operation is h e  extraction of data by tile GUI. The forecaster updates 
the UNET model data base to the current time of forecast by extracting data from the real-time DCP database at all 
required gaping station locations. Ungaged inflows are simulated by executing the UNET model employing the null 
internal boundary condition. The forecaster may edit all inflow hydrographs for the forecast period as desired. Current 
forecast m d e l  operation does not include any hydrologic models to forecast inflow data. Inflow data may be forecasted 
by extending current values or estimating a change in inflow based on upstream data, weather forecasts, and other 
available information. Levee failure data may be edited to reflect current conditions. Once Forecasted inflows are 
de~ermined, the UNET model is executed for the forecast period. 

Forecast R d t s :  The GUI also contains routines for presentation of forecast model results. Computed hydrographs 
may be reviewed at all gaging station locations. Levee failure data is also available for review, By comparing to 
observed stage and measured discharge data, the forecaster may adjust model calibration parameters as required to 
reflect seasonal changes in river conveyance. A repofl gencraror is available to summarize UNET model results i n  the 
format desired. 

SUMMARY 

A UNET m d e l  was developed of the Missouri River from Gavins Point Dan1 to St. Joseph, MO. The UNET unsteady 
flow model includes several tributaries as routing reaches, numerous lateral inflows, simulation of Ievee failure, and the 
inclusion of ungaged inflows. The process of UNET model development, calibration, and verification using available 
geometry and observed flow and stage data was described. In addit~on, the procedure and the data required to utilize the 
UNET model in a forecast mode for daily operation is also presented. Forecast model opralion utilizes the MBMS GUI 
and may be utilized to forecast flow and stage at required lwations for the desired period. In addition. the forecast 
m d e l  may employed to assess the effects of levee failure and changes in channel conveyance during routine operation. 
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A FINITE ELEMENT MODEL WITH MOVING BOUNDARIES: 
APPLICATION TO FLOODS AND RUNUP. 

By Roy A. Walters, Oceanographer, U.S. Geological Survey, Denver, Colorado 

Abstract A finite element model is developed for the 2-dimensional shallow water equations 
using semi-implicit methods in time. A semi-Lagrangian method is used to approximate the 
effects of advectjon. A wave equation is formed at the discrete level such that the equations 
decouple into an equation for surface elevation, and a momentum equation for the horizontal 
velocity. The stability and computationaI efficiency of this model are examined with a field 
scale test case that is characterized by highly irregular geometry. 

INTRODUCTION 

Thj s paper contains the development of a robust and cornputationally efficient model that can 
simulate extreme hydraulic events that are accompanied by extensive flcloding and dry ng. 
The goal is t o  be able to simulate large floods over floodplains with rather general topography. 
The wetted inundation area js then determined by the model solution. 

The method adopted here is to use the primitive shallow water equations and form a wave. 
equation at the discrete level. This procedure carries through the properties of the original 
discretized equations so that the use of elements without spurious computational modes is 
essential. Toward this end, low-order elements are used such that continuity is satisfied both 
globally and locally, and wetting and drying are greatly simplified. 

In the next section, the model is developed using the discret ized- shallow water equations. 
Following this, a test case is presented that simulates a large flood on the Biglost River in 
southeastern Idaho. 

MODEL DESCRIPTION 

The basic equations are the 2-dimensional shallow water equations. Using both the hydrosta- 
tic assumption and the Boussinesq approximation, these equations are derived by a vertical 
integration of the Reynolds equations (Pinder and Gray, 1977). The continuity equation 
becomes 

and the momentum equation becomes 

where the coordinate directions (xjy,z) are aligned in the east, north, and up directions; 
u(x, y, t )  is the depth-averaged horizontal velocity; h(x, 3) is the water depth measured 



from a reference elevation; ~ ( z ,  y, t )  is the distance from the reference elevation to the free 
surface; H(:c, y, t )  is the total water depth, H = 77 - h; g is the gravitational acceleration; 
p is a reference density; V is the horizontal gradient operator (d/ax, a/ay); and Ah(x,  y, t )  

is the coefficient for the horizontal component of viscous stresses. The surface and bottom 
boundary co~ditions are given by 

7 s  
- = -fi H (u, - u) ( z  - 71)  
P 

where the surface and bottom stress are denoted as T, and ~b~ respectively, u, is the wind 
wlocity, and Co is a bottom drag coefficient. Essential boundary conditions on q or vol- 
umetric flux are set at open boundaries, and (u n) = 0 (no normal flow) is set  on land 
boundaries. 

These equations are discretized in time using an implicit method such that the ecluations are 
evaluated in the time interval (tn" , t")  where the superscript denotes the time level. The 
distance through the interval is given by the weight 8. This approach yields 

where 

Semi-Lagrangan methods are used in order t o  take advantage of the simplicity of Eulerian 
methods and the enhanced &ability and accuracy of Lagrangian methods (Casulli, 1990; 
Staniforth and Cotes, 1991). Here the superscripts n and n + 1 denote variables evaluated 
at the fixed nodes in the Ederian grid at times tn and tn+l. The superscript * denotes a 
variable evaluated at time tn at t be end of the Lagrangian trajectory from a computational 
node (See Figure 1). At each t,ime step, the velocity is integrated backwards wjth respect 
to time to determine where a particle rvould be at time tn in order to arrive at a grid node 
at time tn+ l (Staniforth and Cotes, 1991). Thus the material derivative, the  first term in 
Equation 6, has a very simple form. 

The governing equations are approximated in space using standard Galerkin finite element 
techniques (Becker, Carey, and Oden, 1981). The equations are discretized after defiling a 

set of 2-dimensional triangular elements in the horizontal plane (Figure 1). Mixed me~hods 
are used such that the elements use a piecewise constant basis for q,  and a constant norrnal 



Figure 1: Definition of the elements and Lagrnngian trajectories. 

velocity along each edge with a linear variation in the element interior ( Arbogas:, 1995). For 
a piecewise constant interpolatior~ for 71, the finite element, form of the continuity equation is 

where A is the element area, r is the boundary of the flow domain a, and subscript e denotes 
the value for element e. Applying the discrete time operator in equation 5, the continuity 
equation can be writ ten in terms of the normal component of velocity as 

where u, is the normal component of velocity on the element side. 

Next, the momentum equation is solved for u;+l and this exprecsion is used to eliminate ti:+' 
from equation 8. Integrating the finite element form of the r~ornentum equation by using 
a 3 point quadrature at the midsides of the triangles, and using the  discrete time operator 
gven in equation 6 



where 

where M is t,he mass matrix given by M = J, W b d i 2 ,  and yz+l is extrapolated in time from 
the values at tn. The continuity equation is put in the form of a wave equation at the discrete 
level by replacing u:+' by the expression above. 

This equation contains only 7 at t be n + 1 time level. In practice, equation 11 is assembled 
and solved for f+'. Using these results, equation 9 is solved for u;+l. The full velocity is 
recovered by calculating the velocity at  the vertices of each triangle, then interpolating the 
tangential component of velocity at  the midsides. 

The stability analysis given by Casulli and Csttani (1994) is also applicable to this system 
of equations. Their results show that the linear system with constant coefficients is stable 
for _< 6' 5 1 so long as n constraint on the viscous stress term is satisfied. 

FIELD PROBLEM 

This test case simulate transient flooding for a field-scale problem. The spatial domain is 
a segment of the Big Lost River in southeastern Idaho (Figure 2). The grid was created 
from digitized elevation data by C. Berenbrock (personal communication) using the grid 
generation methods of Henry and 'CValters (1993). The grid contains 12622 elements that 
have edges that vary in size from approximately 5 rn in the river channel to 25 m at the 
edges of the floodplain. 

Initially, the water was at rest with a surface elevation defmed by the outflow surface el- 
evation. The simulation was started by applying an input discharge of 210 m3/s at the 
inflow on the left boundary. A constant water level was specified at  the outflow on the right 
boundary. In the simulations, a fiood wave propagated through the river reach, progressively 
inundating areas adjacent to  the  river channel. The inundation area reached equilibrium in 
about 60 minutes of simulation time. The inundation area and surface elevation are shown 
in Figure 2. At this time there is flooding upstream of the first control point on the flow- 
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Figure 2: Topography for the Big Lost River simulation. The shaded contours are elevations 
in meters with respect to the water surface elevation at the outflow on the right. The heavy 
line indicates the edge of the inundated area after 30 minutes of simulation time. 

a constriction. There is also flooding in the depression in the right-center of the domain 
caused by a constriction at the outflow. The advective terms cause a significant increase in 
water surface elevation at the control points because the flow must accelerate there. 

A detail of the flow in the first sharp bend in the channel is shown in figure 3. A number 
of interesting flow features can be observed. A large eddy has formed on the inside of 
the bend where the flow passes over the shoulder of the channel. Another eddy occupies 
the inundated area on the left. A close examination of surface elevation indicates that 
there is a topographic low as the flow enters the bend, and there is a series of trailing 
waves farther downstream. These are hydraulic features that are expected with this complex 
topography. In general, these results indicate that the model is sufficiently robust to simulate 
highly transient flows with strong advective effects, and wetting and drying. Other tests 
have indicted that the model is accurate and converges a t  a rate O(Ax), where Ax is an 



Distance (m) 

Figure 3: A flow detail in the sharp bend in the upper left part of the previous figure. The 
lines are elevation in meters with respect, t.o tJhe elevat.ion at the outflow. Water sluface 
elevation is shown in the inundated area that is recrjgnjzed by the nun-zero velocity vectors. 
Land elevation is shown in the dry areas. 

element length scale (I'Valters and Casulli, 1997). This convergence ratme is in agreetnent with 
t heusetical predi~t~ions. 

CONCLUSIONS 

Using the shallow urat,er equat.ions, a discrete wave equation is formed from the discrete 
continuity and discret,e rllomentum equations. With the mixed methods used here, there 
are no computational modes such as would occur with simple linear elements. An implicit 
time approximation coupled with a semi-Lagrangian calculation leads to a stable and robust 
model that treats both strong advection and moving b~undaries. The method has O(h)  
convergence rate. Results for a flood sim~llation highlight the efficiency and robust nature 
of the model. 
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UNET MODEL OF CONNECTED ESTUARIES IN COASTAL LOUISIANA 

By Harley Winer, Hydraulic Engineer, US Army Corps of Engineers, New Orleans, 
Louisiana 

Abstract: Prior to modern times, the lower Mississippi River regularly overflowed its banks 
nourishing the adjoining wetlands with sediment, nutrients and freshwater. Periodically the course 
of the river would change as channels became hydraulically ineficient. This process built all the land 
in the alluvial lower Mississippi River valley. Now, however, control structures and levees have been 
buiIt to prevent the river from changing course and to prevent flooding. This has benefitted the 
region immensely in terms of flood protection, enhanced navigation and reliable freshwater supplies. 
However, this intervention has had the unintended consequence of cutting the supply of sediment, 
nutrients, and freshwater to the marshes of southern Louisiana. 

The drastic reduction of freshwater flowing into the marshes, coupled with other activities such as 
canal construction, and subsidance, has resulted in significant salinity intrusion. To counter the 
devastating effects of salinity intrusion, freshwater diversions have been proposed and constructed 
as a means to maintain historical salinity gradients. On the west bank of the Mississippi River, these 
diversions range gwgraphcdy fiom the Barataria Estuary to the Atchafalaya River. All of tha west 
bank estuaries are connected by the Gulf Intercoastal Wateway (GIWW) which traverses the Gulf 
of Mexico coastal plain from Florida to Texas. This connectivity allows for flow into one esturuy to 
be distributed into other estuaries. 

To further our knowledge of where the water goes, a UNET model was constructed of the region. 
The UNET model is a so1ution of the unsteady flow equations with multiple linked channels The 
capability of the model to handle time varying flow allows for the use of tidally driven boundary 
conditions as well as for time varying hydrographs due to storm runoff. There are two disadvantages 
to the choice of the UNET model. One is hat overbank flow through the marshes can not adequately 
be modeled. UNET has the capability to model overbank flow but only in parallel to the main stream 
as in a flood plain situation but not as flow perpendicular to the channel which is a loss to the channel. 
The other disadvantage is that there is no constituent transport or salinity routine within the UNET 
package. These short-comings did not invalidate the choice of UNET. For many of the flow regimes 
of interest the flow is confined to within bank flow. In the extreme case where overbank flow is 
considered to be signhant, compensations were made that enabled realistic answers to be obtained. 
Even though salinity modeling is not part of the W T  package, the UNET model was useful in 
obtaining hydrologic boundary conditions for salinity models of smaller areas. 

A grid of 85 reaches was assembled linking all of the major channels between the Barataria Estuary 
in the east, the Atchafalaya River in the west, the GlWW to the north, and the Gulf of Mexico to the 
south. Numerous model runs were performed with variations in flows into the region. The same runs 
were also made with some proposed channel improvements. The model results established the 
distribution of flows into several receiving areas for various combinations of freshwater sources and 
flows. 



The coastal marshes between the Mississippi and Atchafalaya Rvers can be divided into several 
distinct areas. In the east between the Mississippi River and the Bayou Lafourche ridge is the 
Barataria Estuary with Barataria Bay at its seaward end (See Figure 1). West of the Bayou 
Lafourche ridge is the Grand Bayou marsh area, which is the marsh area between the GIWW and 
Terrebonne Bay in Figure 1. While east of the At chafidaya River and west of the Houma Navigation 
CanaI is the Tef~dmne marsh area. Although these artas are all connected by the G W ,  such that 
one could get by boat from one area to another, they are separate distinct areas. Federal and state 
agencies have proposed stwed projects to benefit particular marsh areas within the region of interest. 
Because of the connection provided by the GlWW it is not clear how these proposed projects will 
influence other adjacent areas. 

Two spe&c proposed projects were the impetus for construction of the UNET model of the region. 
One is a proposal to increase flow of Mississippi River water in Bayou Lafourche either through 
pumps or siphons or a combination of the two. The other is to enlarge Bayou i Eau Bleu which is the 
connection between the G W  and the Grand Bayou marsh area. The purpose of this enlargement 
is to increase the £low of fies hwater into the Grand Bayou marsh area. 

Bayou Lafourche was at one time the main channel of the Mississippi River, but it has med in and 
at the turn of the century was but a small distributary that periodically shoaled at its mouth. Rather 
than repeatedly opening the connection between the River and Bayou, a decision was made to have 
the main line levee system completely close the connection. Because of water quality concerns, 
pumps with a total capacity of 340 cfs were installed in the 1950's to restore some river flow in the 

Figure 1 : Major water bodies within the UNET study. 
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Bayou. There has been considerable development along the banks of the Bayou which precludes any 
large scale diversion of Mississippi River water. Consequently a modest diversion of one or two 
thousand cfs has been proposed alone with channel improvements to prevent flooding. 

Bayou I'Eau Bleu is a narrow waterulay connecting the GIWW with the larger Cutoff Canal in the 
Grand bayou marsh area. The proposed project would increase the cross section of Bayou I'Eau Bleu 
be sixty percent. The project sponsor wanted to know whether the channel enlargement would be 
effective in increasing the flow of freshwater into the Grand bayou marsh area and whether the 
channel &gment would promote salt water intrusion into the GIWW in periods of low freshwater 
inffow from Bayou Lafourche and the Atchafalaya River. 

Freshwater inflow from the Atchafalaya River, of course, is seasonal; however in recent years a 
simcant increase has been identified. This is due to two unrelated factors. First the Avoca Island 
Cutoff which fieely connects the GlWW to the Atchafalaya River (the actual junction of the GIWW 
and Atchafalaya River has a navigation lock which prevents eastward flow) was recently enlarged to 
accommodate the manufhcture of larger offshore oil rigs. This channel enlargement has allowed for 
greater eastward flows in the GIWW. The other factor is the growth of a delta at the mouth of the 
Atchafalaya which has raised the flow line dong the river. The higher stages at the junction of the 
Atchafalaya River and the Avoca Island Cutoff pushes a greater flow eastward. This increased 
eastward flow in the GIWW can in high water season flow all the way to the Barataria Estuary. 

A linear regression andysis of the annual means from a stage gage located at the junction of the 
Atchafalaya River and the Avoca Island Cutoff showed a .04 foot per year slope to the record. Other 
gages along the lower Atchafalaya River showed a similar slope. Linear regression analysis of 
records from stage gages in coastal Louisiana in marsh areas away from the influence of the growing 
Atchfalaya delta show a slope of -02 feet per year. This .02 feet per year is due to the influence of 
subsidance and relative sea level rise. The difference between this .02 feet per year and the .04 feet 
per year along the Atchafalaya is due to the growth of the delta extending the mouth of the river 
seaward and raising the flow line. 

The issue then for the sponsors of the proposed projects is how increased Atchafalaya flows will 
interact with flows introduced by their project and by other projects. The other major factor is the 
Davis Pond Freshwater Diversion Structure which is currently in the initid stages of construction. 
This project, located at the head o f  the Barataria Estuary, is intended to control salinity gradients in 
the Barataria Estuary. The structure will have a design capacity slightly greater than 10000 cfs. This 
has the potential to induce Eeshwater flows via the GIWW to the areas west of the Barataria Estuary. 

MODEL CONSTRUCTION AND VERIFICATION 

The model was constructed and verified in three different sections. Since the primary purpose of the 
model was to address questions regarding a proposed diversion in Bayou Lafourche, greater detail 
was included in Bayou Lafourche and adjacent areas and less detail was provided in the areas more 
remote. The detail in the areas furthest fiom Bayou Ldourche was solely sufficient to provide proper 
influence in the Bayou Lafourche area. The three separate areas for initial grid construction were the 
Barataria estuary east of the Bayou Lafwrche ridge, the Terrebonne marsh area west of the Houma 



Navigation Canal, and Bayou Lafourche with the Grand Bayou marsh area to the west of Bayou 
Lafourche. These three separate sections will be r e k d  to below as the eastern, western and central 
portions of the model. Grids for these three sections were constructed separately and then joined. 

Sources of cross sectional information were limited for many of the reaches in the model. A few 
reaches (B arat aria Waterway, Houma Navigation Canal, Avoca Island Cutoff) are maintained 
channels so recently dredged cross sections were available. Bayou Lafourche cross sections every 
10,000 feet for the entire length of the channel exist thanks to a previous st ate survey. Precise reliable 
cross sectional data was available for but 16 reaches ofthe 85 total reaches or Iess than 20 percent 
of the entire grid. The GJWW which traverses the entire project area in 13 separate reaches is an 
authorized channel, however, there has been little or no maintenance dredging for decades. Detailed 
surveys are performed only when dredging is necessary, thus no cross sections were available for the 
GIWW. The only available information was the original dredge template, recent center line profiles, 
and aerial photographs. Since in some areas, there has been considerable bank erosion along the 
GIWW, a method of correlating the channel width obtained Eom aerial photos with the center line 
depth and original template was utilized to come up with an estimated cross section. 

For the remaining reaches, synoptic cross sections were used wherever available. Field trip were 
taken to the Grand Bayou marsh area and the Terrebonne marsh area to obtain rough cross sectional 
data using a digital fathometer and a hip chain. Cross sections were also obtained from other 
agencies doing work in the area. The Soil Conservation Service (now Natural Resource 
Conservation Service) had commjssioned twenty five cross sections within the Terrebonne marsh 
area. All of these were incorporated into the grid. USGS also provided cross sections for selected 
locations where they were doing discharge measurements. The results of these discharge 
measurements were also used in the verification of the model. 

The western portion of the grid was verified usiig USGS synoptic discharge measurements. The 
USGS had conducted several synoptic discharge measurements along the GIWW to measure the 
eastward flow of Atchafalaya River waters along the GIWW distributary system. Since the most 
important factor as far as the area of interest adjacent to Bayou Lafourche was the flow in the GIWW 
east of the Houma Navigation Canal, the intent was to have the model match these flows. The USGS 
discharge measurements did not account for all of the flow measured at the head of the GIWW 
distributary system. This is because in high river flows large volumes of water are lost due to over 
bank flow over and through the low lying marshes and swamps in the Terrebome marsh area. 
Because the UNET model does not account for over bank losses from a stream, flows in the western 
most distributaries were not matched to those reported by USGS. The UNET model tended to show 
greater flows in these distributary channels (such as Bayou Penchant and Bayou Copasaw) than the 
USGS measurements. By allowing for greater flow in these distributary channels to account for 
overland flow not included in the model, the net flow resulting at the eastern end of this section of 
the grid was matched to the USGS measurements. Problems are encountered with the use of the 
USGS synoptic discharge measurements. Each synoptic measurement is a snapshot in time of a 
tidally driven fluctuation in flow. Since there is little other information with which to correlate, it is 
impossible to know ifthe given measurement is a maximum, minimum or average condition. None- 
the-less, there is confidence in the model since there was general agreement with the model results 
and the eastern most discharge measurements. 





The central and eastern portions of the grid were verified using tide co-range and co-phase data that 
had been prepared by the National Ocean Service for a previous project. Since the UNET model 
solves shallow water or long wave equations, the assumption is that if the propagation of one long 
wave (the tide) is correctly modeled, the propagation of other long waves such as flood waves will 
also be correctly modeled. The UNET grid is shown in Figure 2 superimposed upon a map of the 
region. 

RESULTS 

Once the UNET grid was assembled and verified, the problem of data management needed to be 
addressed. Multiple runs were envisioned with numerous conditions of varying flows. The UNET 
model has the capability of outputting a time series of stage and flow for each and every position 
along each and every reach. A time series plot for a particular location is useful for visualizing a 
solution or for trouble shooting, but several thousand time series plots make for a very cumbersome 
report. 

The solution to this dilemma was to make essentially steady state runs. UNET does not specifically 
have a steady state option, it is a program that solves time varying equations with time varying 
boundary conditions. The trick is to provide stage and flow hydrograph input conditions that are 
constant in time. Since the main interest was in the distribution of increased Bayou Lafourche flows, 
the output of the numerous runs was organized to show this distribution under the various 
combinations of input flows from Davis Pond and the Atchafalaya River. Small, medium and large 
discharges were selected for both the Barataria Estuary (Davis Pond) and the Atchafalaya River. 
Small medium and large for the Barataria Estuary were arbitrarily selected to be 500, 5000 and 10000 
cfs; small medium and large for the eastward GIWW flow from the Atchafalaya River were arbitrarily 
selected to be 2000, 10000 and 20000 cfs. The increase of flow for the nine combinations of these 
flows are tabulated in Table 1 for the six reaches where introduced Bayou Lafourche flows could 
possibly go. These six reaches are Bayou 1'Eau Bleu, the GIWW east of Bayou Lafourche, Bayou 
Lafourche south of the GIWW, Bayou Terrebonne, the GIWW west of Bayou Terrebonne, and 
Company Canal east of Bayou Lafourche. It should be noted that for the eastern and western reaches 
of the GlWW the increased flows reported in Table 1 may actually be decreases of reverse flow or 
rejected flow. It should also be noted that some of the combinations of flows may not actually occur. 
For example, it is highly improbable that Davis Pond structure will be operating at a high discharge 
at the same time that there are high discharges from the Atchafalaya River. This is because the Davis 
Pond structure is intended to maintain salinity gradients within the Barataria Estuary and would not 
be needed if there was a large influx of Atchafalaya River freshwater. 

From Table 1 it is seen that between 5.5 to 10.3 percent of the increased Bayou Lafourche flow will 
go into Bayou 1Eau Bleu. The same combinations were run with the proposed enlargement of Bayou 
1% Bleu. In these runs between 6.3 and 12.1 percent of the increased Bayou Lafourche flow went 
into Bayou 1'Eau Bleu. The flows into the Grand Bayou marsh area through the improved Bayou 
IEau Bleu channel increased between 18% and 2 1 % for all the various combinations of flows from 
the three major input (Bayou Lafourche, Atchafalaya, Davis Pond). The greatest increase occurred 
for the combination of high Barataria input and low Atchafalaya flow, whereas the least increase 
occurred with high Atchafalaya flow and low Barataria flow. 



Table 1 : Increased Flows Due to 2000 cfs lncrease in Bayou Lafourche Flow 

, 

L 

increase in Eastward Flaw in GlWW East of Bayou Lafourchd 
For nominal 2000 cfs increase in Bayou Lafourche Flow 

Increase in Flow in 8ayou Lafourche South of G I W  
For nominal 2000 cfs increase in Bayou Lafourche Flow 

Atchafalaya=2000 
Atchafalaya=l0000 
Atchafalaya=20000 

Atchafalaya=2000 
Atchafalaya=10000 
Atchafalaya=20000 

Increase in Westward Flow in G lWW West 
For nominal 2000 cfs increase in Bayou Lafourche Flow 

Atchafalaya=2000 
Atchafalaya=10000 
Atchafalaya=20000 

Increase in Flow in Bayou Temebonne 

Barataria=500 
645 
686, 
897 

Barataria=500 
282 
301 
304 

Atchafalaya=2000 
Atchafalaya-10000 
Atchafala ya=20000 

Increase in Flow in Company Canal East 
For nominal 2000 cfs increase in Bayou La fourche Flow 

Barataria=500 
776 
68 5 
640 

Barataria=5000 
854 
764 
727 

Barataria=5000 
181 
252 
283 

Barataria=500 
57 
71 
85 

Barata ria=10000 
91 
77 
74 

Barataria=10000 
890 
980 
820 

Barataria=l0000 
185 
1 55 
230 

Barataria=5000 
726 
68 1 
641 

Barataria=5000 
74 
60 
6g 

Atchafalaya=2000 
Atchafalaya=10000 
Atchafalaya=20000 

Barataria=10000 I 
669 
626 
628 

Barataria=5000 
46 
67 
83 

Barataria=500 
63 
63 
87 

Barataria=10000 
4D 
52 
78 



Further analysis of the steady state results obtained from the UNET model showed that a significant 
portion of the increased westward flow in the GIWW west of the project area, ended up as increased 
flow down the Houma Navigation Canal. Since salinity intrusion dong the Houma Navigation Canal 
continues to impact extensive areas of adjacent fresh water marsh, the increased freshwater flow in 
the HNC is an additional benefit for the proposed Bayou Lafourche Freshwater Diversion project. 

The UNET model was also utilized to address the question of salinity intrusion north of the GIWW 
due to flow reversals in the proposed enlarged Bayou I'Eau Bleu channel during tow water season. 
A salinity intrusion event in the first week of October 1996 was modeled using actual Gulf of Mexico 
and Atchafalaya River hourly stage records and measured Bayou Lafourche discharge as model input 
boundary conditions. The model was run for the period October 1 through October 1 5, 1 996 with 
both the existing Bayou 1'Eau Bleu channel and the proposed enlarged channel. The model was also 
run with the existing and proposed channels and various levels of introduced flow (as opposed to 
actual flow) in Bayou Lafourche. Analysis of the results of these simulations showed that the 
magnitude of flow reversals in Bayou 1'Eau Bleu was considerable small compared to the Houma 
Navigation Canal. The magnitude of flow reversals in the channel north of the GIWW ( the areas of 
particular interest as far as salinity intrusion) did not change with the enlarged Bayou 1'Eau Bleu 
channel. The simulation also showed that with a Bayou Lafourche flow of 600 cfs there were no flow 
reversals in the channels north of the GIWW. The conclusion here is that a modest Bayou Lafourche 
diversion will prevent salinity intrusion north of the GIWW. 

CONCLUSION 

The UNET model of the major channels in the region from the Atchafalaya River to the Barataria 
Estuary was useful in addressing questions about flow distribution from a proposed freshwater 
diversion into Bayou Lafourche. It also answered questions about the efficiency of a proposed 
enlargement of the Bayou 1% Blm channel connecting the GlWW and the Grand bayou marsh area. 

In additional to the uses disiussed above, flow output from the UNET model has been used as input 
in a habitat change model. The UNET model was also used to generate boundary conditions for a 
TABS salinity model of the Grand Bayou marsh area. 



TWO-DIMENSIONAL FLOODPLAIN MODELING OF RIVERS IN TAIWAN 

By Reuy-Bean Wu, Engineer, Planning Office, TPG WRD, Taichung, R.O.C.'; 
Yao-Tser Chang, Director, Planning Office, TPGWRD. Taichung, ~ 0 . c : ;  

Y ih-Pin Ch eng, Chief, Planning Office, TPGWRD, Taichung, R.O.C.' 

Amwa 
A two-dimensional horizontal finite numwic~ l  model (TABSZ) was modified and 

applied to a 10 Km long channel-floodplain reach o f  Dah-Li Creek in Taiwan, Besides to 

proceed numericaI model simulations but also to combine with the hydraulic model test and 

the long period measurements for verification and analysis, and to supply the reference and 

application for the latter design and planning of the low-water management. The results 

indicate the model may successfully estimate river stage and bed level in large-srale 

floodplain applications. Computed results compared well with observed data within 

expected ranges. 

. . vlew of the forer- 
Two-dimensional flow models have been applied to certain classes of river channe.1 

problems. Applications have included detailed analyses of flow patterns near structures 

such as bridges (FHWA, 1989), dams (Gee & Wilcox) , arid floodplains (Samuels, 1985: Gee 

& Anderson, 1990), and many estuary studies which were of large scale such as hlcAnally 

et  aI. (19841, Gee et a!. (1990). In addition, the two-dimensiona1 sediment transport models 

also have been applied to the river studies such as Cache Creek (Deering, 1990). In Taiwan, 

those models were also applied to the simulations of the hydraulic characteristics and  the 

bed aggregation-degradation on Keelung River (1993) and Dah-Li Creek (1994). 

del selectiori 

The numerical model known as TABS2 including RMA-2 (King and Norton, 1978) 

and STUDH (Thomas and McAnaIly, 1985) was selected for use in this study. 

Hydrodynamic conditions were simulated and results determined with the aid of the two- 

dimensional finite element hydrodynamic model RMA-2, and sediment transport 

cl~aracteristics were modeled for selected cases using the sedimentation model. The depth- 

averaged two-dimeosional flow model for river was according to the Galerkin finite 

element method. Meanwhile, the Newton-Raphsrrn iterative method of sitnultaneous 

approximations is used to solve stages. velocities in river. This method can be used to 

consider the complicated boundaries, and the effects of the different cunstructions in river 

efficiently. In addition, this model adopted the marsh porosity method for some element in 



the network is the intersection elenlent that the portion was marsh and ariother portion was 

dry. The application described herein is the adequate proceeding o f  the marsh element 

formulation to a floodplain. Finally, the outcome hydraulic information was input to the 

movable bed model, and applied to predict bed elevations and sediment aggregati011- 

degradation. 

2dAdL&a 
The study reach selected for the TABS2 application was that from Dah-Li Bridge 

(upstream) to Section No. 1 (estuary and merge into Woo River) of the Creek Dah-Li ia 

Taiwan. Dah-Li Creek is a main river with about 13 Km long treated reach and 400.72 Km' 

basin area in the middle of Taiwan (Fig. 1). The research reach is  about 10 Km long with a 

slope of 11320. The improvement of this reach with a 320 rn width was proceeded in the 

compound triangular profile with a 210-140 m wide meandering deep stream. The 

floodplain is about 100 m wide each side, has a slope of 1/50 orthogonal to the river, and is  

bounded by concrete bank. The floodplain use is prohibited for flood flow. Manning's n 

was estimated at 0.039-0.040 for the floodplain and the channel. Bed material d m  was 

sampled and estimated at 33-66 mm. Although the models allow detailed spatial variation 

of Manning's n and bed material parameters, this study used only two; one for the channel 

and one for the overbank. An observed event of approximately 2 years return period flood 

was used for test and  verification. This flood rose from a base flow of 200 cnis to a peak of 

1,658 cms in 11 hrs at Shee-Nan Bridge. The discharge hydrograph at Shee-Nan Bridge and 

rating curve at Sec. No. 1 were obtained from TPGW'RD, Taiwan. 



. . teal S c h e m m  

TABS2 utilizes a finite element mesh composed of both triangular and 

quadriIater*al elrments. Ground elevations are defil~ed at the corners of the elements and 

vary linearly between corner nodes. In this study, the channel was represented by a strip of 

sin elements wide (Fig. 2) producing a triangular channel cross section. Overbank areas 

were represented by much larger elements. Ground elevations were determined from 0.5 m 

interval maps. The resulting finite element mesh was composed of 2,597 elements and 7,937 

nodes (Fig. 3). The ratio of maximum minimum areas was about 200 to 1, This 

variability in resolution demonstrates the flexibility of the finite element method for use in 

large-scale floodplain modeling. Turbulent exchange coefficients used varied with element 

size from 100 to 500 Ib-sedft2 (4,800 to 24,000 N-sec/mz) and effective diffusion coefficient 

used varied with element size from 500 to 2000 m2/.!er. 

The computations were performed with a I hr. time step. Three steady flow rases 

have been selected to compare with the series of physical model test besides the unsteady 

flow case was simulated, They were performed under the under-bankfull ( 2 years return 

period flood, the discharge of the main stream Qm = 1,470 crns, the discharge of the branch 

strenm Qb = 430 crns), the bankfull (5 years return period flood with Qrn = 2,350 crns and 

Qb = 650 cms) and the over-bankfull (100 years return period flood with Qm = 6,420 crns 

and Qb = 2,020 cms) flow. The: computation between flow nnd scdiment trar~spurt i s  

uncoupled. 

Reswlts 
The measured and computed water levels and velocity distributions o f  cross 

sectioiis are shown in Fig. 4 and Fig. 5. In  addition, the observed and computed bed 

elevation variation at Sec. No. 4 during the flood event is shown in Fig. 6. Note that, for 

water level and velocity d istrih~~ don, both are approxin~ately approach. but  the later-a1 

water surface sIope (water level rising) of the computed is more explicit. The intentions of 

the bed elevation variation also are rather corresponding, only at the right floodplain 

locations, there are more difference between the computed and the observed (Fig. 6). It is 

possible that we suppose the floodplain bed material is same as the channel and with no 

prokectio~~ su that we can probably predict the locations of bank protection and amend the 

layout. 



Fig. 3 Dah-I,i Creek Mesh (flow is  right to left) 
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Another results were shown in Fig. 7-8, which are the water level and the bed elevation 

contours and the velocity distribution of the flow field under two flow conditions. The 

velocity increased from 2.0 mlsec (under the under-bankfull flow) to 4.0 rn/sec (under the 

over-bankfr~ll flow). The maximum of  the velocity took place at the location around bridge, 

which was up  to over 7.38 mlsec. The two-dimensional solution obtained from RMA-2 

yields velocity vectors in addition to stage at every computational node. Meanwhile, 

STUDH yields bed elevation variation and shear stress at every node. Examination o f  

plotted velocity fields and bed elevation variation contours is useful for determining the 

layout of the deep channel of the improvement in river and the extent of inundation and 

velocity hazard areas within the floodplain at any particular time. 

Pre.vious applications of such models almost have been restricted to a river with 

milder slope than Taiwan. The results indicate that finite element schemes may successfully 

estimate the flow field and the bed elevation variation of river in the large-srale floodplain 

applications such as Taiwan. Due to the special bed contour with more difference between 

the computational nodes, it is need that the computational mesh was split by hand and 

AUTOCAD was used to digitize the grid. Although this i s  not a very computationalIy 

intensive problem for the simulation of steady flow conditions, the dynamics simulations 

performed (consisting of 98 time steps due to comparing with the model test) utilized 

significant computational resources. Fortunately, it is convenient that the simuiations were 

performed on a personal computer at present. Each simulation took several hours of 

central processing time on computer. Relatively, due to the complicated bed contour that 

the coetlicients should give more detailed during computing. The results and experience 

indicate that engineers contemplate two-dimensional floodplain modeling under these 

conditions and on this scale for dynamic flow events should carefully and properly plan 

their studies. The patience and practice for engineers is necessary. 

-8 

Application of TABS2 to the Creek Dab-Li has demonstrated the applicability of 

finite element numerical models to the large-scale floodplain applications in Taiwan. The 

simulation results of this model were predicted reasonably well. Especially, it is very 

etlicient in dealing with the conlplicated boundary flow field. It prevents that unsolvabie 

problem o f  the computationaI node from occurring with water to the general numerical 

model. Hence, it is available for the hydraulic analysis and even the sediment transport 

simulation in natural rivers. The view o f  the relative accurate flow prediction, the high 



compatibility, and the low computatiotlal costs these models seen1 suitable for the 

development of the morphological model in future. 
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REMOTE SENSING OF DETRIMENTAL FLOW CONDITIONS AT 
LOCK AND DAM 24, UPPER MISSISSIPPI RIVER 

By Robert D. Daviaroy, Poltarnologist; David C. Gordon, Hydraulic Engineer; and David 
W. Kwighbaum, Senior Cartogmpher; US Army Corps of Engineers, St. Loais District, 

St. Louis, Missouri 

Abstract: The use of modern day remote sensing sohare and standard image processing 
software to analyze aerial photography for surface flow pat- recognition on the Mississippi 
River was evaluated, This paper discusses the results of this analysis and summarizes future 
usage considerations for the engineer. 

INTRODUCTION 

Detrimental flow conditions at the downbound navigation approach to Lock 24 on the Upper 
Mississippi River have caused numerous accidents to barge tows, The flow conditions have been 
historically related to "outdraft", a term used to describe the effect of localized, diverted flow 
around the upstream pooled portion of a Iock chamber. Between 1 980 and 199 1, records indicate 
that 36 accidents occurred as a result of outdraft conditions at Lock 24. Of these accidents, 23 
involved damage to the lock or dam. The accident scenarios have usually involved either barges 

/ F i p r e  I ;  Coior Aerial PhorographatLock& Dam 24, Upper MississippiRiver, Miie273.5. 1 



or towboats djverted toward the gates of the darn. Near loss of Iife and structural damage to the 
tainer gates have forced the St. Louis District Corps of Engineers to evaluate this problem and 
develop cost effective, river engineering design solutions. 

The major obstacle that has faced river engineers at Lock 24 in the past has been the ability to 
discern the exact flow pattern in the river. Has there really been a major localized "outdraft" 
problem, or has some other factor been influencing flaw effects? A somewhat modest amount of 
data has been collected near the luck and dam using traditional and modern velocity measuring 
systems to answer these questions. Unfortunately, the resolution of this data has limited the 
depiction or visuaIization of the detrimental flow conditions as they exist. 

To rectiQ this problem, scanned color aerial photography taken in the study reach was used as an 
input to both a multispectral classification scheme and standard image processing s o h a r e  to 
investigate the possibility of remotely sensing currents. The effects of sediment toad, surface 
roughness, and turbidity were expected to affect the spectral reflectance characteristics of the 
water, which could possibly lead to an analysis of currents on the river. Analysis of pIan view 
current patterns of the Mississippi River using remote sensing techniques couId become a 
valuable tool for pinpointing navigation problems and establishing base conditions for physical 
model studies. 

A color aerial photo fimn December 1993 (Figure 1 )  was selected for this experiment because 
the color differences in the water were visarally evident Thew color differences occurred as a 

( Figure 2: Tributary Supplied Seeding Source on the Mississippi River Upsfreom ofLD 24. 1 



result of a major influx of suspended sediment frotn a tributary 10 miles upstream of Lock and 
Dam 24. Figure 2 is an aerial photograph of the Salt River dumping into the Mississippi River 
with a large amount of light brown suspended sediment. The tributary supplied the study area 
with a seeding mechanism that allowed engineers to remotely sense flow patterns. The 
suspended sediment did not mix into the water column before reaching Lock 24. Therefore, the 
possibility existed for determining flow patterns because of the lack of homogenous suspended 
sediments in the study area. 

The infrared aerial used for this study was taken in June of 1997 when the suspended sediment 
from the SaIt River was not as prominent. A visual inspection of this aerial failed to show as 
much color variation as the color aerials from 1 993. 

TECHNIQUES 

Remote Sensine Package Software: 'The original color and color infrared images were brought 
into two particular image processing software applications and post-processed for the possible 
extraction of meaningful information. The first application employed a full package remote 
sensing software scheme. The images were first scanned at 200 DPI and saved as TIFF format. 
The digital image files were then processed using Intergraph Advartced Imager software on a 
Pentiun~ PC. Multispectral classification involved an unsupervised classification using 
ISODATA (Interactive Self-organizing Data Analysis Techniques A) training. The training 
phase allows data to be clustered into like groups. Similar clusters are merged based on a 
specified number of iterations. The training data is used as the input to the classification scheme. 
Classification involves comparison of spectral reflectance for each pixel to statistical descriptions 
of each class in the selected training set. The classification algorithm decides which spectral 
class is closest to the pixel being analyzed, and assigns a value representing that class to the 
output image. Assignment of a color table to the output image from the classification allows 
interactive comparison with the original image. Classifications were run over two data sets 
covering the Lock and Dam 24 study reach, in visible and near-infrared wavelengths. The 
Minimum Distance classifier was chosen for its robustness, speed and simplicity. Other 
classifiers (Maximum Likelihood, Parallelepiped, and Para-MD) have been found in the past to 
yield similar results when using scanned aerial photography. 

Standard Image Processing Software: A cheaper, more user-friendly methodology was 
attempted using Cord Photopair~t on a Pentium PC. The color aerial photograph wa.; scanned 
and converted to Bitmap format. Several different photo enhancement filters were used on the 
digital image to systematically determine which filter would best enhance the colors in the 
original photograph. 

ANALYSIS 

Remote Sensine Software Package: Comparison of classified imagery to the original color 
data sets was done visually, using hardcopy and softcopy data. Plots of classified data were 
compared with the original imagery. Individual areas were closely investigated on a pixel-to- 
pixel basis using MGE Base Imager image processing software. 



Standard Image P r o c e s i n g  Comparison of the enhanced images were also 
compared visually with ihc original color data set and closeiy investigated on a pixel-to-pixel 
basis using Core1 Photopint. 

RESULTS 

Remote Sensing Packwe Software; Figure 3 displays the classifjcatjon of the color aerial 
photograph. Some clarity of the image is lost due to the black and white format required by this 
paper. but the trends arc still apparent- The black lines in all the classified images were added by 
the author to allow the reader to better interpret the trends. Using the remote sensing software, 
visual comparison showed distinct variance in the data sets using the classified color aerial. The 
effects of turbidity, surface rougllness and suspended sediment are clearly evident on the 
classificd data set, The minor differences in the classification (iiom the original color photos) 
were due mainly to the diverse lighting, which occurs on imagery containing water. 

I Figure 3: AerinE Color Cluss$cution Using re mot^ S~nsing Scheme. I 
The addition of the near-infrared band to the classification did not make a difference, due to the 
fact that this band was represented by the red band in the classification. Scanned photography 
was digitally subdivided into red, green, and blue components. The difference in i~lfvrination 
between the infrared and visible band was not a factur in classification. Figure 4 shows the 
classification of the c010r itlfrared aerial. This classification was unable to enhance suspended 
sediments or flow patterns due the specular reflection of the photograph of the input photo. 
Specular reflection is a characteristic of water where light at similar incident angles is reflected in 
one direction, giving the surface a bright, overexposed look. Light entering a camera comes 



through the lens at different angles, thus exposing the film at different levels. With surfaces such 
as water, these exposure differences can vary greatly. On river photography, similar areas of the 
river were visually different, based on the above-mentioned specular reflectance characteristics. 
The exposure differences led the classifier to believe that specular differences existed in areas 
where water characteristics were similar. Due to the specular reflectance of the photos, an aerial 
with the study area near the outer edges of the photo had to be used for this study. This scenario 
does not represent the ideal situation because of vignetting effects. Vignetting is a property of a 
lens where the edges of an exposed negative are softened due to the reduction of incident light 
coming through the outer edges of the lens. The light coming through the center of the lens is 
not affected as much as light coming through the edges of the lens. The circular pattern of color 
on this classified image represents this effect, therefore the desired results were not achieved. 

I F i p r e  4: Aerial Color Infrared Classification Using Remote Sensing Scheme. 

Standard Image Processin e Software: Image enhancements of the color aerial using Core1 
Photopaint did as good or better in splitting reflectance values into different classes. Figure 5 
shows the enhanced output image from this scheme. The resultant image showed very distinct 
differences in color due to the suspended sediments tracing the flow patterns in the water 
colwnn. 



1 Figure 5: Aerial Color Enhonclced Image Using Simplistic Filter (Core! Phutopini). I 
CONCLUSIONS 

By using the classified and enhanced coIor acrial photography, engineers ccluld, for the first time, 
visualize the detritne~ltal flow patterns and crnss currents that develop in the upstream-pooled 
area of the lock approach. The remote sensing methodology indicated that the navigation 
problem was mainly due to currents being subtly deflected off an existing rock bluff located on 
the right descending riverbank. ?'he resulting cross current pattern has played havoc to 
downbound tows approaching the lock chamber. As pilots push through these cross currents, 
they r u r~  thc risk being caught in these currents as they try to align their tow with the lock 
chamber. The danger continues as the tow enters the lock and the stern of the towboat is still 
vulnerable to the cross current pattern. The pilots must contii~ually push their stern against these 
currents, There is absolutely no margin for cmor allowed during these critical periods. An 
additional push boat or helper boat is usually required for added safety. Failure to compensate 
for these currents during this scenario can cause the towboat to break away from the barges, 
endangering the lives of the crew and the structural integrity of the lock and darn. 

The remote sensing data served as a critical reference for the development of a physical sediment 
modcling effort. Bathyetry and flow visualization collected from the model was compared to 
the remote sensing data during model calibration. Once base conditions were established in the 
model, engineers were then able to study a variety of dcsign alternatives and arrive at the most 



cost effective and eficient structural solution to the navigation problem. Figure 6 is a flow 
visualization photo of the model showing similar flow patterns during base test conditions. 
Notice the similar "shadow" of current immediately downstream of the dike as compared with 
the image enhanced photo. The flow visualization from the micro model, as well as field data, 
confirms the existence of the outflow problem as seen through remote sensing techniques. 

1 Figure 6: Flow Visualization Showing Outdraft in the Lock & Dam 24 Micro Model 

FUTURE USAGE CONSLDERATIONS 

The more simple approach using Core1 Photopaint or other type standard image processing is a 
low cost option well worth the investment for the river engineer. The key in using any approach 
is to obtain high quality photography, which contains an upsbeam "flow seeding", mechanism 
such as suspended sediment from a tributary, ice, drift, or turbulence. Without a seeding 
mechanism, the water column is homogenous throughout and the differences in color cannot be 
observed, therefore making the flow patterns unrecognizable. 

The quality of aerial photography used as an input for a remote sensing scheme is critical. 
Information is lost between the surface of the earth and the camera, when exposing and printing 
the filtn, and during the conversion of the photographic hardcopy to digital imagery. Loss of 
information in the scanning process and differences in the incident angle of light entering the 
camera can greatly affect the ability to use both analysis schemes described in this paper. An all 
digital source. such as that flown using a multi-spectral scanner or thematic mapper could 
improve the aerial photographs collected for remote sensing. In this study, the classifier mainly 
assigned values based on red, green, and blue reflectance. A digital source would allow 
comparisotls in more than three hands of the spectrum. Increased resolution at greater flying 



height influences differences in exposure based on incident light angle. The ideal scene would 
contain no difference in specular reflectance of the water based on incident light angles, thus 
allowing suspended sediment, turbidity, and surface roughness effects on flow to be analyzed 
without interference. Hyperspectral digital scanner data (having hundreds of narrow spectral 
bands) could provide enough variance to enhance the classification. 
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-tract: Over the past twenty years, a variety of legislation has arisen which necessitates 
extensive data collection for many rivers, aquatic and riparian areas. A study conducted jointly by 
the United States Geological Survey (USGS)/Biological Resources Division (formerly the National 
Biological Service) and Colorado State University tested one method of taking measurements of a 
river system. Although this method is not new, published accounts of the procedure are not 
available. Recent interest in habitat, especially that of endangered species, has sparked a need to 
coIlect information about larger aquatic areas in an accurate, cost-effective and timely manner. 
Trials were run on two field trips to the Green River near Dinosaur National Monument (a tributary 
to the Colorado River in northeastern Utah), in June and August of 1995. Because the technique 
allowed river sections to be sampled faster and safer than with traditional survey techniques, many 
locations (b-amects) within a reach were evaluated. A large area of subsurface geometry and water 
depth was measured and recorded using a sonar scanner, an inexpensive and off-the-shelf piece of 
equipment. The paper will briefly describe the procedure followed during the field experiment; then 
the method of data retrieval and analysis will be revie wed, along with the results obtained; and lastly, 
a discussion on the use and applications of the sonar scanner for hydraulic and habitat studies. 
Key Words: Sonar measurement, rivers, cross-sections, aquatic habitat, instream flow. 

INTRODUCTION 

T h e  use of sonar to study underwater features is not a new practice (Smoot and Novak, 1969) 
although it has not yet become widely accepted. This experiment was performed to test the validity 
of the method for hydrologic and habitat measurements. A short explanation of the driving forces 
behind this and other studies will be followed by a summary of some traditional methods and other 
efforts with sonar equipment. 

Why are so many rivers being studied so intensely anyway? Due to an increased awareness of 
anthropogenic impacts on the environment there has been a rise in the number of riparian and aquatic 
areas of concern to both environmental and government parties. Also, as a requirement of the 
Endangered Species Act, the factors which adversely impact a species and its habitat must be 
quantified. If a federally funded project will affect a habitat or species, then an Environmental 
Impact Statement must be completed, which requires extensive measurements. For most studies, 
the data to be collected consists of much more than just the water depths and temperatures. Many 
in the scientific community wish to know the substrate types and locations, water velocities, and 



other features of the area such as shoreline vegetation. 

In the past, several methods were used to collect data, with rods and sounding bombs being the most 
widely known. Sonar techniques which have been tried include combinations of strip charts and tag 
(or tie) lines (Rantz et. al., 1982). The Acoustic Doppler Current Profiler is an instrument whch 
provides instantaneous discharge, depth, and velocities, continuously in a column of water from the 
surface to the bed. All of these systems have limitations, in terms of safety, cost, accuracy or the 
number of cross-sections which can be profiled in a reasonable amqunt of time. However, sonar 
sounders have been tested in a variety of applications, from checking for erosion around bridge piers 
(Landers et. al., 1993) to mapping of ocean floors (Limonov et. al., 1997) and are being recognixd 
for their benefits. 

SITE AND FIELD PROCEDURE 

The site selected (Figure 1 )  was a stretch of the Green River in northeastern Ut& near Dinosaur 
National Monument which was just over a mile in length. This reach has about four feet of depth, 
more than the required operational depth for the equipment during the planned study months; six 
trmsects that were previously surveyed by mitional methods and permanently marked with a bar 
and cap system; and was located just downstream of the USGS gage at Jensen, Utah, which is  
regularly surveyed in the summer months, Both of these prior surveys wouId be used to test the 
sonar for accuracy. Another major reason this particular site was chosen is its relevance as a habitat 
for the endangered Colorado Squawfish. Not only is it necessary to complete many cross-section 
profiles, but this must be done several times over the course of a spawning season in order to 
understand how the deposition and erosion of sediment affects the s q ~ a ~ s h .  

Procedure in the field evolved during several prior testing sessions, and indeed, even from the June 
trip to the August t ip .  The end result was a three person operation. Each crew member had a 
variety of responsibilities. Piloting the boat entailed the challenge of keeping a straight path across 
the river and, of course, ensuring a safe passage for dl on b o d .  For these river conditions a 16 foot 
flat-bottom boat with an outboard jet engine was used, which was capable of moving through both 
high currents and shallow waters. Near the front of the boat one person was responsible far the 
width measurements and communicating when preset width intervals were reached as the boat 
crossed the transect. These width measurements were generally identified with a hip chain at 5 meta 
(1 4.7 feet) intervals, except for the Jensen Gage transect which had the USGS overhead cable with 
marked widths at five foot (1.5 m) increments. The third person at the rear of the boat was 
responsible for the computer, checking that the fiIe was receiving and recording output from the 
sonar sounder device, and also marking the widths on the sounder's monitor-keyboard, which are 
concurrently imprinted in the dab file, as called out from the bow of the boat. 

The connection between the sounder and the computer, an ordinary laptop, was made with a nine- 
pin cable wired to fit the connector included with the sounder. This wiring was the only adjustment 
made to any of the equipment, eve*ng else was used straight out of the box. The transducer was 
mounted on the factory supplied bracket assembly which was then coupled to a metal rod, so that 
the depth of the transducer underwater could be controlled. 



DATA RETRIEVAL AND ANALYSIS 

Data from the sounder was received in a Terminal file in Windows, as ASCII text, with a single 
transect composing one file. These were easily imported into Quattro Pro where a Macro command 
was written to search out the lines containing depth, velocity, and temperature information, along 
with the coded markers. Once the data were pulled out of the files, charts could be created in which 
the depths and widths were linked via the markers. 

Analysis of the data consisted of two parts, graphical and statistical. While specific results of these 
analyses will be discussed below, a few things should be mentioned about the analysis process. Most 
importantly is the fact that anyone with a spreadsheet program and a calculator should be able to 
perform a similar analysis on data from a sounder. There is no special equipment, program, or skill 
required other than a basic knowledge of graphing, command writing, and statistical equations. 
Analysis was performed on both sets of collected sonar data. Also comparisons between the sets, 
and testing of the relationship of the sonar data to previously collected traditional data surveys were 
evaluated. Lastly, graphs were made of points measured by the sonar sounder, with lines added to 
provide a continuous plot. The stat is tical analysis was accomplished using only measured data 
points, not from the graphic plots. 

RESULTS 

Both graphical and statistical analysis are presented in this section and are intended to show both the 
accuracy and the precision of this method. Figure 2 addresses the precision, or repeatability, in 
measuring with a sounder. Included are four traverses of Transect I ,  performed on the same day, 
shown in feet of elevation. Each of these traverses included 21 measured transect points, with a 
sample variance for each traverse calculated by comparison to the average computed transect depth. 
The computed average of these four sample variances yields 0.24 ft (0.07 m) in an average water 
depth of 4.3 ft (1.3 m) or approximately 6% of the depth. 

Accuracy is the distance h m  a "true" measurement, which in this case was presumed to be those 
measurements taken by the USGS. This is detailed for the Jensen Gage in Figure 3. a comparison 
of two Geological Survey measurements which bracket a set of three sonar measurements in both 
flow volume and time. The first USGS measurement on July 13,1995 was at a flow of I 4,400 cubic 
feet per second (432 cubic meters per second), the second was on August 29,1995 at 1.740 cfs (52.2 
cms), and the sonar data was collected on August 16 when the flow was 2,050 cfs (6 1.5 cms). Even 
with the differences in flow between the three dates, it is easy to see that the sonar average is very 
close to the Survey results for the middle 150 A (45 m) of the transect. However, for a more 
quantitative analysis, it is best to throw out depths less than 2 R (0.6 m) for all August measurements 
(due to equipment limitations), and then perform the statistical analysis. This corresponds to the 
widths from 70- 310 ft (21-93 m) and results in an average mean square deviation of 0.07 ft (0.021 

m). 

As with any study, these results are influenced greatly by the problems with the execution of the 



method. The largest of these is that, by design, there is no tie line to keep the boat on a straight path. 
However, it would seem that near the shore, the captain would be able to keep the boat on the same 
line better due to lower velocities and better sight of the bar and cap marking the end-point, yet at 
the Jensen Gage transect, the opposite appears true. Two types of problems are related to the 
shoreline, the fmt is the coordination of thc crew in pushing off, or coming to a stop, measuring 
widths and collecting data, each a task which requires concentration. Secondly is the limited 
accuracy of the sonar in s hall0 w waters. Another opportunity for the introduction of errors at any 
point across the transect is related to the composition of bed material. Transect 1 has cobbles which, 
from traverse to traverse, can be measured either directIy on top of or adjacent to the cobble. 
Likewise, an exact location in a transect may exhibit a different depth because the cobbles at that 
location have moved. For a sand bed channel, bedforms and moving sand contribute to variations 
among profiles which may measure changes in the depth by several inches. 

There arr: several applications for this technology in water resources. The first of these is for input 
into water resources models, in particular hydraulic routing models. A HEC-2 model was developed 
to assess the flow characteristics upon which to make recommendations on the operation of the 
major upstream Bureau of Reclamation reservoir in the Green River system, Flaming Gorge 
Reservoir, The standard HEC-2 model was revised to include sediment transport capabilities in 
addition to the hydraulic analysis. Within the reach of the Green River as it flows through the lower 
end of Dinosaur Nationd Monument is a split-flow section as shown in Figure I and known to 
contain a gravel-bed area used by Colorado squawfish for spawning. It has been thought that this 
section, the right hand braid of the spilt-flow reach, experiences different hydraulic and sediment 
transport characteristics than the left hand and dominant braid of the channel. The timing of 
sediment deposition and transport is critical to the spawning of the squawfish and the continued 
population of the fish in the Green and Colorado River systems. The use of md tiple transects at 
multiple times during the sediment deposition and scour perinds as functions of the hydraulic 
conditions was necessary to calibrate the model and for use as a predictive tool for future reservoir 
operations. The use of the sonar device allowed for these multiple transects, efEiciently and 
accurately. In addition, the output of the sonar device on the monitor indicated the nature of the bed 
composition, which was m e r  checked by hand probes in the three to four feet deep channel. The 
sonar device and measurement technique providcd for a non-intrusive approach to field data 
acquisition which left the gravel beds undisturbed a d  any deposited eggs intact. 

A second application using this sonar technoIogy is for habitat area quantification. Habitat studies 
routinely collect large amounts of depth, velocity , and temperature data for a river, ofin spending 
weeks in the field to do so. Width and depth measurements may be used to calculate the inundated 
area of a reach, commonly defined as t he  wetted bed surface area per 1,000 feet of river length. 
Using natural hydraulic or habitat features, the reach is divided up, with each length including a 
measured transect. Transect lengths are multiplied by the widths between marked points (i.e. every 
5 m) to get the area of each point on the transect. The area above or below any depth is found by 
surnming up the appropriate areas found in the previous step. Figure 4 shows a plot of thc inundnted 
area versus depth in the reach of river from Transect 1 to Transect 6, from data collected using the 



sonar scanner in only a few hours. This could be used by biologists or others to determine the 
arnount of suitable habitat for a species in a river reach, depending upon the species, its life stage and 
needs during each stage. 

One final use of the data was to develop a threedimensional figure of the habitat area from 'Transect 
1 to Transect 6, Figure 5. It should be noted that each ofthese bansects were measured multiple 
times on the same day, so those lines are averages. By referring back to Figure 1, a comparison in 
the amount of information gained by adding the depth measurements can be made. This information 
could include a variety of habitat and hydraulic features, such as the island in the middle of Transect 
4, which traditional surveys might have difficulty with. 

CONCLUSIONS 

It is worthwhile noting that every method of measuring cross-sections has its faults. Some are less 
accurate, some less precise, others may be costly or take too long to be efficient. Using a sonar 
sounder to create a picture of the stream bed is faster than using a rod, safer than being tethered to 
an overhead line, and costs significantly less than the Acoustic Doppler Current Profiler. Perhaps 
the biggest advantage is not the cost or the speed, but the shear amount of data which can be 
collected by a small group in as little as one day. More importantly, this data has been shown to be 
consistent, both from run to run on the same transect, as well as with surveys taken by alternate 
methods, by alternate groups. One suggestion for equipment modification to improve the collected 
data is the automatic recording of sonar echoes presently only displayed on the monitor, which 
identify the bed and substrate composition. 
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INTRODUCTION 

The fiparian Ecosystem Management Model (REMM) has been developed for natural resource agencies and researchers 
as a tool that can help quanhfy the water q d t y  benefits of riparian buffers. REMM is based on buffer system specrfications 
recommend4 by the U.S. Forest Service and the USDA-Natural Resources Conservation Service as a national standard 
(NRCS, 1 995; Wehh, 199 1). The riparian system is characterized in the m d e l  as consisting of three zones parallel to the 
stream and representing increasing levels of management away from the sbearn (see Figure 1 in hwrance et al., 1 998). 
These zones include a narrow, undisturbed forest area adjacent to the stream for protecting the stream bank and aquatic 
environment, an area with a managsd woody vegetation for sequestering sediment and nutrients fiom upland runoff, and a 
grassed strip for dispersal of incoming upland d a c e  runoff and s e h e n t  and nutrient deposition. The soil is characterid 
in k layers through which vertical and lateral movement of water and associated dissolved nutrients are simulated (Figure 
1). The uppermost soil layer is covered by a litter layer which acts as a mixing layer and whch interacts with surface runoff. 
A more detailed discussion of the model scope and structure is provided in the companion paper by Lowrance et al. ( 1 998) 
and hence is not repeated here. 

RFMM simulates: (a) the movement of surface and subsurface water, (b) sediment transport and deposition; (c) transport, 
sequestration, and cycling of nutrients; and (d) vegetative growth. To simulate each of these processes REMM has four 
major mdules: hydrology, sedunent, nutrient, and vegetative growth. This paper is limited to the description and evaluation 
of the hydrology component. 

MODEL DESCRPTION 

Water movement and storage is charactend by processes of interception, evapotranspiration, mfiltration, vertical drainage, 
surface runoff, subsurface lateral flow, upward flux h m  the water table in response to evapotranspiration losses, and return 
flow. These prmsses  are simulated for each of the three zones. The storage and movement of water between the zones 
is based on a combination of mass balance and rate controlled approaches. Each of these processes are simulated on a duily 
basis and are described briefly in the following paragraphs. For a complete description of the processes and the equations 
used, the reader is referred to Altier et al. (In press). 

Interception losses occur in the vegetation canopy and litter layer. Canopy interception is an exponential function of the 
canopy storage capacity and the amount of daily ramfall and is simulated using a modified form of the Thomas and Beaslcy 
( 1 986) equation. Canopy storage capacity on any given day is a product of the leaf area index (LAI) on that day and a 
species-specific storage capacity per unit LAI. Precipitation falling through the canopy (throughfall) is subjacted to litter 
interception. Similar to mopy interception, litter interception is determined by the depth of the litter at any given time and 
the litter storage capacity. 

Contribution from the USDA-ARS, Southeast Watershed Research Laboratory, P.O. Box 946, Tifion, GA 3 1793, in 
cooperation with University of Georgia Coastal Plain Experiment Station. 

All programs and services of the USDA are offered on a nundiscriminatory bwis without regard to race, color, national 
origin, religion, sex, age, marital status, or handicap. 

Biological and Agricultural Engineering, University of Georgia, P.O. Box 745, Tifton, GA 3 1793; phone: (9 12) 386 72 10; 
fax: (9 12) 386 7294; Email: rivers@tlfton.cpes.peachnet.sdu. 



While intercepted water is available on the vegetative canopy, evaporation of the intercepted water occurs. D m g  this 
perid all Ihe radiant energy is used to evaporate the intercepted water. Transpiration proceeds after all moisture on the 
canopy has b m  evaporated Potential rates of leaf evaporation and transpiration are both computed using a modtfied form 
of the Pennlan Monteith equatlon (Running and CougMan, 19881, except that leaf evaporation i s  not constrained by stomata1 
resistance. Actual transpiration loss is limited by the availability of moisture in the soil and competition among the roots 
ofthe various plant types present. As the soil dries, water extraction depends on both the root distribution and the rate at 
which water can move to the rmts. The maximurn rate of water uptake from a layer i s  limited by its soil hydraulic 
conductivity. Unsaturated soll h y d r d c  conductivity is described by Campbell's (1 974) equation. This allows any excess 
demand that is not re&zed by a layer to be transferred to the layer below. Litter evaporation is simulated using procedures 
similar to that u x d  for evaporation of intercepted water on leaf surfaces. Rdiation energy in excess of h a t  consumed by 
litter evaporation is used to dnve soil evaporation h m  the top mineral soil layer. Soil evaporalion is computed in two st ages 
(Gardner and Hillel, 1 962). 

The total depth of water available for infiltration at the soil surface within a zone is the sum of the lhrouphfall depth and 
oitrland flow depth fiwn the upslope zone or field. In most conditions the sum of incoming upland runoff and kouehf;1ll 
depth is less than the high Infiltration capacity of the riparian soil. Under these conditions runoff will infiltrate at the rate 
of application. Only during h g h  intensity storms does the runoff and thoughfall rate exceed the infiltration rate In such 
conditions, d~ltration in the model is simulated using a modifid form of the Green-Ampt equation (Stone et al., 1994). 
Water in excess of ~ k a t i o n  is assumed to be d a c e  runoff. Surface runoff entering h e  riparian erea is routed downslope 
using a simplified p r d u r e  based ow the depth of runoff and flow velocity. 

Vertical dramage fim e soil layer occurs when soil moisture exceeds the f i ~  id capacity. The amount drained also depends 
on the available storage capaciry of the receiving layer. The rate of drainage is controlled hy the lesser of the iertical 
hydraulic conductivities of the draining and receiving layer. Vertical unsaturated conduct~vity is sin~ulated as a function of 
the soil moishlre content using Campbell's equation (Campbell, 1974) In the presence of a shallow water table, overlying 
soil layers are maintained at a higher (less negative) malric potential and consequently higher soil moisture contents. 
Assuming that the soil layer is in equilibrium wilh the water table, the matric potential at the mid point of a soil layer can 
be determined by assuming that the presssure head at that point can be approximated by the height of the point above the 
water table. The moisture associated with t h ~ s  point can then be determind using the moisture retention curve relating 
matric potential to the soil moisture content and described by Campbell's equation. 

In the absence of a shallow warn table, evapotranspiration lasses from a soil layer are limited by (he soil moisture conditions 
w i b  the soil layer (with willing point moisture content being the lower limit). In the presence of a shallow water table 
though, a steady u p w d  flux will occur h m  the water table to the soil layer to replenish ET losses from the layer. The rate 
of upward water movemznt b determmed by the matric potential gradient, unsaturated hydraulic conductivity, and the depth 
of the water table below the mil layer. This evapotranspiration flux i s  determined using the Darcy Buckingham equation 
as  described by Skaggs (1978). 

Subsurface lateral movement is assumed to occur when a water table builds up over the restricting soil layer. The lateral 
movement of the water is simulated using Darcy's equation. In the model, saturated lateral soil conductivity is assumed the 
same as vertical saturated conductivity. Downslope subsurface flow between the component mnes is h v e n  by the gradient 
of the water table. The potential hydraulic gsadient that determines the subsurface movement from zone 1 to the stream is 
assumed equal to the smaller of the surface slope o f m e  1 and the gradient from the water table elevation from the mid point 
of m e  1 to the sham thdweg. Stream thalweg is a user &ned input. Currently, the model does not simulate the influence 
of streamflow on the hydraulic gradient or the recharge of zone 1 fiom s t r e d o w .  Towards the downslope edge of the 
riparian slope subsurface moisture budding up over the impeding soil horizon tends to reach the surface. In such conditions 
excess subsurface water i s  released to the surface as return flow or edltration. In addl tion, for a completely saturated soil 
profile any excess throughfall or upslope surface runoff contributions will not mfjltrate but are considered as saturation 
excess overland flow. 

MODEL EVALUATION 

Parameterization 

REMM hydrology component was evaluated using data wl lected at the riparian site at the University of Georgia Gibbs farm 



near Tifton, Georgia. A detailed description of thw site along with the type of data being collected and data collection 
facilitia is provided in Lowrance et al. ( 1  998), Sheridan et al. ( 1  996; 1998), and Bosch et al. (1 996). Essentially, this site 
h s  an upland mntriblaing area and a three tone riparian buffer which are being monj tored since 1 992. The riparian buffer 
consists of a 8 rn long grass filter in zone 3, a 50 m long managed pine forest in zone 2, and a 15 m long hardwood forest 
zonc in zone 1 (Figure I in hwrance et al., 1998). While the riparian buffer is being maintained under t h e  different 
treatrrienls, only data from the mature forest treatment are being used here for model evaluation (Figure 2 in Lowrance el 
al., 1998). Briefly, the data collected at this site included - [a] weather information such as solar radiation, air and soil 
bnpantmsy tvlnd speed. wd rainfall amounts and duration; [b] surface runoff at the field-grass zone interface, grass-pine 
Bred in&=, at mid point of the pine forest zone and at the conifer-daciduous forest interface (Sheridan et a1 1 998); and 
[c] water tab te elevations under the upland contributing field and each of the three component zones of the riparian buffer 
(Bosch et al., 1996). 

To evaluate rncdel performance, male1 predicted water table elevations and surface runoff were compared to those observed 
at the experimental site for years 93-96. Water table comparisons were made on a daily basis for recording wells 0 1,02, 
and 03 I d  in m e s  3,2,  and 1, rqmhvely (Figure 2 in Lowrance et al., 1 998). Surface runoff comparisons were made 
on an mud and monthly basis for positions 2 and 3 corresponding to surface mof f  colectors at the grass-pine forest and 
pine-hwdwwxl forest interfaces, respectively. A general evduation of the model was also conducted by developing annual 
hydrology budgets for predicted results and comparing these budget values with available literature estimates. Results from 
each of these procedures are discussed in the following section. 

Prior k~ evaluation runs, the model had to be initialized for: [a] daily weather mformation; [b] daily surface and subsurface 
runoff loding from the contributing field; and [c] parameter values representing the topographic, soil, and vegetative 
mnditions uith the riparian buffer. Daily weather data for the years 92-96 was provided as an input which includes: rainfall 
amount (mrn), rainfall duration (hr), maximum air temperature (C), minimum temperature (C), solar radiation 
(langley 'slday), wind speed (mls), and dew point temperature (C). 

Runoff wUectd by the surf= runoff sampler at the held grass interface (position 1) was used to generate the daiIy surface 
runoff depth (rnm per unit contributing area) to the model. Daily subsurface flow loading to the b u i k  (rnrn per unit 
contributing area) was computed using hydraulic gradient between upland wells P3 and P4 (Figure 2 in Lowrance et al., 
1998) and rmrdmp, welI 01 (well in zone 3), water table thickness at well 01, and assuming a darcy flux rate of 48 mmlhr 
(Bosch et al., 1996). Values for parameters describing the buffer dimensions, soil, and vegetation characteristics were 
derived h ~ w t l y  measured data and previously pubwed literature for the Gibbs farm site (Bosch et al., 1 996; Perkins 
et al.. 1986; Sheridan et al, 1996). A listing of the important selected parameters and the corresponding values used is 
provided in Table 1 .  For a listing of the parameters used to describe the grasslpinehardwood vegetation the rcader is 
referred to the coinpunion paper by Altier et al. (1998). It is important to note that the values used to describe the 
lopograpby, soil, md vegetation were best estimates based on measured data and were not adjusted or calibrated during 
evalua~ion mls. 

Model p d c t c d  and o b m d  duly water table elevations for wells 0 1 (zone3), 02 (zone 2), and 03 (zone 1 ) were compartd 
for years 43-96 An annuid avw-ape of the error between model predicted and observed elevations (Table 2) reveal that for 
the four years s i n ~ u l a t ~  p d c t e d  watm table elevations were closest to the observed during the drier years (95-46). During 
the wetter years (93-94) predicted woler table elevations in zone 3 and zone 2 wells were much closer to the soil surface 
than those observed. A plot vf the daily values for the year 96 reveals that observed water table elevations for zone 3 and 
m e  2 wells vlrried h n ~  0 m from he surface: during winter to a depth of 2 m or more during summer. This drop in water 
table is primarily athbutd to high ET demands withm these two zones (Bosch et al., 1996). In contrast, for zone I well 
thls vmiatiun was luniled to Iess than 0.9 m. Though model simulations w a e  able to reasonably capture the drop of the 
wntcr table during summer for zone 1 well . simulated water table depths for zone 3 and zone 2 wells were not as deep 
@elow the aIrf~w) a s  thost: obmed (Figure 1 ). This most possibly indicates that the model underestimated ET losses for 
zom 3 and 2. Thc largtxi fluctu&ons in tlle observed water tables for the three wells occurred during the summer months 
when the soil profile was subjected lo high mlntensity convective storms. Model predicted water table elevations did not 
seem to reflect the flashy variai~ons to the extenr that wen: observed. Overall, the model predicted water table elevations 
are good considering that the soil parameters used in the inodel were based on best literature and measured estimates and 
were not calihratd. 
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Figure 1 : Model predickd and abserved water tables for 1995 and zones 1,2, and 3. 



Table 1 : Selected parameters and their values describing the three zone riparian buffer at Gibbs f , m .  

Parmelw units zone 1 (hardwood zone 2 (pine forest) zone 3 (grass filter) 
forest) 

Img~h. width m 15.24,40.4 50.00,40.4 7.60,40.4 

slope % 2.0 3.8 2 62 

manning's n 0.6 0.5 0.4 

horizon thicknesses+ m 0.3,0.7, 1.50 0.3,O 90, 1.52 0.3, 100, 1.70 

saturated conductivity crnlhr 13, 11 ,O.S  13, 11,O.S 13, 1 1 ,  0.5 

porosity crntcm 0.35,0.38,0.40 0.35,0.38,0.40 0.35, 0.38, 0.40 

field capacity cmlcm 0.15,0.15,0.15 0.15,0.15,0.15 0.15,0.15,0.15 

wilting point c d c m  0.07,0.07,0.07 0.07,0.07,0.07 0.07,0.07,0.07 

vegetation LA" m21m2 0.0 - 4.0 3.5 0.0 - 2.5 

Contributing field area ha 0.3093 

seepage loss from aquiclude d d a y  0.2 

+ each zone had three horizons, values are from the upper to the bottom horizon; & vegetation LA1 are not predetermined 
but depend on siinulated vegetative growth - values listed here are those that were observed during evaluation runs. 

Model predict4 annu.1 surface runoff values exiting zones 3 (grass filter) and 2 (pine forest) were compared to that 
o b m d  at n m d  collectors at the grass-pine forest and pine-hardwood forest interface and are presented in Table 3. Prior 
t u comparing the results it is important to point out that the surface runoff collectors are designed such that they are best 
fluted for combtioris where surface runoff primarily occurs as shallow sheet flow (Sheridan et al., 1 996). Under conditions 
where flow is concentrated in channels, it is possible that observations made by these samplers may not be representative 
of the wtual site conditions. At the Gibbs farm site, surface runoff typically occurs as a combination of concentrated flow 
and shstt flow. 

Table 2: Annual average absolute error* in predicted and observed water tables (in meters) 

recording well 93 94 95 96 4 Yr Avg 

annual ramfdl (rnrn) 1100 1487 877 1119 1145 

03 (zone 1 well) 0.131 0.070 0.080 0.1 16 0.101 

02 (zone 2 well) 0.321 0.385 0.320 0.316 0.336 

01 (zone 3 well) 0.377 0.666 0.300 0.374 0431 
nd 

* Annual average ahlute error = ( Wp - W, 1 / ndvvhm W, and Wo are predicted and observed values respectively, 
and nd is number of days in the year. 

Observed values indicate that on an annual basis, except for year 93, surface runoff consistently decreased as ~t moved kern 
the field to the pine-hardwoad forest interface. For years 94-96 approximately 60% of the observed runoff entering mne 
3 was Id to infiltration whereas for zane 2 this figure was approximately 44%. For year 93, there was a net gain of 42% 
and a loss of 58% of o b w d  runoff for zone 3 and 2 respectively. Model predictions indicated similar trends for years 94- 
96, but unda~stimated the dtration loss in zone 3 and overestimated the loss in zone 2 over h e  three year (94-96) perid. 
Model predictions were best for year 95 when runoff values exiting both zones were reamably  close to those observed. 
The biggest dlffermce between predicted and observed runoff values occurred for he  year 93 and for runoff exiting zone 



2, Dunng this year most of thc model simulated runun'frum zone 2 u7as generated as saturation overland flow during late 
~vinterlearly spring when the water table w i h  zone 2 was at the d m  and the buEr  was subjected ta large rainfa11 events. 
Overall, considering the annual variability in surface runoiTtolals, and accounting for the limitation of the runoffcollectars 
(menticad above) the model ssems to provide good estimates. 

When predicted runoff exiting each zone was plotted on a monthly basis (graphic not included here because of space 
limitation) thc salient vbservotions were - [a] surj>c< nmotf loading to the riparian buffer from field occurred either dunnp 
w d  winter condition or during high intensity storms during the surnmcr; [b] during winter, a greater proportion of h e  field 
surface runoff loading was sustained as surface runoff along the length of the buffer and reached the pine-hardwood forest 
interface; [ c ]  in conkssl, most of the field surface runoff entering the buffer during summer was immediately lost to 
mfiltrhon w i h n  the g&s filter zone. 'hese  model predicted trends seem lo follow those observed by the investigators at 
this site. 

Table 3: Swtacc ninoticomparisons (values in mm/ycw) 

yrs field' obscrved predicted o/, di@ 
input 

zone 3 /.one 2 zone 3 /one 2 zone zone 
3 2 

run~P % id runoff % inf runoff % inf runoff % inf 

+ obswved valucs - -  used as input to the model; * runoff csiting zone (mm); $ % mfiliracion ot'surhce runoff = (inflow 
d)udowl* IMlinfluw; negative values indicate net gain of sufaw runoff within zone; @ 96 diflerence between observed 
md predic tzd surfacc runoff exiting zones = [(obs-pred)/obs]x 1 OU. 

Beyond the water table elevations and surface runoff values there were no other specific data collected at Gibbs farm site 
which could be compared with model predictions. But annual estimates were available on parameters such as subsurface 
flow and surface runoff contribution to sheamflow which could be u e d  to wrnpare model predictions tu the Little River 
Watershed which contains the Gibbs Farm site. To allow for such n wmparison the annual hydrologic budget of predicted 
values for the Gibbs farm site was developed and is presented ul Tabk 4 and Figure 2. This budget also allows us to 
cvaluate estimates for tran~p~rat~on and interception for which m u a l  estimates arc more often available. 

Over the fvur years ofsimulatlon the averagc annual d a c e  runoff contribution to streamflow was 7%1 of the m u a l  rnirzfvll 
This predicted value is  lightly higher thun 5% earlier reported by Sheridan et a1 (1  996) for Gibbs farm site. but iwll 
w i t h  the range of 4- 12% reported by Shirrnohammadi et d. ( 1  985) for Little River Wotcrshed. Similarly, (he subsurf'au: 
flow contribution 10 s w t l t l a w  p d c t e d  using the model was 7% of the annual ra~nfall. Again this vulue is higher than the 
value of 3% earlier estunntd by Boah ct al. (1 396) but less than the range of 14 to 229'0 rcpwted by Shirmohamrnadi et 
a1 (1 984). The four year average also indicates that surface runoff decreases as a propoflion of the ramfall from the field 
tllrough the riparian buffer, whereas subsidace flow shows NI increasing trend This is expected since a large portion of 
the surface flow is lost to infiltration (and consequently added lo subsurface flow) due the porous surfice soil within the 
buffer 

?he budget &ma& presenlacl in Table 4 also provide a d i m 1  rwult, that upland loadings to the h a m  may not necessarily 
ciztmine the magnitude of surface and s u h d d c e  runoff lhat is generatd withln the buffer and which is eventually lost to 
strtmdow. ms is obvious from budgets of years 93 and 96, where even though field loadings for 93 were much smaller 
than tho= of 96, s i ~ d o w  contribution was higher in 93 compared to that of 96. A closer look at the budgets reveals that 
surface runoff contribution to streamflow d m g  93 was more than twice that of 96. A plot of the monthly rainfall. watcr 



table, and d a c e  runoff g m a t e d  for zone 1 kaphic not included here due lo space limitation) for years 93 md 96 reveals 
that for 93 mmt of the d a c e  runoff which contributed to streamflow was generated during late w~ntcrlearly spnnp This 
was because there were a num bw of large rainfall events during late winter and early spring of 93 when the sui 1 i n  zone I 
was already saturated and which resulted in saturation excess surface runoff. Compared to 93, 96 had a less rainfall during 
the early part ofthe year. This analysis indicates that, in addition to upland loahgs ,  the amount of rainfall, its distribution 
during the year, and the soil moisture wnditians in the alluvia1 zone (zone 1 in h s  case) are an important determinant of 
streamflow. In ohm words, the variable sources area mechanisms of runoff generation (especially within the alluvial zone) 
play a sigdcant mle in determining streamflow for hs site. This result is consistent with conclusions of Shirrnohamrnadi 
et al. (1 986) who showed that gmemtion of streamflow 011 Little hver Watershed was largely controlled by the so11 moisture 
condibms in the alluvial aquifer of the riparian zone. 

Table 4:  Model predicted annual hydro lo^ budget (values in rmiyear) 

Variable par 93 year 94 year 95 year 96 4 yr avg. 

Rainfall (rnrn) 1100 1487 877 1119 1145 

Field loadings* (rnrn) surface mnott' 21 (2)+ 317 (21) 108 (12) 213 (19) 164 (14) 

subsurface flow 48 (3) 60 (4) 36 (4) 28 (2) 43 (4) 

Loss to stream* (rnm) surface flow 95 (9) 174 (12) 30 (3) 41 (4) 85 (7) 

subsurface 55 ( 5 )  127 (8) 60 (7) 61 ( 5 )  76 (7) 

seepage 40 (4) 41 (3) 23 (3) 13 (1) 20 (2) 

Transpiration (mm)" 676 (6 1) 823 (55) 709 (80) 734 (66) 735 (64) 

Interception Imm) 166 (15) 182(12) 180 (20) 172 (IS) 175 (IS) 

field loadings and loss to stream are basd on the contributing area basis, field contributing area = 0.3093 ha; contributing 
area to stream = 0.6061 ha; + numbers inside bracket are % with respect to annual rainfall - rounded OR to nearest whole 
numbers; A averaged across all three zones. 

Annual transpiration loss of 751 mm'y averaged over four years and the three vegetation types seems to br in the 
neighborhood of values reported in literature for similar site conditions mekerk, 1985; Ewe1 and Smith, 1992). The 
average annual interception loss of 15% prdcted by the m d e l  is close to the value of 17% reported by 1,owrance (1 98 1) 
for rjparian forests located on Coastal Plain watersheds. 
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COMPARISON OF RAINFALL RECORDS COLLECTED BY 
DIFFERENT RAIN-GAGE NETWORKS 
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Abstract 
The implementation of surface-water quantity and quality models is only as sound a5 the available data. In 
a study done by rhe U.S. Geological Survey (USGS), in cooperation with the Du Page County Department 
of Environmental Concerns, simulated runoff tended to be higher when monrhly rainfall totals recorded by 
National Oceanic and Atmospheric Administration (NOAA) precipitation gages were used as ct~mpared to 
using monthly rainfall totals recorded by USGS rain gages. The purpose of this paper is tcl describe 
whether a significant difference was detected between rainfall recorded by the USGS rain-gage network and 
the NOAA precipitation-gage (a precipitation gage is designed to record snow and rainfall, whereas a rain 
gage only records rainfall) network Iocaled in and near Du Page County, Illinois. Rainfall dala recorded 
from 1986 ro 1995 at 10 USGS rain gages and 5 NOAA precipitation gages in and near Du Page County, 
Illinois, were analyzed. Further insight into the physical basis fur possible differences is providcd by a 
dual-gage (weighing- and tipping-bucket) selup installed at one site. Three statistical tests wcre completed 
to check the hypothesis of no difference in the rainfall data recordings: the Wilcoxon rank-sum test, the 
Kruskal-Wallis test, and the paired t-test. Results from the statistical tesls indicated that significantly 
different rainfall amounts were recorded at USGS and NOAA gages. F~tting a straight, Irast squares 
trendline to the data comparing monthly records from each NOAA gage with monthly records from each 
USGS gage showed that on average, USGS gages were recording 86 percent of the total rainfall recorded at 
the NOAA gages. Similar results have been found in h e  dual-gage (weighing- and tipping-bucket) selup 
comparison of rainfall data. 

INTRODUCTION 
Three commonly applied techniques of recording rainfall include the universal-type weighing-bucket 
recording gage, tipping-bucket rain gage, and slandard 8-in, nonrecording precipilatitln gage (National 
Weather Service, 1989, p, 8-17). The purpose of this paper is 11) describe  he methods appliccl and results 
obtained in the determination of whether a significant difference is present between rainfa11 recorded by the 
USGS rain-gage network and the NOAA precipi~ation-gage network located in and near Du Page County. 
Illjnois. Further insight into the physical basis for possible differences in recorded rainfall amounts is 
provided by a dual-gage (weighing- and tipping-bucket) setup. 

DESCRIPTION OF STUDY AREA 
The study area is 17 mi west of the city of Chicago. The study area includes all of Du Page County and 
portions of the surrounding counties (Fig. 1). Rapid urbanization has lead to appreciable changes in ihe 
hydrologic environment. Higher peak flows and increased flooding have resulted because of urbanization. 

Climate - 
Northeastern Illinois has a temperate, humid. continental climate that is slightly modified by Lake 
Michigan. Lone-term climate data in and near the study area were obtained from five NOAA precipitation 
gages (Fig. 1). The long-term average annual precipitation and Iong-~erm mean annual temperature fur the 
study area is approximareiy 33 in. and 49"F, respectively (U.S. Department of Commerce, National Oceanic 
and Atmospheric Administration, 1990). 

DATA COLLECTION AND SELECTION METHODS 

5 NOAA precipitalion gages located in and near Du Page County, Illir~ois were used for the study (Fig. 1). 
4 of these were 8-in, nonrecording gages. These consist of a large diameter outer can. a smaller diameter 
measuring tube inside the outer can, a funnel that cvnnects the outer can and measuring lube, a measuring 
stick, and a support. The funnel directs precipitation inlo the measuring tube, which holds exactly 2 inches 
of rainfall (additional rainfall will now into the overflow can) (National Weather Service 1989, p. 3). The 
other NOAA precipitation gage type is the universal weighing-bucket recording gage. Precipitation falls 
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FIGURE 1: Locations of National Oceanic and Atmospheric Administration precipitstion gages and 
U.S. Geological Survey rain gages in and near the study area. 

TABLE ;: Precipitation Gages and Rain Gages Used in the Study 
-Months 

Site Station Name 
Orifice of 

Diameter, Accuracy, Record 
Identifier and Abbreviation Gage Type in inches in inches Used 
'NOAA 

1 Aurora Standard nonrecording 8 0.01 60 
2 O'Hare Unlversrtl weighing 8 .01 B? 
3 Midway Standard nonrecording 8 .01 h 3 
4 Elgi n Standard nonrecording 8 .Dl 60 
5 Whealon Standard nonrecording 8 .01 6 3 

USGS 
6 Bloomingdale Lift Station (BLOOM) Tipping (~ua l i rne~r i c l )  tc .01 2 8 
7 Clarendon Hills Cemetery (CLARE) Tipping (Qualirnetric) 8 .01 5 1 
8 Du Page County Alrpofl (DPCA) Tipping (Qualimetric) 12 .Ol 4 5 

Universal weighing 3 .01 1 1  
with alter windshield 

9 East Branch Du Page River (EBDP) Tipping (Qualimetric) X 01 45 
10 Elgin Wastewater Treatment (ELGIN) nppitlg (Qualimetric) 8 . U  I 3 4 
1 I Kress Crcck (KRESS) Tipping ~Qualimetric) 8 .O 1 57 
12 Nat~onal Accelerator Lab (NAL) Ttpping (Quslimetric) 8 .01 3 3 
I 3  Salt Creek at Elmhurst (ELM) Tipping [Climatrunic) 8 .Ol 3 8 
14 St. Joseph Creek at Hwy 34 (HWY34) Tipping (Clitnatrunic) tr .O1 3 3 
15  ranch River (WBDP) T~pping (~ual imctnc)  X .01 3 5 

' h e  use of bnnd  nattlrs ~n this report is for ~denlifisauon purposcs only and does no1 conslalure endorsement by thc U. S. Geological Survey, nor impute 

responslbilit) for m y  presenr or putenrid effects on the natural rt~ources 



into the universal gage receiver, where i t  is funneled into a colleclor mounted on a weighing mechanism. 
The weight of the precipitation in the collector compresses a spring, which is connected to a pen (ink) arm. 
Ink from the pen leaves a trace on a paper chart. which is wrapped around a clock-driven cylinder. Ink 
tracings on the chart provide a "history of preuipitaljon rates and amounts (Nalional Weather Service 1989, 
p. 10). Gage information is listed in Table 1. Data used from the NOAA network were the monthly rain 
totals from March 1986 to September 1995 (U.S. Department of Commerce ( I  986-951). Only the monthly 
totaIs for April through October were used for analysis so thal snowfall-affected precipitation would not be 
a factor in the analysis. 

U.S. GeoIogical Survey Network 
Between 1986 and 1990, the USGS installed a network of 14 tipping-bucket rain gages in and near Du Page 
County, Illinois. The 10 gages used in this study from this network are shown in Figure 1. Tipping-bucket 
rain gages work on the principle that rainfall collected by a funnel accumulates in a two-chambered bucket 
until the weight causes the bucket to tip on its pivot, dump the collected water, and move the other chamber 
under the funnel. The rain gages are connected to electronic data loggers that record the amount of rainfall 
in 0.0 1 -in. increments at 5-minute inwvals. Gage information for the 10 USGS gages used in the study is 
listed in Table I .  An insufficient amount of rainfall data for analysis were available at three gages and one 
gage did not operate properly. Monthly rainfall totals from the USGS network from March 1986 to 
September 1995 (Duncker and athers 1993 and Straub and others 1997) were used in the study. Only the 
monthly totals for April through October were used for analysis so that snowfall-affected precipitation 
would not be a factor in the analysis. 

U.S. Geoloaical Survey Dual Gaee Setup 
Data have been collected by the USGS at Du Page County Airport, Illinois, where a tipping-bucket rain 
gage and a universal weighing-bucket recording gage have been installed within 5 ft of each other. Data 
used from this site were recorded from January 23, 1996, to December 1 1, 1997. Storms were selected for 
analysis when there were no quipment-related problems. 

STATISTICAL TESTS 
Statistical tests applied to the data were used to determine if there is a significant difference present between 
the amount of rainfall recorded for the same period of record between the USGS and NOAA gage networks. 
Three lesu were selecred to delermine if the hypothesis of no difference in the measurements could be 
rejected. These were the Kruskal-Wallis test, the Wilcoxon rank-sum test, and the paired t-test. The 
Shapiro-Wilk test was randomly performed on the data to test for normality. A series of t-tests were 
performed and least squares trendlines were drawn for the dual-gage setup comparison in a manner similar 
to that used in the network comparison. 

The Kruskal-Wallis test (Conover, 1980, p. 229-237) is a nonparmtric test for comparing more than two 
groups of data. This test was used to determine if there were significant differences among rainfall atnounts 
recorded at rain gages within the same group (differences within the NOAA and USGS networks). The 
Wilcoxon rank-sum test (Conover, 1980, p. 215-227) is a nonparamelric test for comparing two 
independent groups of data. This test was used to determine whelher one group of rain gages tended to 
record different rainfall amounts than another group of rain gages (differences between the NOAA and 
USGS networks). The two-sample t-test (Schlotzhauer and Littell, 1987, p. 191) is a parametric test to 
compare two independent groups of data. Unlike the nonpmametric tests. the dala are assumed to be 
normally distributed in a parametric test, with the variances assumed to b equal. 

The hypothesis of all tesu performed is that no difference is present helween the amount each rain gage 
records (null hypothesis). The null hypothesis is tested by the calculaljon of a test statistic. The value of the 
test statistic is compared to reference values that would be expected if the null hypothesis were true. The 
result of this comparison is a probability level, or p-level, that tells you if  the null hypothesis should he 
believed (Scholotzhauer, 1987, p. 126). The null hypothesis i s  either rejected or not rejected. The null 
hypothesis is never "accepted, it can only be "not rejected". In testing the given hypothesis, the maximum 
probability of rejecting the null hypothesis when it is correct is called the significance level (Spiegel, 1988, 
p. 207). For example, if it was determined that a difference was present between two rain gages at the 0.10 



or I0 percent significance level, then there is a 10-percent chance that the conclusion of a statistical 
difference is incorrect. 

For this study, 10-percent is considered moderarely significant, whereas i percent is considered highly 
significant. The 10-percent level was used for tests among rain gages located ar different sites. This results 
in less stringent criteria in rejecting the null hypothesis. This criteria was applied because the spatial 
variability related to rainfall distribulion results in vmrialions in rainfall totals between nearby rain gages 
even at the monthly time scale. The I-percent level (0.01) was applied for the dual-gage setup. The rain 
gages in the setup were 5 ft apart. A lower significance level was chosen to make it more difficult to reject 
the null hypothesis (more difficult to conclude that there is a significant difference) as compared to the 10- 
percent level. This was applied because it was expected for storm totals to be nearly idenlical due to the 

proximity of the rain gages. At the 10-percent significance level, a p-level of greater than 0.10 results in 
failing to reject the null hypothesis, and a p-level of 0.10 or less results in rejecting the null hypothesis. 
The procedure of failing to reject or rejecting the null hypothesis is the same at the I-percent significance 
level, except that a p-level of 0.01 is used in the analysis. 

Raults  of Comparison Between the National Oceanic and Atmospheric Administration and U.S. 
Geolofical Survev Networks 
First, the data were analyzed to determine if there were significant differences among rainfall amounts at the 
gages in each network. The Kruskal-Wallis test was performed on monthly rainfall totals for the enrire 
NOAA precipitation-gage and USGS rain-gage networks (TabIe 2). In  both tests, a p-level of greater than 
0.10 was determined and the null hypothesis was not rejected. The next tesl was to combine both networks, 
with each rain gage considered separately (15 groups). Again the null hypothesis was not rejected. Next. 
NOAA gages were placed into one group and USGS gages were placed into another group fur analysis with 
the Wilcoxon rank-sum test. From this analysis, the null hypothesis was rejected at the 10-percent 
significance level. 

TABLE 2: Kruskal-Wallis and Wilcoxon Rank-Sum Test Results 
&Id values indicate plcvcls below the IOpcrccnt s i p i f w n m  kvcl 
- 

Test Comparison P-Level 
Kruskal Wallis NOAA Network 0.81 0 

USGS Network .979 
NOAA and USGS Network .914 

Wilcoxon Rank Sum NOAA vs. USGS Network -055 

A series of t-tests were done to perform paired comparisons ktween the NOAA gages and the USGS gages 
for monthly rainfall totals. The p-levels of these tests are shown in Table 3. Data used in the t-lests were 
randomly checked for normality and it was concluded that the hypothesis of normality could not be rejected 
at the 5 percent significance level. In the first series of tests the 10 USGS rain gages were tested with the 5 
NOAA rain gages for a ~o ta l  of 50 paired t-tests. At the 10-percent level, rejection of the null hypothesis 
resulted from 28 tests. For three USGS gages (BLOOM, CLARE, and DPCA), the null hypothesis was 
rejected in the comparison with all five NOAA gages; whereas for two USGS gages (ELGIN and WBDP), 
the null hypothesis was rejected in comparison with only one NOAA gage. An unevenness also resulted in 
the rejection of the null hypothesis in the NOAA gages. In tests involving the O'Hare, Midway, and Elgin, 
NOAA gages, the null hypothesis was rejected in comparison with only 3-4 USGS rain gages; whereas in 
tests involving the Aurora and Wheaton gages, the null hypothesis was rejected in comparison with 8-9 of 
the 10 USGS gages. 

Paired t-tests were then performed within each network to determine if the rain gages in the same network 
were recording similar rainfall amounts. The results for the USGS network are shown in Table 4. The null 
hypothesis was rejected in 22 of 50 paired t-tests. The null hypothesis was rejected six times in 
comparisons with the rain gage at KRESS. Lastly, paired t-tests were performed among the NOAA gages. 
Out of the 10 possible tests, the null hypothesis was rejected in 3 tests, all involving Aurora gages (Table 5 ) .  



TABLE 3: P-Levels of Paired t-Tests Between Netlonal Oceanic and Atmospheric 
Administratlon and U.S. Geological Survey Rain-Gags Networks 

Bold values indicate ~ l t v c l s  bclow the 10 percent s~gnlflclnct I tvt l  

CLARE .OOO 
DPC A ,003 
EBDP .OW 
ELGIN .I65 
KRESS ,045 

.ooo 

HWY34 ,016 
WBDP 

Site 
BLOOM 

TABLE 4: P-Levels of Paired t-Tests Between U.S. Geological Survey Raln Gages 
Bold values indicate plcvtls b t h w  rhc 10 percenl significance lcvtl 

Aurora O'Hare Midway Elgin Wheaton 
0.001 0.002 0.085 0.064 0.009 

TABLE 5: P-Levels of Paired t-Tests Between National Oceanic and Atmospheric 
Administration Precipitation Gages 

Bold valuer indicate plevcl l  below t k  10 pcrctnt significance kvcl 

Site 
BLOOM 
CLARE 
DPCA 
EBDP 
ELGIN 
KRESS 
NAL 
ELM 
HWY34 
WBDP 

BLOOM CLARE DPCA EBDP ELGlN KRESS NAL ELM HWY34 WBDP 
0.349 0.801 0.805 0.387 0.002 0.545 0.095 0.450 0.506 

0.349 .331 ,072 .539 317  .I90 ,023 .020 .038 
,801 .331 .459 .743 .OdO .927 .SO3 ,928 .276 
.805 -072 .459 ,664 ,005 .381 .714 381  .206 
.387 .539 ,743 .664 .519 .929 .403 .818 .970 
-002 .317 -080 .005 ,519 . O M  .001 ,002 .277 
.545 .I90 .927 381 .929 .OOO .305 610 .386 
,095 .023 .SO3 .714 .403 .001 .305 .860 .347 
.450 .020 .928 ,381 .818 -002 .610 .860 .915 
,506 -038 .276 ,206 .970 ,277 386 .347 .915 

Investieation of the Difference in Recorded Rainfall Between Networks 
The statistical test results indicated tbat some gages were recording different monthly totals than others. 
The magnitude of the difference was estimated by fitting a straight, least-squares, linear regression between 
monthly data from one gage to the monthly data of another gage. The relation between the USGS BLOOM 
gage and the NOAA O'Hare gage is shown in Figure 2. In this study, a trendline slope multiplied by 100 
represents the percentage of rain that a USGS gage recorded as compared to a NOAA gage. A number of 
scattergraphs were plotted and analyzed. For each of these plots, a trendline was drawn. The mean 
trendline slope of the USGS rain gages averaged 0.86 relative to the five NOAA gages. The standard 
deviation was 0.05, with a coefficient of varia~ion of 0.06 (Table 6). Slopes from 8 of the 10 USGS rain 
gages fall within one standard deviation of U.86. 

Site 
Aurora 
O'Hare 
Midway 
Elgin 
Wheaton 

Aurora O'Hare Midway Elgin Wheaton 
0.076 0.040 0.096 0,405 

0.076 ,971 .845 .I50 
.040 .971 -81 3 .I37 
. O M  ,845 .813 288 
.405 ,150 -137 .288 



Monthly Rainfall Totals at the NOAA O'tfare Precipitation Gage, in Inches 

FIGURE 2 Comparison of monthly rainfall totals between the USGS BLOOM gage and the NOAA 
O'Bare gage. 

TABLE 6: Trendline Slopes of U.S. Geological Survey versus National Oceanic and 
Atmospheric ~dministration Monthly ~ainfal l  ~ o t a l s  
Site I Aurora O'Hare Midwav 
BLOOM 
CLARE 
DPCA 
EBDP 
ELGlN 
KRESS 
NAL 
ELM 
HWY34 

Wheaton Averages 
0.802 0.808 

Mean = 0.862 
St. Dev = ,052 
C. 0. V. = ,060 

WBDP 
Averages 

Dual-Gage Setup Cornmarison 
A dual-gage setup comparison was performed between the USGS tipping- and weighing-bucket rain gages 
located at DPCA. The period for this comparison was from January to December 1996, this i s  a different 
lime period than that used in the network analysis (April 1986-September 1995). In this study, it was 
discovered that there were scattered periods of time when the tipping bucket was not recording rainfall tiom 
storms or recording only during pans of a storm. For the dual-gage setup comparison, the data were 
analyzed ror specific storms where the tipping-bucket rain gage was working properly. Storm totals were 

,882 .904 .907 .898 .931 .904 
.838 .880 .859 .877 ,856 .862 



analyzcd in the dud-gage sclup instead of monthly totals which werc uscd i n  the network analys~s. Rainfall 
data from 26 storms were used in thc dual-gage setup analysis. 

A series of t-tests werc performed and least-squares trendlints were drawn for tht dual-gage setup 
comparison in a manner simiIar to that used in the network comparison. A significance level of 0.01 was 
used in the dual-gage sctup. The null hyporhesis was rejected at the I-percent significance level when all 26 
storms were considered (Table 7). The fitted trendline for a11 storms was 0.9 I. It should be noted that the 
tipping-bucket rain gage at this location contains a 12-in. diameter cylinder instead of an 8-in. diameter 
cylinder uscd in all other USGS gapes. Past research has shown that the 8-in. diameter rain gage averages 
2.6 percent lcss rainfall than the 1 2-in. diameter rain gage (Jones, 1969). 

A number of factors including temperature. wind speed, rainfall amount, and rainfall intensity for each 
storm was studied to examine why there was a difference in amount of rainfall recorded. No correlation 
was found between temperature or wind speed and the amount of rain recorded, but a relation was found 
between storm totals and the difference between amounts recorded at each eage. For storm tolals with 
rainfall amounts greater than 1 in., thc null hypothesis wils not rejected. Upon further examination, it was 
determined that the storms producing greater than 1 in.  of rain tended to have periods of more intense rain. 
Rainfall in~ensity was studied more closely. Four classes of rainfall intensity were considered: light, 
moderate. intense, and very intense. These were assigned based on the amount of rain recorded per 5- 
minutes. A criteria of greater than 0.27 in, per 5 minutes was selec~ed for very intense rainfall. This was 
bascd on recormnendcd ~(irrections for tipping-bucket rain gages for periods when rainfall exceeded 0.27 
in. pcr 5 minutes (Qunlirnerrics, Inc., 1986, p. 8) The criteria for other levels are listed in Table 7. Storms 
werc classif ed according to the majority of the amount of rainfall. For example, a 2-hour stom with a 
total rainfall of 0.3 in, would be classified as intense if three 5-minute periods of intense rainfall resulted 
during the storm. The majority of the amount of rain in this storm would have been classified as intense, 
while only 15 minutcs of the 2 total hours would have been an intense period of the storm. At the I-percent 
significance level, light rain was the only category in which the null hypothesis could be rejected. Trendline 
slopes were establishcd, and a relation was found between intensity and amount of rainfall difference among 
ca~egorizs. Slopes of 0.88 and 0.97 were calculated for light rain and very intense rain, respectively. The 5- 
millute values for very intense rain were already corrected for the tipping-bucket rain gage as per 
manufacturer specirtcations, hut the amount of the correction w z  small enough t h a ~  these adjustments alone 
could not account f<lr the result that an almost perfect trendline slope was determined for the very intense 
rainfall c1assific;ltion. Data from light storms are more sensitive to wetting losses (amount of rain required 
to moisten the funncl and inside surfaces). In  he dual-gage setup, the tipping-bucket gage had a funnel, 
whereas no funnel was prcwnt for the weighing-buck< t gage. It is estimated that 2- 15 percent of each rain 
event measured at an initially dry gagc is not recorded hecause of weillng losses in the summer (Sevruk. 
1982). A shielded gage, such as the weighing-bucket in the dual-gage setup, records 3-5-percent greater 
amount of rain depending on the wind speed compared to unshielded gages, like the tipping bucket in the 
dual-gage setup (Linsley and others, 1975). 

TABLE 7: Paired t-Tests Between Tipping- and Weighing-Bucket Gages at DPCA for 
Various Storm Classifications 

T rendline Number of 
Storm Classification Slope P-Level Storms 
All Stormi 0.9 1 0.002 26 
Less Than I Inch S t o m  Total -91 ,005 2 1 
Greater Than 1 Inch Stor111 Total .9 1 ,050 5 
Light (0.01 - 0.04 inches per 5 minutes) .88 ,009 9 
Moderate (0.05 - 0.09 inches per 5 minutes) .92 ,060 7 
lntcnse (0.10 - 0.26 inches per 5 sninutzs) .Y4 ,200 3 
Very Intense (Greater than 0.26 inches per 5 minutes) .97 .400 5 



CONCLUSIONS 
Conclusions for the Network Comparison 
From the results of the Wilcoxon rank-sum tests a statistically significant difference between monthly 
rainfall totals recorded by the two networks was determined, whereas there appeared to be no difference 
within a particular network, based on the results of the Kruskal-Wallis tests. Results from the paired t-tests 
indicated that within each network there were a few inconsistent rain gages, but for the most part, it can be 
concluded that some inherent difference in monthly rainfall amounts is present between the two networks 
and that the difference is not caused by variations within one particular network. Results of the least- 
squares regression showed that, on average, USGS rain gages recorded 86 percent of the total rainfall 
recorded at NOAA precipitation gages. 

Conclusions for Dual-Gage Setup Comparison 
The paired t-tests indicated that a statistically significant difference at the I-percent significance level was 
present in the amount of rain recorded at the tipping-bucket gage as compared to the weighing-bucket gage 
when all storms were analyzed. On average, the tipping-bucket gage recorded 91-percent of that recorded 
by the weighing-bucket gage. The difference in the trendline slope (0.91) found in this analysis compared 
to (he trendline slope found in the network comparison (0.86) can partly be explained in that only storms 
were selected when it was known that the tipping-bucket gage in the dual-gage setup was working under 
optimum conditions. In addition, the difference in the diameter of the rain gage at DPCA compared to other 
gages in the USGS network can result in a 2.6-percent increase for the rain recorded (Jones, 1969). 

A difference was found between the two gages when different classifications of rainfall intensities were 
tested. As rainfall intensity increased, the difference in the amount of rainfall recorded between the tipping- 
and weighing-bucket gages decreased. These results should be considered with caution because only 
between four and nine storms were included for each rainfall classification. Two other factors in the setup 
of the gages can also affect the results when classifying by intensity. The weighing-bucket gage in the dual- 
gage setup did not contain a funnel which can decrease the losses due to wetting by 2-15 percent (Sevruk, 
1982). Lastly, a shielded gage, such as the weighing bucket in the dual-gage setup, records 3-5-percent 
greater amount of rain depending on the wind speed compared to unshielded gages, like the tipping bucket 
in the dual-gage setup (Linsley and others, 1975). 
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Boise Five Mile Drain - Future Flooding and Old Canal Crossings 

Kenneth L. BuIInrd, Hydraulic Engineer, U. S. Bureau of Reclamation, 
Denver, Colorado 

Five Mile Drain is a 97-square-mile drainage basin h a t e d  south and west of Boise, 
Idaho. Earlier in the century, several canals were constructed across the drainage basin to deliver 
water from Reclamation dams upstream to the primarily agricultural land south and west of Boise. 
In the 60 years since the original canal construction, much urbanization has occurred in the basin. 
The prospects for continued urbanization are great. This increased urbanization results in higher 
flood peaks and volumes. The original canal crossings constructed over Five Mile Drain are now 
hydraulically inadequate, and the canal banks act as unintentional flood detention dams. The problem 
will get much worse in the fiture. Private businesses and homes which were built safely out of the 
flood plain in the past are now subject to occasional flooding due to the increased volume of flood 
water and the now inadequate hydraulic structures used to pass the flood water under the canals. 

This is a pilot study for Reclanlation. Many other drainage basins in urbanizing areas of the western 
United States are crossed by canals built in support of Reclamation irrigation projects. Attempts to 
quantfy the remaining flood problems resulting from urbanization upstream from Reclamation canals 
will be made and priorities set for future actions by Reclamation. Additional modeling and data needs 
are identified . 

BASIN DESCRIPTION 

The Five Mile Drain basin covers approxin~ately 97 square miles of land to the south and west of the 
city of Boise, Idaho. This area includes the city of Meridian, and the rapidly urbanizing areas near 
the Boise International Airport, plus numerous areas of new housing developments and commercial 
lands. A field investigation of the site was made by the author of this report in October 1996. 

In 1994, the land uses ranged from steep natural cover land south of Lucky Peak Reservoir and east 
of Interstate 84, to irrigated fields where sugar beets, corn, alfalfa, and other crops are grown in the 
relatively flat lands to the north and west of Meridian, Idaho. Much of the lower basin, west of the 
airport is crossed by numerous canals and drainage ditches. Many new housing developments ranging 
from town homes and apartments to small ranches of about 5 acres in size, are appearing in the flat 
areas of the basin, south and west of Interstate 84 

The largest of the canals crossing the Five Mile Drain basin is the New York Canal, built by 
Reclamation, and currently maintained by a local agency. In  this location many acres of flood 
ponding behind the canal bank can occur if the crossing of Five Mile Drain under the New York 
Canal is plugged. 

Other locations of importance are at the Ridenbaugh Canal, crossing where the Five Mile Drain feeds 
directly into the Ridenbaugh Canal. A waste way for the canal exists at this point. Depending on 
what action is taken during potential flood events, some of the flood flows in Five Mile Drain may 



enter the canal and be transported out of the basin, or the waste water from the canal may add to the 
flooding in downstream areas. 

Near the downstream end of the study, the Phyliss Canal crosses Five Mile Drain. The canal bank 
is several feet above the natural and irrigated ground in this area. A large culvert structure under the 
canal exists at this point, but it may be insufficient to handle the large peak flows which may occur. 
Potential flooding of irrigated fields is likely for large floods behind the Phyllis Canal at this point. 
The study ends about 2 miles west of this point, where Five Mile Drain joins Ten Mile Drain. The 
combined flows enter the Boise River a short distance downstream from this confluence. 

Some base flow appears to be in the drain below the Ridenbaugh Canal crossing at all times. This 
flow may come from sewage plant operations and fiom some irrigation return flow drains in the area. 
This base flow was measured and is included in the hydrologic model built to study this basin. 

In numerous other locations, small culverts and pipes, ranging from 10 inches to 24 inches in diameter 
have their outfall in the Five Mile Drain channel. It is likely that each of these pipes drain some 
amount of developed area nearby, or they are the waste water outflow for some nearby industry or 
commercial site. It was not possible in this study to find the source of flow in each of these pipes. 
For this study, all potential flood flows resulting fiom heavy rainfall are considered to be overland and 
small channel flows until they reach the main channel of Five Mile Drain, or one of its main 
tributaries. It is not bdieved that any of the individual culverts or pipes would add very much to the 
Five Mile Drain flood flows for the return periods selected in this study. The effects of urbanization 
in each subbasin are taken into account in the whole subbasin, and include the effects of the many 
smaU culvert and pipe flows. 

Numerous roads also cross this drain as it makes its passage across the southern and western city 
limits of Boise. Most of these road crossings are small CMP or concrete box type culverts. None 
of these road crossings has been individually considered in the development of the flood hydrographs 
in this study. The influence of each of these crossings will be best seen in the flood plain study which 
may follow from this study. It was not felt that any of these road crossings provided sufficient 
upstream ponding storage areas to influence the peak flows in any significant way and were thus 
eliminated from the flood Ily drograph computations. 

Nineteen subbasins were defined for this larger total basin. The subbasins were defined for each 
major tributary which could be defined on USGS (United States Geological Survey) topographic 
maps. The subbasins were further split to provide hydrograph information at each of the canal 
crossing points. Additiot~al subbasins were defined for the upper basin where potential development 
in the steeper areas of the dry natural range land would appear to be limited. 

PRECIPITATION 

The HEC-I model and the SCS TR55 method involve inputting a 24-hour series of incremental 
rainfall increments. The rainfall total for each desired return period for this study were obtained from 
the NOAA Atlas II for Idaho'. This report provides basic rainfall data for various durations and 
provides procedures for reducing the rainfall for area size and for elevation. The Bureau of 



Reclamation Flood Hydrology Group has produced a computer program titled PREFRE to produce 
data for numerous other durations and return periods using the NOAA ATLAS I1 data and 
procedures. 

Rainfall incremental distribution was input at 15-minute increments based on the SCS procedures 
The actual distribution is referred to as the SCS Type I1 rainfall distribution. This is the distribution 
preferred by the SCS in their flood hydrograph computation procedure. This distribution is 
recommended for all interior parts of the United States subject to  thunderstorms. 

LAG TIME COMPUTATIONS 

The HEC-1 and SCS procedures for determining unit hydrographs require an estimate of the lag time 
for each subbasin. The SCS procedure involves estimating the longest travel time in each subbasin 
based on lengths of channel flow, shallow flooding, and overland flow in each subbasin. The total 
length of flow in each subbasin is for the longest water course. The upper 200 feet in each basin is 
considered to be overland flow. Flow velocity for this length of overland flow is  determined fron~ 
the estimated ground slope and from charts in the SCS TR55 Manual. The shallow flooding areas 
continue from the end of the overland flow length to the end of the main channel which appears on 
the USGS quadrangle maps. Flow velocity for this length of shallow flooding is determined FFom 
Mannings kinematic equation 3 . 3  in the SCS TR55 Manual. Estimates of Mannings n value, the 
shallow flooding reach slope, and the 2-year, 24-hour rainfall are needed for this equation. The 
remaining time to be added for flood hydrograph development in each subbasin is the travel time in 
the main channel as defined on the quadrangle maps. This time is estimated based on dividing the 
various main channel reach lengths by an estimatd velocity. The sum of all of these estimated travel 
times is the subbasin time of concentration. In the HEC- L procedure the SCS lag time is used. The 
SCS lag time is defined as 0.6 times the subbasin travel time. The SCS lag time is then used by the 
HEC- 1 model to convert a dimensionless SCS unit hydrograph to unit hydrograp hs at the appropriate 
unit duration for each subbasin. 

The flood hydrographs developed in each subbasin are combined or routed with the next downst team 
subbasins in order to determine the total flow at each point of interest at the bottor~~ of each subbasin. 

LOSS RATE AND CURVE NUMBER DETERMINATION 

To estimate runoff from storm rainfall, the HEC-1 and SCS TR55 method uses the runoff curve 
number (CN) method2. Determination of CN depends on the watershed's soil and cover conditions, 
which includes the hydrologic soil group, cover type, treatment, and hydrologic condition. 

For this study the hydrologic soil groups in the Five Mile Drain basin were determined by using the 
SCS Soil Survey Series for Ada County, Idaho3. Copies of the map panels in the Ada County Soil 
Survey were taped together and the 19 subbasin boundaries for the Five Mile Drain basin were 
sketched on these maps. Each of the many soil types were identified by hydrologic group type in the 
SCS Ada County Soil Survey. On the copied map panels, each of the soil types were color coded 
based on the identified hydrologic soil group. Hundreds of individual soil groups were identified on 
the maps. By inspection of color coded map, it was determined that the majority of the soils in the 



entire basin fell in hydrologic group C. Estimates of the other hydrologic group percentages in each 
subbasin were also made by inspection of the color coded maps. It was impractical to physically 
measure each of the hundreds of individual soil groupings. Small changes in the percent of coverage 
by any hydrologic group would have minimal effects on the computed curve numbers in any sub basin. 

Urbanization changes a watershed's response to precipitation. The most common effects are reduced 
inftltration and decreased travel time, which sigm6cantly increase peak discharges and runoff. Runoff 
is determined primarily by the amount of precipitation and by the infiltration characteristics related 
to soil type, cover type, impervious surfaces, and surface retention. Other types of land use, such as 
imgated crops and contoured farming, also tend to reduce surface runoff. The SCS TR55 method 
provides a means to estimate the CN for various land uses if the hydrologic soil group is known. 

The main work involved in the selection of the curve number is determining the amount of land in 
each subbasin which is involved in each land use category. The Reclamation Snake River Project 
Office in Boise, Idaho, had good resources for the land use classification for this basin. This ofice 
provided land uses and the total acres in each use, broken into 12 categories, for each subbasin 
presented in this study. This land use classification was based on 1987 aerial photographs and 
adjusted by field inspections to 1994 land use conditions. With this information it was possible to 
determine the CN for each subbasin. 

"ULTIMATE FUTURE CONDITION LAND USE" 

"Ultimate future" development is ddned,  for this study, as the hlly built, hlly urbanized conditions, 
without specifying any date. To satisfy the needs of the scope of the study, same effort was needed 
to determine "ultimate future land use" and the increase in runoff likely to result from increased 
urbanization. Several sources of information were solicited: the local power company, the state 
highway department, and various county planning agencies. All of these sources had some 
projections for fiture population and needs of their agency in the area for future growth. The extent 
of the changes in land uses within the Five Mile Drainage Basin, based on these projections, were 
very difficult to ascertain. 

The source of information which seemed to best suit the needs of this Five Mile Drain flood study 
was a 1993 provisional demography report for northern Ada CountyQ. Several limitations on 
demography projections are listed in that report. With the limitations in mind, the report continues 
to break northern Ada County into several planning areas. This breakdown includes most of the Five 
Mile Drain basin area. In each planning area some population and employment projections for 5-year 
increments fiom 1990 to 20 15 were made. For "ultimate hture" build out conditions, it was decided 
that doubling the estimated rate of growth from 1990 to 20 1 5, plus an additional 10 percent, and 
then multiplying this rate to the estimated population for the year 201 5 would be appropriate. There 
is no scientific basis for this asslrmption and there i s  no hture year associated with this estimate. 

For use in this Five Mile Drain Study, the various subbasins defined for the HEC- 1 flood model were 
assigned to the various planning areas in the Ada County demography report. The population 
estimates for the various districts were then applied to the subbasins. The ratio of the 1990 
population to the estimated ultimate fiture population was calculated. The previously estimated 



urbanized land area percentages were then multiplied by the ratio for the population increase The 
increase in urbanized land area was calculated for each subbasin. The increase in the urbanized areas 
was then deducted fiom the non-urbanized land use categories in each subbasin. The urbanized areas 
were assumed to occur uniformly in each subbasin, taking up equal proportions of each non-urbanized 
category. In some cases the estimated increase in urbanized Iand uses added up to more than 100 
percent of the total basin area using this technique. For those cases the resulting urbanized 
percentages were reduced such that the totaI subbasin area remained the same, but fully urbanized. 
The same procedure as was used with the 1994 land use analysis was used to convert the Iand uses 
to basin average curve numbers and impervious percentage for each HEC-1 subbasin. 

As with all forecasts, the results are only approximate at best. They get worse as the amount of time 
increases between the date of the forecast and the forecasted date of some future event increases. 
The forecasts also get worse with smaller area size. The purpose of these forecast numbers is to give 
an indication of what the future may hold in terms of flooding along the entire Five Mile Drain. They 
are not intended to predict any specific future land use at any specific point in the basin. The results 
of the hydrologic modeling produced future condition 25-year hydrographs for each location that are 
approximately equal to the current condition 100-year hydrographs in peak and volume. 

FLOOD STORAGE ROUTJNG CALCULATIONS 

The flood plain portion of this study used discharges for the current ( 1  994) corlditions only and is 
considered preliminary in nature. There are three areas of possible, large flood storage volume in 
the Five Mile Drain Basin. The largest potential flood storage site is at the New York Canal crossing, 
and the second largest is at the Interstate 84 crossing, and the third is the Pacific Railroad crossing 
near Meridian. In each case it was necessary to create information to perform storage routing in the 
HEC- 1 model. In all cases the volume of storage was approximated using available USGS 
topographic maps. Contour lines behind the canals were measured and the surface areas and 
associated depths were converted to volumes in acre-feet. Additional ground survey it~formation for 
the culverts and hydraulic structures was used for input the HEC-RAS model This model then 
created the necessary rating curves for these structures, and these data were then input to HEC-1. 

New York Canal Crossin ofFive Mile Drain - The culvert providing cross drainage at this location 
is severely plugged. Only one of the original two barrels has any flow capability at all, and that 
opening has only about 1.5 feet of vertical open space which has not been silted in. Hydraulic 
computations performed with available survey data and the HEC-RAS model for this site indicate that 
only 154 ft3/s can be passed by this culvert prior to the west side canal bank being overtopped at 
elevation 2794 feet. Peak inflows for the current land use conditions at this point on Five Mile Drain 
are 1 1 54 R3/s and 64 1 ft3/s for the 100-y ear and 25-year flood events, respectively. In addition, 
significant flood volumes occur with both these events. 

Interstate 80 near Eanle - Road - The hydraulic structure available for passing potential Five Mile Drain 
flood flows under the main Interstate Highway at this point is limited to a single 6-foot diameter 
culvert, which is 520 feet in length, and has a relatively small head available on the upstream side. 
Hydraulic computations performed as part of this study show that this culvert is only capable of 
carrying about 320 f13/s prior to the Interstate Highway being flooded at elevation 2644 feet. Peak 



flood inflows calculated at this point are 2397 PIS and 1579 R3/s for the 100-year and the 25-year 
floods, respectively. Eight Mile Drain, one of the major uncontrolled tributaries to Five Mile Drain 
provides a large portion of the peak flows just above Eagle Road near this point. 

A major modeling complication for this crossing is that it does not show on the available USGS 
topographic maps. The interchange was sketched on the maps and approximate storage based on the 
contours upstream was calculated. Because of inconsistencies between the ground survey and the 
USGS topographic map, this storage computation is only approximate at best. 

PK&G Railroad near M e r i b  - The railroad crossing at this location is the highest embankment in 
the area. This railroad crossing has two culverts, located about 220 feet apart, both with relatively 
small amounts of head available. In addition, the land just upstream to the south of tbis crossing is 
very flat. The calculated peak inflows at this site are 1753 ft3/s and 776 fi3/s, respectively, for the 
100-year and the 25-year events. Hydraulic computations show that about 540 fi3/s can be passed by 
the existing culverts under the Pacific Railroad before overtopping the spur railroad to the west, at 
elevation 2614.3 feet. The potential exists at this point for flood flows to exit the Five Mile Drain 
floodplain and flow as shallow flooding to the west and into the populated areas of the City of 
Meridian. Insuficient mapping and survey cross section details exist at this time t o  completely 
analyze this problem. A spur railroad line serving the need ofindustries at this location provides some 
additional elevation to the west of the main crossing at this site. Additional mapping and survey data 
showing all the improvements in this area are needed to fully analyze this problem. 

ADDlTIONAL PROBLEMS WITH FLOODPLAIN ANALYSIS 

For the most part, the hydraulic calculations appear to be good, but there are some anomalies which 
have not been resolved at the time of this report. 

In many pIaces the surveyed cross sections had to be extended, using available USGS topographic 
maps. In some areas, particularly in the lower portions of the study below Starr Highway and Phyliss 
Canal, the survey cross sections appeared to place the Five Mile Drain main channel 3 to 4 feet above 
the ground surface elevations determined on the USGS topographic maps. When the suwey data 
were combined with extensions based on  the maps, the apparent result was that the rnain channel 
banks were elevated above the surrounding ground, creating a levee effect. This creates some 
problems with the hydraulic computations. The apparent 100-year flood elevations are below the 25- 
year elevations in some places. This happens because the 25-year flood discharges can be contained 
in the main channel in most locations but the 100-year discharge cannot be contained in the apparent 
levee banks. Once the banks are overtopped the apparent 100-year flood elevation i s  lower than the 
25-year flood elevation. 

In other places the cross section extensions create very wide floodplain widths just above the 
elevation ofthe survey river banks. This also creates some anonlaties in the relationship of the 100- 
year and 25-year floodplain widths. For purposes of plotting these preliminary floodplain limits, the 
data from the HEC-RAS output were used for all sections where it appeared reasonable. In those 
cross section locations where unreasonable results were computed, the floodplain limits were 
determined from the upstream and downstream sections. In all cases the Iimits of the floodplain 



between cross sections are based on judgment and the realization that the survey cross section data 
may not match the topographic map. 

Other problems with the USGS topographic maps used to plot the floodplain limits involve the age 
of these maps. Most of the USGS topographic maps were originally drawn in the 1950s with some 
revisions in the late 1970s. Much urbanization has taken place since these maps were last updated. 
In many places new roads and cuIvert crossings exist which are not shown on the maps. In particular 
the entire interchange of Interstate 80 with Eagle Road does not show on these maps. In some places 
the location of Five Mile Drain has changed by several hundred feet. These factors also make it 
difficult to consider these floodplain limits to be any thing but preliminary indications of where the 
actual floodplain should be drawn. 

Other potential problems with drawing flood boundaries for Five Mile Drain involve the rapid pace 
of urbanization which is taking place at the time of the study. Many areas of this basin are under 
construction as this study is being undertaken. New housing developments, shopping malls, and 
industrial sites with road and channel improvements are constantly being created. These changes will 
affect both the discharges and the limits of the floodplain in most areas. Any floodplain limits which 
are delineated can be assumed to be accurate for only a limited amount of time. 

MODELING NEEDS TO CONTINUE PROJECT IN THE NEXT CENTURY 

In addition to the discharge and floodplain estimates for Five Mile Drain, this project produced the 
following data and modeling needs to irnprove the speed and accuracy of future estimates for similar 
projects in the future. 

1 .  The use of digital elevation models to help improve the estimates of the basic hydrologic 
parameters for the flood hydrograph model, HEC- 1 or a later version. It would be desirable 
to have such models be able to calculate reservoir storage behind urban type improvements 
such as railroad embankments, road crossings, canal crossings and small retentionldetention 
basins in new subdivisions. 

2. If available, the use of digital maps for computing composite curve numbers using SCS 
soil maps by overlaying the basin and subbasin boundary maps. 

3. If available, use digital maps from county planning agencies to aid in the establishment of 
"ultimate future condition" land uses based on population projections. Most rural counties 
of this country do not have such information. 

4. Possible inexpensive methods of improving digital floodplai~~ mapping, especially in areas 
where recent development have altered the available USGS topographic map elevations and 
watercourse locations. 

5 .  Improved and inexpensive methods of incorporating traditional survey data, regarding 
culverts and bridges. with digital or conventional USGS contour maps. Inconsistencies 



between the two sets of data create major problems with hydraulic computations and 
floodplain mapping efforts. 

6. Some computerized method of comparing hture condition floodplain with existing 
conditions. Some method to develop and use stage-damage curves for the "ultimate future 
condition" is needed. 
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Abstrect: In the field of distributed hydrologic models, the geometry of distributed grid cells represent a 
predefined condition and limitation associated with a particular model. Typically a square-cell geometry i s  
adopted for distributed models since most terrain data is in a square-grid mesh. However, current methods 
for flow routing with a square-grid surface have l~mitations since such algorithms involve arbitrary flow 
directions (4 or S directions). There are continuing efforts to improve these problems. For example, 
TAPES-C model (Moore and Grayson, 1991) uses contour lines and flowpath lines as cell boundaries to 
form a flow net so that each cell has a naturally defined flow direction. However, hydrologic models 
developed based on TAPES-C can only be applied to a flow net type of cell format. 

The Equivalent Rectangle Simplification (ERS) method is an effort to provide a general algorithm to 
handle slope flow routing for distributed hydrologic models without setting arbitrary flow directions or cell 
geometry requirement. For any polygon cell (triangle, rectangIe, ..., etc.), the weight of each edge is defined 
as the proportion of drainage area that each edge has within the cell. The ERS caIcuIates the weight for all 
the dges and generates a virtual rectangle called Equivale~lr Rectar~gle (ER) which has the same area, same 
slope mgIe, same aspect, same length, and same physical characteristics as the cell. An ER of a cell has 
only one edge (upper) receiving flow and one edge (lower) discharging flow. The hydrologic sirnularity 
between a cell and its ER is proven lo have great approximation by pattern matching analysis and 
hydrograph comparison. Therefore, water balance and flow routing for the cell can be performed as an one- 
dimensional calculation whereby flow discharges througtl the edges of the cell are then distributed by their 
edge weights. Since one edge is shared by two cells, the discharging flow from one cell will become the 
receiving flow by the olher cell. A forward routing scheme can then be applied over a distributed watershed 
from upper cells to lower cells. 

The flexibiIity of the ERS methodology allows a variety of walershed cell distribution to be utilized for 
simulation purpose. As an exampIe, the ERS is used in the Object Watershed Link Simulation (OWLS) 
model with application to the Bear Brook Watershed in Maine (BBWM). The watershed consists of both 
irregular triangular and irregular rectangle cells with different sizes. The simularion results are encouraging. 

INTRODUCTION 

Watershed hydrologic models are mathematical tools that can be used to simulate the water balance and 
transport processes within a basin. As the result of modern development in computer rechnologies, 
complicated and detailed simulations of a watershed become possible. There is a tendency in hydrologic 
model development to couple more and more physical rules and equations in the description of hydrologic 
processes. Since the variation of landscape characteristics within a basin are often large, the technique of 
subdividing a watershed into small, relative homogeneous land units (cells) become necessary. A model 
that employs physical rules for the description of hydrologic processes and sub-divides a watershed into 
many small cells is categorized as ph ysically-based, distributed hydrologic model. 



A cell is a small area in a watershed representing a relatively hornog~neous characterization of geology. 
hydrology, soil, vegetation and topograph. Therefore, a natural cell may not have a regularly shaped 
boundary condition. Nevertheless, many hydrologic models require a certain pre-defined size and shape of 
cells, as well as their spatiat orientarions. For example, a square cell i s  one of the widely adopted shapes 
utilized by many distributed hydrologic models because of the format of terrain data (e.g. digital elevation 
model, or DEM data) and the convenience of making up the cell mesh. Inter-connections between cells and 
the distribution uf flow to ~~eigl~bor cells are accomplished through the hydrologic flow routing procedure. 
However, current methods for flow routing with a square cell surface may be inadequate since the 
algorithm involves arbitrary flow directions (4 or 8 directions). This arbitrary method may cause biased 
prediction of flow process i n  a basin. In an attempt to orercome this problem, the TAPES-C model (Moore 
and Grayson, 1991) uses ctjnfour lints and flowpath lines as cell boundaries to form a flow net so that each 
cell has naturally defined flow direction. However, hydrologic models based w this procedure are 
dependent on a flow-net cell format. 

In this paper, we introduce a methodology called Equivalent Rectangle Simplification (ERS) to solve the 
arbitrary flow rouling problems and to add flexibility to physically-based distributed hydrologic models. 

THEORY 

The ERS method is used to simplify the geometry of a cell, represented as a polygon with n edges and n 
nodes. into a rectangle which has the same soil and vegetation. same area, same slope, same center 
location, and same total length (or total width, or width-to-length ratio) as the original cell (Figure 1). Each 
edge of a ccll has n weighting, which is determined by the relative area of a given cell providing water to 
that edge (Figure 2). This weighting was used to determine the amount of water that could cross a particular 
edge (zero when none, -9 identifies an upper edge that is receiving water from an upslope cell). By 
assuming that the physical performance of the cell can be approximated by that of its equivalent rectangle, 
hydrologic information can be calculated for the equivalent rectangle and then distributed to the edges of 
the cell by their relative weightings (e.g., discharge) or directly assigned to the edges (e.g., water depth). 

The terminology equi~*ulenr means both cells have the same area, same slope, same soil and vegetation 
condition, same soil depth, some center location. same aspect and both are planar. They will also have same 
amount of precipitation inputs, solar radiation inputs, infiltration rate, surface water depth, soil moisture 
conlenl, amount of flow generated from the surface, soil and macropore system. However, they can be 
different in shape and consequently the pattern of flow draining from each cell could be different. An 
equivalent rectangle for an irregular cell is constructed so that it satisfies these conditions. In or&r to 
implement a one-dimensional hydrologic calculation, the rectangle nlso needs to have two sides parallel to 
the aspect direction in addition to an upslope boundary and a downslope boundary. 

There are an infinite number of rectangles that might satisfy the above requirements, however three types 
of rectangles are probably the most reasonable choices for an equivalent rectangle (Figure 1): 

A. A rectangle having the length equal 10 the projected length of the cell on the slope direction. 
B. A rectangle having the width equal to the projected width of the cell on the contour direction. 
C. A rectangle having the same 1ength:width ratio to the projected 1ength:width ratio of the cell. 

Given these options, additional eveluations are needed before deciding which provides an appreciate 
hydrologic approximation of the original cell. 

Figure 3 and 4 demonstrate an analysis of surface runoff rvuti~~g for equivalent rectangles with type A 
(same length) and type B (same width) for several cell shapes (triangle and prism shapes were selected for 
ease of analysis). I n  borh figures, an assumed rainfall event of 3 mm per time step with a duration of 3 time 
steps has been applied at time steps 2, 3, and 4. The cells of different shapes are assumed to be planar and 
no diffusion occurs during flow routing along the surface. For both figures. there are two groups of cells, 
one with shorter slope length and the olher with longer slope length. I n  the group with shorter in slope 
length, the equivalent rectangular cell will take exactly one time step to route the generated flow out of the 



cell. In the group with longer slope length, all cells requires more then one calculation time step to finish 
flow route. Each group has three types of cells with pyramid, triangle and prism shape respectively, 
representing the cells with wider downslope boundary, wider upslope boundary and wider center body. All 
the cells are assumed to be 10 cmz in area and are impermeable. Each cell will expect to generate 3 cm3 of 
flow from each time step during the rainfall period. Taking into account the time consumed by flow 
routing; hydrographs were calculated using a spread-sheet. 

equivalent rectangle 
Same in: 
area, slope, aspect, Case A: 

original cell center point, planar, Lo=L 
soil, vegetation - 

w,= w, - 
Different in: Case B : 
numbers of nodes, 
edges, shape wo= w, 

- 
-Ll 

Resulting Same in: ' 
velocity, dirchurge, Lo=L 
water depth 

Case C: 
aspect 

--- = --- 
r, r, 

aspect 

aspect 

Figure 1. Equivalent rectangl~.  

uvpect, flow direction 

Figure 2. Edge weights of a cell. 

In Figure 3, all cells within a given group have the same length even though shapes are varied. For the 
group of cells with a shorter slope length, runoff responses are instantaneous and all cells produce the same 
hydrograph. For the group of cells with relatively longer dopes, a pyramid-shaped cell tends to have a 
faster rising limb and slower falling limb. A triangle-shaped cell has a reversed runoff pattern and a prism- 
shaped cell tends to smooth the hydrograph peak. The duration of runoff for the different cell shapes are 
the same. The Equivalent Rectangle, however, produces flow in a linear manner and represents the average 
situation for the group of cells. 
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Figure 3. Equivalent Rectangle SimplificaUon, Equal Length ERS. 

In Figure 4,  all cells with different shapes have been constructed to have the same width. For the group of 
cells with shorter slope length, runoff responses are quick but varied. Ler us assume that the equivalent 
rectangle has a slope length such that one calculation time step is required to drain all its water, then dl 
other cells will have longer length in order to have the same area. 11 will require more then one calculation 
time step to drain water from these cells. As shown in the Figure 4, the hydrograph of a pyramid-shaped 
cell can be reasonable equivalent by the rectangle, but hydrographs from triangle- and prism-shaped cells 
will be delayed about one time step in comparison to the equivalent rectangle. For the group of cells with 
relative longer slopes, this advanced outflow phenomenon of the equivalent rectangle becomes more 
obvious. In addition, flow from the equivalent rectangle tends to have a higher instantaneous peak than any 
other shapes. 

For a type C rectangle, which has the same width-to-height ratio, we may expect outflow patterns lo wcur 
between those found for type A and B cells. Flow advancing and a higher peak of the equivalent rectangle 
may also be expected. Therefore, we can conclude that: an equivalent rectangle to a cell should have the 
same Icngth as the slope length of that cell. 
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Figure 4. Equivalent Rectangle Simplification, Equal Width ERS. 

APPLICATION 

The ERS method has been used in the Object Watershed Link System (OWLS) model (Chen, 1996). The 
OWLS model is a physically-based, distributed, 3-D, vector-based watershed hydrologic model. 

The Model Structure: The OWLS model 1s constructed using the concept of Object-Orientation 
methodology. A watershed is represented as a 3-D object, which consists of a group of linked 3-D cells (or 
basic land units), a 3-D boundary and a 3-D stream network. Each cell object consists of a group of linked 
3-D edges and each edge is linked by two 3-D nodes. The hydrologic components are also expressed as 
linked objects. All objects in the OWLS model are distinct with their own characteristics. The structure of 
the OWLS m d e l  not only provides a higher computing efficiency, but also a greater flexibility and 
capability for watershed dynamic hydrologic simulation than fraditional distributed hydrological models. 

The Sub-Models; The OWLS model consists of four sub-models: (1) The Data Processing Model handles 
all data preparation for other sub-models. It converts data from raw ASCII format to the OWLS format, 
including DEM data conversion, precipitation distribution, air temperature interpolation, and air 
temperature extension; (2) The Geomorphological Mcdel automatically delineates watershed boundaries, 
flow-paths, possible stream channels by a vector-based algorithm. It produces a vector-based database for 
watershed cells, boundaries and stream channels and provides a harmonious simulation base for the 



hydrologic and visualization model; (3) The Hydrologic Model is represented by several layers in vertical 
dimension: the canopy layer, the surface layer, and the soil tayer which also contains a macropore pipe 
component. The hydrologic model simulates processes that occur on a forested watershed. including 
rainfall, interception, solar radiation and associated evapotranspiration, snow accumulation and melting, 
infiltration, ex-filtration, macropore flow, surface overland flow, subsurface flow, and flow routing on 
hilIslope and within channels. The ERS method is used in the hillsIope flow routing, which includes flow 
routing for different types of horizontal flows (surface, subsurface and macropore flow). The horizontal 2- 
D flow routing problem is simplified into I-D by the ERS method and routed by the non-linear kinematic 
wave finite differential calculations (Chow et al., 1988). The ERS technique dramatically reduces Ihe 
complexity of the tlow routing model and increases the flexibility and calculation speed of the model; (4) 
The Visualization Model is a significant component of the OWLS watershed model. It is specially designed 
for watershed hydrologic simulation and animation. The OWLS model also provides data outputs in text 
format for custom graphics. 

The Watershed: The OWLS model has been applied to the Bear Brook Watershed in Maine (BBWM). 
The watershed is located in East Maine (44O52'15" Latitude, 68'06W" Longitude), approximately 60 
lulometers from the Atlantic coastline in the northeastern United States (Figure 5). The BBWM is a paired 
watershed study funded by the U.S.EPA since 1987 as part of the Watershed Manipulation Project (WMP) 
within the Nalional Acid Precipitation Assessment Program (NAPAP). NAPAP was designed to assess the 
causes, effects, and strategies for controlling acidic precipitation. 

The study site of the BBWM consists of two continuous first order streams: East Bear Brook (EBB) and 
West Bear Brook (WBB). On each swam, a catchment outlet was selected and gauged so that both streams 
have about the same catchment area (EBB=10.7 ha and WBB=10.2 ha). Both watersheds are 
topographically similar, and are thus ideal far a paired watershed study. Borh watersheds have a maximum 
discharge of about 0.01 rnrnlhalsec or 0.15 m3/s. Annual water yield relative to incoming precipitation for 
WBB ranges from 68 to 77% while 
EBB ranges from 62 to 68%. The soils 
in the two watersheds are thin 
spodosols developed from till 
(Erickson and Wigington, 1987). The 
bedrock consists predominantly of 
metamorphosed and deformed pelites, 
with minor calc-silicate gneiss, and 
dikes and sills of granite (Norton, et. 
al., 1992). Folists are common near 
and at the summit. Minor, poorly- 
drained soils are present in the upper 
part of EBB and a smaH area midway 
up the WBB. The depth of the 
watershed soils range from 0 to 5m, 
typically 1 to 2m. Vegetation of the 
BBWM is dominated by hardwoods EBB - East mar BIOO~ 

WBB -West W a r  Br& 
including american beech, sugar maple, 
red maple, with minor amounts of 
yellow birch and white birch. 
Softwood, mixed, and hardwood stands 
cover approximately 25, 40, and 35% 
of the total watershed areas 
respective1 y. The climare at BB WM is 
cool and temperate, with a mild 
maritime influence. The mean annual 
temperature is about 4.9% with an 
observed range of -t3S°C to -30°C. I I 

Summer dnil y maximum temperatures Figure 5. Bear Brook Watershed in Maine 
commonly exceed 2S°C and winter 





Figure 8. CaIibration results from the OWLS model 
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Figure 9. Comparison of Flow Simulation Results from 
Different Cell Patterns in the EBB. 
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STANDARD HYDROLOGIC GRID IN SPATIAL HYDROLOGIC MODELING 
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Abstract The 1JS Anny Corps of Engineers Hydrologic Engineering Center (HEC) is advocating 
the use of standard geographic grids for hydrologic analysis, and has defined a grid for this purpose 
in the conterminous United States. The proposed StandardHydrologic Grid (SHG) has cells ofequal 
area throughout its coverage, and is based on a coordinate system widely used for nationwide 
mapping of the US. These properties offer significant advantages for hydrologic analysis with 
distributed watershed models and data development with geographic information systems. 

This paper presents the definition of the SHG and the rationale behind that definition. 

INTRODUCTION 

Developments in precipitation measurement and computer representation of the earth's surface 
make hydrologic modeling with distributed inputs and parameters--formerly the exclusive domain 
of researchers-viable for hydrologic practitioners. The National Weather Service's NEXRAD radar 
system provides spatially distributed precipitation data at most locations in the conterminous US. 
In addition, a growing number of public and private sources provide terrain, soil, land-use, land- 
cover data that can be stored, retrieved, and analyzed in geographic information systems (GIs) to 
produce distributed parameters for hydrologic modeling. 

Many distributed-input models simulate hydrologic processes on a grid, in effect breaking a 
watershed into a squares like a checkerboard and treating each square in that board as a separate and 
uniform (but not necessarity independent) region for hydrologic analysis. Since the squares in this 
checkerboard are much smaller than the watershed, this permits more detailed modeling of 
hydrologic processes than is possible with lumped parameter methods, like HEC- 1 ,  which treat the 
entire watershed as a uniform region. Each cell in the grid can have unique values for the parameters 
required by the model, and aunique value for precipitation depth at each time step as the model runs. 
Usirlg this basic framework, a variety of ~nodels can be constructed employing different calculation 
methods and different assumptions--and requiring different parameters. 

Using geographic grids introduces a new set of complications to hydrologic analysis. Where 
multiple grids are used in a model (e.g. a grid for precipitation depth, another grid for hydraulic 
conductivity of the soil) the grids must be aligned so that the cells in both grids refer to the properties 
of the same region of the earth's surface. Grids of different resolution (cell size) or based on 
different coordinate systems (map projections) can lead to misalignment of data and parameters and 
cause poor modeling results. Hydrologists using distributed models will be wise to learn some basic 
cartography. 

Adopting a standard grid framework will enable hydrologists to exchange data and compare 
modeling results easily. Use of standardized grids will also allow hydrologic modelers who are not 



well-versed in cartography to select data sets that are geographically compatible. For example, users 
of NEXRAD precipitation data do not need to know the definition of the HRAP grid to know that 
two data sets that cover the same range of HRAP cells cover the same region. By specifying a 
adhering to a set of standard data grids, hydrologists will save themselves a great deal of effort in 
data re-formatting and avoid degrading data through multiple coordinate system changes, which cat1 

distort data values much as many generations of photocopying reduce the quality of printed pages. 

STANDARD HYDROLOGIC GRID OBJECTIVES 

In developing a standard grid proposal, HEC set the following goals: 

• The cells in the grid should be of equal area to avoid distortion of precipitation volumes. 
The underlying coordinate system should be one that is commonly used in US mapping. 
The underlying coordinate system should be continuous over the conterminous US, i.e. not 
divided into zones like the state plane or universal transverse Mercator (UTM) systems. 
The grid design should allow for a variety of cell sizes. 

STANDARD HYDROLOGIC GRID 1)EFlNITION 

The proposed standard hydrologic grid (SHG) is a variable-resolution square-celled map grid defined 
for the conterminous United States. The coordinate system of the grid is based on the Albers equal- 
area map projection with the following parameters. 

Units: Meters 
Datum: North American Datum, 1 983 (NAD83) 
1 st Standard Parallel: 29 degrees 30 minutes 0 seconds North 
2nd Standard Parallel : 45 degrees 30 minutes 0 seconds North 
Central Meridian: 96 degrees 0 minutes 0 seconds West 
Latitude of Origin: 23 degrees 0 minutes 0 seconds North 

No offsets, false northings, or false eastings are used. In this coordinate system, easting values range 
from approximately -2,360,000 m to 2,260,000 m, and northing values range from approximately 
270,000 m to 3,175,000 m over the conterminous US. 

Users of the grid can select a resolution suitable for the scale and scope of the study for which it is 
being used. For general-purpose hydrologic modeling with NexRad radar precipitation data, HEC 
recommends 2000 m cells, and HEC computer programs that use the SHG for calculation will select 
this cell size as a default. HEC will also support the following grid resolutions: 10,000 m, 5,000 m, 
1,000 m, 500 m, 200 m, 100 m, 50 m, 20 rn, 10 m. The grids resulting from the different resolutions 
will be referred to as SHG-2km, SHG-l km, SHG-5OOm and so on. The accompanying illustration 
sllows cells in this map projection superimposed on the outline of the conterminous US (note that, 
for purposes of illustration, the cells are larger than the 1 0 krn maximum SHG cell). 



For identification, each cell in the grid has a pair of integer indices (i, j) indicating the position, by 
cell count, of its southwest (lower left, or minimum-x-minimum-y) comer, relative to the grid's 
origin at 96 W 23 N. For examplt: he southwest corner of cell (121, 346) in the SHG-2km grid is 
located at an easting of 242000 m and a northing of 692000 m. To find the indices of the cell in 
which a point is located, find the point's easting and northing in the projected coordinate system 
defined above, and calculate the indices with the following formulas. 

northing 
j =floor( -> 

cel lsize 

Where floor(x) is the largest integer less than or equal to x. 

The equal-area property of the projection means that one inch of precipitation in any SHG-2km cell 
produces 82 acre-feet of water. The National Weather Service HRAP grid, in contrast, is based on 
a conformal map projection, and cells sizes range from 3.5 km to 4.5 km in the US (and the volume 
on one inch of precipitation varies from 252 to 4 17 acre-feet). 

The Albers equal-area projection is probably the most common equal-area projection, and is 
supported by nearly all GIS packages. State Plane and UTM projections are more widespread, but 



do not have the equal-area property, and cannot provide a uniform coordinate syste~n over as large 
ail area as the Albers. 

The USGS and other federal agencies use the same Albers projection for a number of national 
mapping products including thc national atlas, and the STATSGO soil database (produced b] the 
Natural Rzsource Conservation Commission). Since the coordinates in these data sets can be 
convertcd directly to the Standard Hydrologic grid, data sampling for model parameter development 
is relatively simple. 

Examples: As exampIes of ceII identification in the SHG system, indices of cells containing points 
in the western US and the eastern US will be identified in the 1 km, 2km, and 500 m SHG grids. 

Western US: The location 12 1 degrees 45 minutes west, 38 degrees 35 minutes north (near Davis, 
California) projects to -2 1 850 19 n~ easting, 20633 59 In northing, in the specified Albers projection. 
In the SHG-2km system the indices ofthe cell containing this point are 

In the SHG- l knl grid the indices are (-2 1 86,2063), and in SHG-5OOm they are (-437 1 , 4  124) 

Eastern US: The Iocntion 76 degrees 30 minutes west, 42 degrees 25 minutes north (near Ithaca, 
Ncw York) projecls tu 1583506 m easting, 2320477 m northing, in the specified Albers projection. 
In the SHG-2km system the indices of the cell containing this point are 

In the SHG-1 km grid the indices are ( 1  583,2320), and in SHG-5OOm they are (3 167,4640). 



G I s  DATA EXCHANGE FOR HYDRAULIC AND HYDROLOGIC MODELS 
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Abstract The Hydrologic Engineering Center is developing the next generation of engineering 
software for hydraulic and hydrologic (H&H) studies in the Corps of Engineers. Two recent 
products are the River Analysis Sysrem (HEC-US,, a one-dimensional river modeling system, and 
the Hydrologic ~bfodeling System (HEC-HMS,, a watershed rainfall-runoff model developed to 
replace the Flood Hydrograph Package (HEC-I). Modeling with both programs begins with a 
definition of the physical system, which could be developed from a CADD or GIs program. HEC 
is developing a data-exchange format to provide a standard for transferring terrain data to their new 
H&H software packages. HEC-RAS, version 2.0, provides the ability to import and utilize XYZ 
cross-sectional data from terrain models to develop the geometric data. Upon completing the 
hydraulic calculations, the profile results can be written back to the terrain model. HEC-HMS can 
import the catchment boundaries and areas, river-reach definitions, and the connectivity of the basin 
from the data exchange file. This paper describes the file format and the associated terrain modeling 
routines developed to provide the connection between the H&H models and GISiC ADD software. 

CADD AND CIS AT HEC 

The Hydrologic Engineering Center (HEC) of the US Army Corps of Engineers is the creator of a 
number of widely used hydraulic and hydrologic computer models. The HEC-1 flood hydrograph 
model and the HEC-2 river hydraulics model are the best known and most widely used of these 
models. A number of companies, universities, and public institutions have attempted with varying 
degrees of success to link GIs programs with HEC-1 or HEC-2. Most of these efforts have taken 
the form of pre-processors that prepare input files for the models or post-processors that read and 
interpret their output fiIes. 

HEC is in the process of a major software modernization effort, called NexGen (HEC, 1993) directed 
at replacing batch-style programs like HEC- I and HEC-2 with interactive programs. HEC- 1 will 
be superceded by a new program called HEC-HMS (Hydrologic Modeling System), and fIEC-2 will 
be superceded by H E C - U S  (River Analysis System). Although the old programs will be supported 
for the foreseeable future, there will be no new versions of HEC-1 or HEC-2, and improvements and 
new features will be added to the new programs, not to the old ones. 

The NexGen programs make greater use of geographic information than the programs they are 
replacing. Although HEC-1 and HEC-2 used data that were derived from geographic sources 
(watershed areas, infiltration rates, stream cross-sections, etc.) the models themselves did not use 
or store any reference to location. 

HEC's goals with respect to GIs  are first that new programs, such as those developed in the NexGen 
project, should be able to take advantage of data provided by GIs  but should not depend on a GIs 
for execution, and second that the NexGen models should be able to exchange data with any GIS 



program. The second goal requires, among other things, that HEC models should not require that 
geographic data be available in any proprietary formats. 

CURRENT EXAMPLES OF GEOGMPHTC DATA USE IN HEC MODELS 

HEC's present approach to data exchange between its models and CADD or GIs programs is to 
define simple tile fomats (so far they are all formatted ASCII text) that the models can read or write. 
These files contain geographic data and model pararneters that can be derived from geospatial data, 
or model results that can be read into geographic data layers. 

HEC's first use of GIs in conjunction with the NexGen models was the preparation of a parameter 
file for the modified Clark unit hydrograph rainfall-runoff transformation. This hydrograph method 
is desig~led to work with precipitation reported on a grid, like the National Weather Service's 
NEXRAD radar precipi tadon reports, and is  par^ of HEC-HMS. The model requires a small number 
of pararneters for each cell in the grid within the boundaries of the watershed where runoff is to be 
caIculated. The parameters are read from a formatted ASCII file created by GIs programs. The 
number and type of parameters make it unlikely that these parameters could be calculated by hand, 
but they are fairly easy to generate with a GIS. 

'l'he best-documented example of HEC's approach to incoyora~ing geospatial data in its modeis is 
the GIS impodexport format devised for use with HEC-US,  and implemented with version 2.0 of  
that model. HEC-RAS was already able to import HEC-2 input files, so preprocessors designed to 
work with HEC-2 could also be used with HEC-R AS. However, an expanded set of import and 
export functions now permit location data that was essentially thrown away in HEC-2-10 be 
preserved in HEC-RAS. 

The GIs impodexport file for HEC-RAS is described In an appendix of rhe HEC-RAS user's 
manual (HEC, 1997). In summary, the files are formatted ASCII, constructed of keywords and 
values. The keywords identify the parameters being passed between the model and the GTS, 
~ssentially telling the modcl where to storc the associated values. HEC-RAS can read the following 
information from the import file: 

Stream Network - Stream reaches, identified by stream and reach ID, with positions (in 
3D coordinates) of reach centerlines and junctions 

Cross-sections - Locations of cross-sections (2D locations of cut lines, and 3D locations 
along the ground surface) with stream stationing and some hydraulic parameters 

The 3D coordinates are used to plot the reach and cross-section positions in plan and perspective 
views. The 2D coordinates of the cross-section cut  lines are stored in the model along with the 
statiodelevation data common to both HEC-2 and HEC-MS. 

Once a model is run, results can be exported in a file very similar in fbrmat to the import file. The 
data exported from HEC-RAS are: 

Cross-sections - 2D cut lines with water surface elevations for one or several profiles 



Water Surface Bounds - A set of polygons, one for each reach, limiting the extent of the 
water surface 

The exported cross-sec tion data can be read into a GIs Iayer and a water surface calculated between 
the cross-sections. Inundation areas can be mapped by comparing the interpolated water surface 
with the ground surface; the edge of the flooded area falls where the two ekvations are equal. The 
bounding polygons are useful for locating the limits of inundated areas where the limits of the water 
surface are above the natural land surface as, for example, in laying out floodways. 

FUTURE DIRECTIONS 

The most probable course of the future of GIs activities at HEC a continuation and expansion of 
present efforts. HEC will focus on developing and improving hydrologic models, and will look for 
ways to incorporate geospatial data and methods, but will not tie its models to any particular GIs 
or CADD system. Near-term efforts will focus on designing a data exchange format for HEC-HMS 
and damage assessment models following the general form of that for HEC-RAS, and developing 
example methods in GIs programs to work with these models. 
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ESTIMATING WATER STORAGE POTENTIAL IN THE DEVILS LAKE 
WATERSHED USING HIGH-RESOLUTION, 7.5-MINUTE US .  GEOLOGICAL 

SURVEY DIGITAL ELEVATION MODELS 

Glenn G.  Kelly, Cartographer, U.S. Geological Survey, Sioux Falls, South Dakota 

Abstract 

The Devils Lake Watershed is a 3,700-square-mile, closed drainage basin in northeastern North 
Dakota. Above average precipitation in the past several years has caused substantial flooding within 
the basin. Federal, State, and local entities have joined forces to coordinate flood control efforts and 
evaluate long-term options for the mitigation of future flooding. 

One of the long-term flood control alternatives under consideration is the enhanced use of upper 
basin wetlands to intercept and store runoff. Most interested parties agree that the restoration and 
enhanced use of wetlands can and should be part of the long-term resolution of the Devils Lake 
water-balance problem; however, there is a lack of consensus as to the total volume of water that 
could be stored if a11 of the natural depressions in the Devils Lake Watershed were used to the fullest 
extent possible. 

The U.S. Geological Survey (USGS) has suggested using high-resolution digital elevation models 
(DEM) derived from the existing 1:24,000-scale topographic maps as a cost-effective means of 
determining the potential storage capacity of wetlands within the Devils Lake Watershed. 
High-resolutionDEMf s differ from the standard 7.5-minute USGS DEM's in two ways: elevations 
are recorded at 10-meter, rather than 30-meter, horizontal intervals, and elevations are recorded in 
increments of one-tenth of a foot. In addition to determining basinwide storage capacity, these 
digital elevation data have the potential to help resolve many other local atld basinwide hydrologic 
issues related to management of the Devils Lake Watershed. 

To demonstrate the application of high-resolution DEM's to the study of the Devils Lake flooding 
issues, researchers selected a subbasin encompassing approximately 1 00 square miles as a 
representative test area. Ten high-resolution. 7.5-minute DEM's were produced to cover the 
subbasin. Using ARCIINFO to process the DEM's, researchers delineated the extent of the subbasin, 
computed the area of the subbasin, and determined the location, extent, and volume of each 
depression in the subbasin. Finally, the investigators calculated the average storage capacity per 
square mile and the total storage capacity for the subbasin. 

Any use of trade, product, or firm names is for descriptive purposes only and does not imply 
endorsement by the U.S. Government. 



INTRODUCTION 

The Devils Lake Watershed is a 3,700-square-mile, closed drainage basin in northeastern North 
Dakota. The topography of the basin is gently undulating with nun~erous shallow depressions, 
wetlands, and lakes. Devils Lake is a large body of water lying at the low point in the watershed. 
Above average precipitationin the past several years has caused the IL&e to rise to record levels and 
has resulted in substantial flooding in the vicinity of Devils Lake, as well as in other arcas of the 
basin. 

The U.S. Army Corps of Engineers (COE), Bureau of Reclamation, Bureau of Indian Affairs. 
Federal Highway Administration. U.S. Fish and Wildlife Service, Nationat Resource Conssrvation 
Service, Environmental Protection Agency, Federal Emergency Management Agency (FEM A), U.S. 
Geological Survey (USGS). North Dakota State Water Commjssi on (NDS WC), and several county 
governments, municipalities, and local nongovemment organizations are cooperating in ongoing 
projects to contain the current flooding and to evaluate long-term options that will result in a more 
stable water balance and minimize future flooding within the basin. 

Two possible long-term opt ions have emerged for stabilizing the water balance in the Devils Lake 
Watershed. One option is to remove water from the Devils Lake Watershed by pumping water over 
the divide through an open channel into the Sheyenne River. The other optjorl is to increase the 
water storage capacity of the watershed above Devils L&e by using the naturaI wetlands to a greater 
extent. The first option has been analyzed by the COE. The costs, results, and potentia! for success 
are relatively well known, but there are also several irnpedin~ents to implementation of the project. 
Many downstream economic, envjronmenta1,and political issues are yet to be resolved. The issues 
related to the second option are even more complex and more difficult to quantify than are the issues 
involved in the first option. The COE and the NDSWC have investigated the second option, but 
there remains a lack of consensus as to the total volume of water that could be stored if the many 
hundreds of natural depressions in the Devils Lake Watershed were used to the extent possible. 

To quantify this storage potential as well as address other issues relevant to the resolutio~ of the 
Devils Lake flooding, the USGS proposed the use of high-reso!ution, 7.5-minute digital elevation 
modeIs (DEM). To demonstrate the feasibility of the proposal, the USGS selected a representative 
suhbasin within the Devils Lake Watershed and its Mid-Continent Mapping Center produced 10 
high-resolution DEM's covering the subbasin. 

PURPOSE 

Although the DEM's may have various applications, the purpose of this initial effort was to 
demonstrate and validate the use of high-resolution DEWS to determine the potential water 
storage capacity of the depressions and wetlands in the Devils Lake Watershed. 



TEST BASIN 

The subbasin chosen for the demonstration 
is known locally as St. Joe Coulee Basin 
f i g  1 )  It covers an area of about 100 
square miles, including parts of 1 0 different 
7.5-minute quadrangles. St. Joe Coulee 
flows from north to south and empties into 
Chain Lake. The topography of the upper 
part of the basin is gently undulating with 
numerous small, shallow depressions and 
wetlands. The lower part of the basin has 
less local relief than the upper basin and 
fewer but larger depressions and wetlands, 
including some large, shallow bodies of 
water. The maximum eIevation in the basin 
is 1,630 feet and the minimum elevation is 
1,445 feet at the inlet to Chain Lake. 

DATA 

North Dakota 1 

I 

Figure I .-- Devils Lake Basin. The shaded 
area is St. Joe CouIee Basin. 

The existing 1 :24,000-scale USGS topographic maps are the source of elevation information from 
which the high-resolutionDEMts were derived. The maps were originally compiled between 1 950 
and 1971. The contours were compiled by both plane-table surveying and photogrammetric 
methods. The contour intervaI on all 10 quadrangles is 5 feet. Five of the quadrangles were revised 
in 1994. The revision did not apply to the hypsography except when it was necessary to alter 
contours in order to make them consistent with revisions in the hydrographic or planimetric features. 
The contours were modified to fit the shoreline of marshes, ponds, and lakes and the course of 
drainage ditches that had been added during the revision. The contours were also adjusted to fit the 
alignment of new roads. In addition to the topographic maps, a suite of USGS digital products is 
available for this site. A complete set of digital Iine graph (DLG) layers, a standard 7.5-minute 
DEM, and a set of four digital orthophoto quarter quadrangles are available for 6 of the 10 
quadrangles covering St. Joe Coulee Basin . A digital raster graphic is available for each of the 10 
quadrangles. 



Six of the 10 high-resolution DEM's were generated from the DLG's. 1 he rcrnainir~g four DEM's 
were generated from ragged vector coiltour files that were creatcd f?nm the 7.5-minure quadrar~glcs. 
The standard UEM producljon process, software, and editing tools were used lo produce the DEM's. 
Thew high-resolution, 7.5-minute DEM's differ from standard lJSCrS 7.5-minule DEM's in two 
ways: elevations are recorded in increments of 0.1 rather than I .O foor, and the e l~vat ions  arc placed 
at intervals of 1 0 r~ic~rrs rathcr than 30 meters. 

PROCESSING 

Given the necess~ny geograpltic information system (GIs) tools and a digital elevation data set. 
determining the volume of one or all of the depressions det-?ncd by the elevation daia is a relatively 
simple procedure. Processing of the DEM's and subsequent derivative data and infbrmation was 
accomplished in ARCIINFO. The elevation data must be ingested illto the <;IS (demlattice),* 
individual elevation files must be mergcd illto a sing lc file (merge),* the v:ll ue of each cell within 
each depression must he raised to a value equal to the elekation of the pourpoint OF the depression 
(fill),* a differencedata set must be created by subtracting the original elevarion darn Sro~ri 1 1 1 ~  rlewly 
created, filled elevation dala,  he extent of the study area must he defined (watershed),* and the 
volume nf the difference data within the study area must he calculated (.zonalsum).* 

* ARClINFO ruuls uscd in the processing 

PRELIMINARY RESULTS 

The areaoftheSt.Joe CouleeBasinderivedfromthe high-resolutionDEMjs 1 O I  squaremiles. The 
area of the St. Joe Coulee Basin as jnterpreted by the North Dakota State Water romn~ission from 
USGS 1:24,000-scale topographic maps is 83 square miles. Nearly all of the spatia! difference 
between the two basin delineations is the result of one area of difference at the southerr1 GIIJ of the 
watershed (fig. 2). The correct delineation of the basin boundary t hraug h this area has nut 1 c t  bee11 
determined. The total potential water storage capacity of the depressions in the S t .  Jue Coulee Basin 
computed from the DEM is 22,773 acre feet or 225.5 acre feet per square 11 ~ile .  'I'his compares to 
a figure of 180 ucrr: feet per square mile from the 1983 NDSWC study of the entire Devils Lake 
Rasin. Two factors contributing to the difference are that the NDSWC study did not take into 
account the remaining storage potential associated with large water bodics, and the results from the 
high-resolution DEM include storage potential contributed by spurious depressions. Further anaIysis 
of the DEM and the topography of the area is necessary to identify and remove the spurious 
depressions associated with the surface generation process. 



Figure 2. -- St. Joe Coulee T h i n  shown on a shaded relief image. 'The boundary on the left was 
generated from the high-resolution DEM. The boundary on the right was manually 
delineated by the NLIS Wc from 1 :24.000-scale topographic maps. 



VALIDATION 

Although the results are not unreasonable, they do not correspond to the other information as well 
as it  was hoped that they would. For this project, neither the time nor the resources were available 
to cnnduc t a definitive analysis of the accuracy of the high-resolution DEM's, but an effort was made 
to demonstrate the quality and accuracy of the DEM's using existing products and information. In 
addition to the comparison of watershed boundaries noted in the Prelirni nary Results section, 
depression boundaries derived from the DEM were compared with wetland boundaries compiled in 
the National Wetlands Inventory, and they were compared with the depression boundaries compiled 
for several of the quarter-section test sites used in the 1 983 NDS WC study. The depressions were 
also plotted on a digital orthophoto quadrangle to visualize correlation between the digital elevation 
data and the digital images (fig. 3). 

Figure -7. -- The dark lines define the maximum extent of depressions derived from the 
high-resol ution DEM. I'he depressions are superimposed on part of a digital orthophoto 
q i13dranglt.. 



More than I I 0 point elevatiur~s from a I :24.000-scale map were compared with the corresponding 
points in the high-resolution DEM. The average difference was 0.6 feet and the 
root-mean-square-error (RMSE) was 1.5 feet. Elevations at four points established by a global 
positioning system survey were compared with the DEM. The maximum difference was 1.5 feet and 
the average difference was I -0 foot. A small area (about 0.75 square miles) of the high-resolution 
DEM is coincident with a very accurate set of digital elevation data produced for FEMA and used 
for analysis of flooding in the community of Devils Lake. For the coincident area, a difference data 
set was created by subtracting the DEM from the FEMA data set. The resulting average difference 
between the FEMA data and the high-resolution DEM was 2.3 feet. 

CONCLUSIONS 

Although much work remains to be done to thoroughly understand the accuracy. applications, and 
limitations of the high-resolutionDEMis, some conclusionscan be drawn from the results. The most 
obvious advantage of the digital processing is the speed at which the data can be processed. 
Preprocessing of the DEM does require some one-time operator and computer time. but once the 
preprocessing is completed, delineationof any basin on a DEM of this size can be accomplished in 
only a few minutes on many persona1 computers or UNlX workstations. In contrast, it takes 
experienced technicians several hours to manually delineate a watershed like St. Joe Coulee Basin 
from 1 ;24,000-scale topographic maps. Also the results are repeatable, and as can be seen in the 
delineation of the St. Joe Coulee Basin, features are shoim in greater detail than is usually shown 
when the basin delineation is manually interpreted from topographic maps. With a limited amount 
of intervention, the high-resolution DEM's can be used to delineate watersheds like the St. Joe 
Coulee Basin. The estimate for the total storage capacity of the depressions in the St. Joe Coulee 
Basin is probably as accurate as any of the other estimates, but the delineation of individual 
depressions and calculation o f t  heir potential storage capacity is not always reliable. The DEM's can 
be used to identify storage sites with potential for development, but more precise data are needed 
to accurately define the extent and volume of water storage that would result from a specific project. 

The quality of the output is dependent on a large number of factors. Some of these factors can be 
adjusted to improve the results, but some cannot be changed. One problem that can be minimized 
with little effort is that oCspurious depressions. The surface generation algorithm creates a number 
of depressions that are nat real components of the landscape, and the DEM's contain many other 
depressiotls that art: too small or too shallow to have been characterized by the original contour 
inforn~ation. Intell igzt~t selsc tion of thresholds based on area, depth, or volume could be applied to 
remove these spurious depressions and improve the results. Two factors that cannot be changed are 
the date the contours were con~piled and the contour interval. When the DEM's are compared with 
the digital orthophotos, it is apparent that some small, but relevant, depressionsare not characterized 
in the DEM's. In most cases these features are positioned midway between contours, and even 
though the contour interval is only 5 feet, i t  is not adequate to portray these subtle features unless 
they are located near a contour. 

An RMSE of 1.5 feet and an average differenceof 2.3 feet or less between the high resolution DEM 
and the reference data sets are about what the investigators expected to achieve from source maps 
with a contour interval of 5 feet. The quality of the DEh.lls based 011 the visual comparisons is less 



conclusive. There are some areas where the correlation is very good, and there are some examples 
of poorly correlated data. In cases of poor correlation, additional analysis is necessary to determine 
the cause of the pour results. 

In areas like Devils Lake, the high-resolution DEM's are an adequate, efficient, and cost-effective 
means of estimating storage potential. The DEM's also have other applications related to surface 
hydrology and watershed management, but more investigation is needed to determine the specific 
applications for which these high-resolution digital elevation data are suitable. 
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AUTOMATIC WATERSHED MODEL CALIBRATION 
WITH GEOGRAPHIC INFORMATION SYSTEMS 
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Abstract: The advent of high-speed microcomputers has abetted a quicker transfer of recent 
technology to hydrologic practice. In watershed modeling, extensive data bases have fostered the 
development of new software to exploit the speed and power of desktop computers in improving 
runoff prediction procedures. 

This paper examines how current techniques for watershed analysis may be modified to take 
advantage of the availability of spatially distributed hydrologic data to drive and calibrate a 
watershed response function for a watershed. Starting from the Digital Elevation Model (DEM) 
for a drainage basin, the response function is developed using a modification of Clark's time-area 
distribution. The storage parameter is determined directly from an analysis of the flow paths as 
determined by the geornorphology of the basin. Watershed characteristics are extracted from data 
bases through the use of geographic information systems software. It is shown that using the 
method, one can quickly revise the watershed response function to incorporate changes in 
watershed characteristics due to urbanization. 

INTRODUCTION 

A major impact of geographic information systems on watershed hydrology is the accessibility and 
feasibility of rapidly processing of data on watershed characteristics. The high resolution 
capability of GIs data bases also permits the hydrologist to look into the feasibility of venturing 
into distributed systems modeling. Quimpo (1984) points out that the change from lumped 
hydrologic systems approach to distributed modeling may be examined as a matter of scale - of 
the detail that we examine the various processes in the hydrologic cycle. The choice of scale is 
constrained by the availability of data to validate a model formulation. Commensurability is 
another aspect which constrains this choice. One can have too much information in one aspect of 
the modeling exercise all to be obviated by the paucity of data on another aspect. Thus, while it is 
possible to consider hill-slope processes in developing the watershed response, since the available 
rainfall data do not have the resolution down to the hillslope level, this may suggest that one 
needs to exercise prudence in implementing elaborate theories of watershed behavior. 



The response hnction approach would seen1 archaic in the light of our capability to handle 
distributed system formulations but data support systems for the latter just have not been 
developed to be practicable. For example, there is almost universal awareness of the 
shortcomings of using runoff curve numbers (U. S. S .C. S., 1972). Yet, they will be around for a 
long while because there is no better technology which is demonstrably better for a wide range of 
purposes. 

Consider distributed watershed modeling. One can look into the details of the physical process 
which influence the hydrologic cycle as long as the necessary information needed to calibrate and 
verify a model formulations are available. With resolution currently dictated by the pixel size in 
GIs data bases. it follows that the level of sophistication in distributed modeling cannot go finer 
than the pixel size. This limitation is not overly restrictive. Compared to the availability of land 
use and soils data, topographic data as provided by current digital elevation models (DEM) 
provide more than sufficient information for all but the most theoretical treatment of watershed 
behavior. 

All these arguments do not prevent us from attempting to improve our current technology. 
Research in the different aspects of the hydrologic cycle continues including refinements in the 
representation of spatial rainfall variability, detailed modeling of the abstraction processes 
including evapotranspiration and infiltration. It is therefore logical that similar work on the spatial 
representation of watershed characteristics is undertaken. Advances in rainfall estimation, 
database development and improved land use mapping all point to better data support systems 
that we can look fonvard to. Therefore, we must be prepared to make f i l l  use of them when they 
become available. 

This paper focuses on the modeling of the response bnction of a watershed and examines some 
problems in relation to the availability of data and the attribution of physical significance to 
modeling the watershed response. The other motivation for us is to reduce the tedium and 
subjectivity in many of the tasks that currently confront the watershed modeler. The tools for 
doing these are now available and so we venture to develop the technique which exploits our 
computing capability and makes maximum use of current data resources. Another objective is to 
enable the rapid modification of the response function when watershed characteristics change due 
to development or urbanization. We also would like the hydralogist not to be too dependent on 
software expertise in order to use available technology. All too ofken we end up at the mercy of 
the software specialist. 

Backmound; One of the major contributions in the evolution of watershed modeling was made 
by Clark (1 945) when he introduced the concept of the time-area curve. The basic idea is that 
rainfall excess contributions generated from different parts of a watershed are transported to the 
outlet at different rates so that at any particular time after the inception of runoff, a certain 
fraction of the watershed contributes to the discharge. On the assumption that the rainfall excess 
continues, the areal contribution will increase until the whole watershed contributes to the basin 
outflow. If the rainfall excess is uniform in time, then the direct runoff reaches an equilibrium 
value at the time of concentration which is the time base of the time-area curve. The Rational 
Formula, as weli as many other models of watershed behavior, makes this assumption. Dooge 



(1 959) articulated this in his classic paper on the theory of the unit hydrograph. The concept of 
the time-area plot has been institutionalized more or less in the HEC- I Program of the Hydrologic 
Engineering Center. Its use is one of the options that is available to the hydrologist in the 
package. In the absence of other information which permits him to develop the basin response, 
HEC 1 suggests that one may use the dimensionless equation: 

where A1 is the cumulative area as a fraction of the total subbasin area and T is the fraction of 
time of concentration. While this formula is useful, it is obvious that it does not consider the shape 
of the drainage basin nor the paths that rainfall excess increments take on their way to the outlet. 
This deficiency, hopehlly, is somewhat mitigated by the routing of the time-area curve through a 
hypothetical reservoir to yield the instantaneous unit hydrograph. With the advent of DEMs, an 
alternative to this approach is now feasible. Algorithms are now available which can process. 
DEMs t o  calculate the number of pixels that contribute to flow at any point in the drainage 
network. Thus, since the watershed outlet is the lowest point in the network this allows the 
automatic calculation of AI for T = 1 and hence, delineates the watershed. 

Geographic Information Systems can improve on this procedure. They are able to display the 
drainage basin area as well as the drainage net work as shown in Figure 1 .  But knowing the 
contributing area does not necessarily determine the time of concentration. Peculiarities of 
topography require that the time of travel tiom a contributing area to the outlet must be carefilly 
estimated. The typical approach, if only surface runoff is considered, is to subdivide this travel 
time into overland and channelized components. Errors are introduced in modeling each of these 
two cornponents and their travel times and hence the shape of the time-area curve is difficult to 
determine. However, even i f  the shape is dificult to derive, using DEMs to obtain an 
approximation would definitely be better than the use of Eq. 1 .  By using DEMs, at least some 
semblance of the basin shape is captured in the resulting time-area curve. 

Everyone who has worked with Clark's method and unit hydrograph theory is aware of its 
limitations. The linear response approach is typically limited to small watersheds. There is no 
general agreement on the upper limit but hydrology textbooks suggest that unit hydrographs 
should be used for medium sized catchments of the order of perhaps 1000 km2. 

Case Studv; In  this study, we examined how we might adjust the basin response by subdividing 
the watershed into sub-watersheds and developing the time area curves for each sub-basin. 
Conceptually, there must exist an aggregation procedure such that the routed time area 
contributions from the sub-watersheds would result in a time-area curve for the basin which 
resembles the basin response. Without automatization however, determining the routing 
parameters to achieve this would be next to impossible. Because of GIs, this may now be 
attempted albeit without assurance of success. 



To explore this procedure, a drainage basin in northwestern Pennsylvania was selected. Bmsh 
Creek drains a large portion of Cranberry Township which is a fast-growing community north of 
Pittsburgh. The digital elevation file for the Mars quadrangle was analyzed. Using routines 
developed by the Jenson(199 1) and modified by Michelini (1 994) and Bodnar, et al. (1 9961, the 
stream network for the whole quadrangle was first determined. This is shown in Figure 1. The 
Brush Creek watershed was next identified and its sub-watersheds were determined In the 
program that was coded, this is simply done by specifying the coordinates of the outlet of the 
watershed or sub-watershed. The program automatically deternines the contributing pixels and 
highlights the tributary area with a different coior background as shown in Figure 2. The next 
step i s  to develop the time-area curve for the whole basin and for each of the subarea. Although 
this maybe done automatically, the time interval for plotting and calculating the time area 
contributions needs to be chosen judiciously. Too small increments of time result in too much 
information that obscures the shape of the curve. For example, a time interval of three minutes 
exhibited a time-area diagram which is so dispersed that no dominant mode can be identified. By 
successive trials, it was found that with a time interval of 30 minutes, one was able to develop 
reasonably shaped time area curves. 

In calculating the travel times, a procedure must be developed to recognize that in the early 
stages, rainfall excess will be transported as overland flow whereas after it has accumulated to a 
certain amount flow maybe channelized. This distinction is important because it significantly 
affects the shape of the time area curve. For automatic processing, it was found that the most 
convenient method of estimating the time for overland flow is through the use of a threshold value 
for overland flow area. In calculating 'flow accumulations' most routines consider the flow 
direction in each pixel by examining the elevation of its boundaries or corners. These will 
determine the slope and hence the direction of flow. Following this approach, the travel path 
across each pixel is determined and hence the flow accumulations at each junction may be 
calculated. It is then assumed, and this may be subject to revision, that if the flow accumu/ation is 
less than the threshold number of pixels, overland flow occurs and above the threshold value, flow 
is channelized. The time of travel during overland flow is then calculated using an overland flow 
formula. 

If flow is channelized. the time of travel is calculated by dividing the distance by an average 
velocity. Several velocity equations may be used. Note that the choice of method for calculating 
travel time is subjective and other investigators may use different approaches. The point is that an 
algorithm must be included to partition the distance traversed into overland and channel flow 
segments. These are subject to refinements that may be implemented by other investigators. 

In our study, this is the technique used to obtain the time-area curve. In Clark's method, the time 
area curve is routed through a linear reservoir to simulate the storage effect. This results in the 
instantaneous unit hydrograph from which the finite duration unit hydrograph is determined. How 
well this simulation reflects reality depends on the choice of the storage factor. If data on the 
rainfall excess and corresponding direct runoff are available, this storage factor may be 
determined through a parameter estimation algorithm. However, without the requisite data one 
must rely on a trial and error method. 



If the unit hydrograph fbr a watershed a!~ci tllose h r  each of the sub.-basins which form it are 
available then the aggregation af' the component hydrographs with routing would resuIt in the unit 
hydrograph for tile whole watershed. The touting cunstants which result in a reaso~able match 
are the routing parameters that we seek. 

Effed o f  Watcrshqd C h e n m  The otller idt:a which the study wa~lred to explore i s  that with 
GIs, it should be feasible to update the unit hydrograp11 autoinatically as new information on the 
watershed becomes available. Thus, if developmenis in the watershed cause tht: land use to 
change, these can easily be used to modify the v ~tershed response function. In the watershed 
being considered, tf lcre hzve becn a lot of changes due to urbsnizat ion. Urban development in the 
watershed, which is located i11 a suburb of Pittsburgh, has caused farms and rural land to be 
developed into residerltial and comrt~crcial areds. These changes can be captured t hrouph the 
revision of land use maps. These maps cr~n be processed auton~atically to determine revised 
runoft'characteristics. 111 this study, the llrt result of this urbanization was the reduction of the 
travel times ofexcess nrnofffron~ the developed areas to the watershed outlet. This can be 
ir~~plemet~ted by using revised Runoff C u r ~ e  Numbers, if the Soil Conservation Senice Method is  
used, to characterize the aRected areas. In this example, the effect of urbanization was 
determined to result in shoner travel times as a result of land cover modifications, paving and 
gradi!ig o f  the terrain to accommodate tesidential and colnmercial development. These were 
incorporated in developing the time-area curve and then used to develop the response function. 
To focus on this aspect, we examined the response function at the junction af subu~atcrsheds 1 
and 2 in Figure 2. Vnder unchanged conditions, the unit hydrofiraph calculated using Clark's 
method is shown in Figure 3 To demonstrate the ef'fect of land use changes on the response 
function, the travel times for the pixels in Subarea 2 were recalculated to account f o r  faster travel 
times because of development. These changes resulted in a rebised time area curve and hence, a 
different watershed response function. The revised response Fttnction is shown in Figure 4. It is 
seen that indeed, one can incorporate land use changes vcry quicllly to update t!le watershed 
response. 

DISCUSSION A.IND CONCLUSION 

The ol~je~ctive of this study was to dcmonstrate that c~mbined with an acceptable ~nodcl for 
watershed response, geographic information systems can be used to develop an autcrnatic niethod 
for prdict ing runoff The response modcl used is the unit hydrograph because it lends itself to a 
quick inethod of i!lcorporatiug the et'fcct of land usc changes tl~toug-h Clark's time-area curve 
CVe conclude that indeed using this sinrple linear mcdel, we can reduce m x h  of the drudgery in 
thc calcularions for rur~off predil:~ ion by processing watershed datz au tonaticallv through a 
watershed mode!. Furihern~ore, changes in watershed characteristics can easily he incorporated to 
e~able  the quick revision of the I+cqponsc function. Conceivably, the automatic procedure may 
also be developed usins a dislributed fornlulation. Our ir.itial espericnce wid] it however is that 
the paralrieter cstit:iation pr-oL-dcrn is much mori: cumplicatec! Furthermore, currently available 
data make it diffic~ilt to iniy)lelnent the distribuled approach. This does not mean however that 
orher-s may not. find it more challei~ying arid liencc ~?rl=fernble 



REFERENCES 

Bodnar, R., M. Michelini and R. G. Quimpo, 1996, Field Verification of Hydrographs 
Automatically Generated from DEM-Derived Watershed Response, Proceedings, North 
American Water and Environment Congress, '96, Anaheim, CA. 

Clark, C. O.,  1945, Storage and the Unit Hydrograph, Transactions, American Society of Civil 
Engineers, 1 10, 14 19- 1446. 

Dooge, J .  C. I. ,  1959, A General Theory oft  he Unit Hydrograph, Journal of Geophysical 
Research, 64, 241-256. 

Jenson, Susan, K., 199 1 ,  Application of Hydrologic Information Automatically Extracted from 
Digital Elevation Models, Hvdrologic Processes, 5 ,  3 1-44 

Michelini, M., 1994. Au to~natic Generation of Unit Hydrographs Using a Digitat Elevation 
Model, M. S .  Thesis, University of Pittsburgh, Pittsburgh, PA. 

Quimpo, Rafael G.,  1984, Spatial Heterogeneity and Models of Surface Runoff, Journal of 
Hydrology, 68, 19-28 

U. S. Soil Conservation Service, 1972, "Hydrology," National Engineering Handbook, Section 4, 
U. S .  Government Printing Oftice, Washington, D. C. 





Figure 4 .  Unit Ilydr-ograph wit11 Land Use Uha~lges i r ~  Sub\~'ater-sl~ed t 



The GIs  Weasel - An Interface for the Treatment of 
Spatial Information Used in Watershed Modeling and 

Water Resource Management 

R. J. Viger, S. L. Markstrom, and G.H. Leavesley 
U.S. Geological Survey, Box 25046, MS 412, Denver Federal Center, Lakewood, CO 80225 

ABSTRACT: The water resource modeling and management needs of the Watershed and 
River Systems Management Program require a variety of methods to account for spatial 
factors influencing water quality and quantity. Support of these needs is provided by the 
U.S. Geological Survey's GIS Weasel. The GIs Weasel is a graphical user interface (GUI) 
that is being developed to aid hydrologists and other physical process modelers in the 
delineation, characterization, and parameterization of an area of interest, drainage nets, 
and modeling response units (MRUs) for distributed and lumped parameter models. The 
GTS Weasel uses the Arc Macro Language, awk, C ,  and Unix shell scripts to provide an 
interface to the ArcIInfo GIS software* for people with no GIs expertise. The GIs Weasel 
runs on all Unix platforms and the only data requirement is a digital elevation model 
describing the topography of the area of interest. The area of interest (AOI) to be mod- 
eled may be selected from an automatically generated set of watersheds, derived from a 
user-supplied pour-point (watershed outlet), or extracted from a pre-existing Arc/lnfo 
dataset. The drainage network is then derived based on a user-defined minimal sub-catch- 
ment area. Summary statistics and iterative trials allow the user to evaluate multiple areal 
thresholds before choosing a final value. Once the AOI and drainage network are estah- 
lished, MRUs can be delineated according to one of several different methodologies: 1) 
flow-planes associated with the drainage network; 2) elevation bands; 3) fixed-interval lat- 
tice of squares; 4) non-contiguous or "pixelated" zones (based on statistical similarities 
rather than spatial contiguity); 5) contributing areas associated with a coverage of points 
(e.g.: stream gages); 6) integrating pre-existing MRU maps. Tools for examining, modify- 
ing, and parameterizing the MRU map and its attributes are provided. Data derived from 
the original elevation grid (e.g. slope, aspect) or grids of other attribute data (e.g, vegeta- 
tion, soils) can be examined on the basis of the AOI, MRUs, or grid cells using various 
queries and display tools. MRUs can be grouped, divided, created or eliminated. The GIs 
Weasel documents modifications of MRU delineations with metadata and the mainte- 
nance multiple MRU map versions. When a MRU map has been finalized, parameters 
can be generated using MRU attributes and their statistical measures. 

*The use of trade, product, industry, or firm names if for descriptive purpose only and 
does not imply endorsement by the U.S. Government. 



INTRODUCTION 

The Watershed and River System Management Program (WARSMP) is jointly 
sponsored by the U,S. Geological Survey and the Bureau of Reclamation to develop a 
data base-centered framework for water resources decision making. The Modular 
Modeling System (MMS) (Leavesley et al., 1996a) supports this program by providing a 
framework for building and applying interdisciplinary environmental and water resource 
physical-process models. The speed and accuracy of data preparation for use in an 
MMS modeling effort can be greatly improved by the use of geographic information 
systems (GLS), although the complexity of GIS technology can cause i t  to be 
infrequently used. The GIs Weasel provides an interface to Arcflnfo that can be used to 
enhance applications of MMS and other WARSMP tools to any watershed or ecosystem 
by aiding the preparation and analysis of spatial information for model parameter 
estimation. 

The GTS Weasel provides tools to delineate, characterize, modify. and parameterize a 
modeler's area of interest (AOT), usually a watershed and the area's constituent "model 
response units" (MRUs) using a digital elevation model (DEM) and ancillary digital 
data. MRUs are subdivisions of an AOI that reflect a. model's treatment of spatially 
distributed attributes, such as slope, aspect, elevation, soils, and vegetation. An MRU 
may represent an area whose character or composition is assumed to be homogenous 
with respect to one or more attributes. The GIs Weasel also delineates a drainage 
network from the user-supplied elevation model and computes the connections between 
MRUs and the segments of the drainage network. A history of processing steps is 
recorded to enable the user to reenter the GIs Weasel's processing sequence at any 
previously completed point and proceed with an a1 ternative computational procedure. 

GIS WEASEL PROCESSING COMPONENTS 

The GIS Weasel is composed of the ArclInfo geographic informatiorl system, C 
language programs, and Unix shell scripts. The software runs on all Unix platforms. An 
NT release of the GIs Weasel is planned for the spring of 1998. All user interfaces are 
inenu and map driven. The user is not required to have any knowledge of ArdInfo 
commands. However, the user should understand model assumptions regarding spatial 
variatiorls in parameters. 

The GIS Weasel is roughly organized into halves: I )  the delineation component and 2) the 
characterization/modific~tionlparameterizatin components (Fig. 1). The delineation com- 
ponent is an automated sequence of steps with limited user input. The characterization, 
modification, and parameterization components, however, are more interactive in nature 
and allow the user to explore the character of the modeling area. These three components 
are not a fixed sequence of processing steps, but rather a n  open editing session where a 
user can iteratively characterize, modify and parameterize the MRU map. 
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Figure I .  Schematic diagram showing the input, processing, and 
output compnnenls of the CIS Weasel. 

DELINEATION COMPONENT: A DEM, in the Arc/lnfo GRID format, is used to define 
topographic surfaces, including the A01  and drainage network. The GIs Weasel first fills 
depressions in the DEM in order to insure that all paths of hydrologic flow will lead to 
the edge of the elevation model. Flow direction and accumulation surfaces are created 
using the filled DEM. The flow direction surface indicates the direction of steepest outflow 
for each cell. The flow accumulation surface uses the flow direction surface to compute 
the number of cells upslope from each cell. 
The AOI is then delineated from a set of watersheds that are automatically extracted fkom 
the DEM, a user-specified watershed pour-point (watershed outlet), or a pre-existing Arc/ 
Info coverage or GRID. The GIs Weasel has been developed with surface hydrology as 
the main emphasis, but by allowing the user to integrate a pre-existing ArclInfo geo- 
dataset (i.e. COVERAGE - vector, GRID - raster), a map of a groundwater or cIimate 
modeler's 'domain of interest' can be substituted for a 'watershed'. If the user wants to 
seed a watershed by specifying a pour-point from which to derive a watershed, point and 
vector COVERAGES can be superimposed on the DEM display for improved orientation. 
The user approves the delineated AOI to  proceed. If a result is unsatisfactory, the user 
may redefine the area of itlterest. 
A drainage network is extracted from the flow accumuIation surface by selecting points on 
the surface that drain, according to the flow accumulation surface, an area equal to or 
greater than a user-specified threshold. The value of this threshold represents the mini- 
mum upslope area needed to initiate a first-order link in the drainage network (Jenson & 
Domingue, 1988). A link is defined as a segment of the drainage network that begins and 
ends with a node (nodes occur at  the headwater point of first order links, at the conflu- 
ence of two or more links. or at the pour-point for the AOI). As the threshold for the crit- 
ical source is decreased, the number of source areas that will fit into a given watershed 
increases, as does the drainage network density. The drainage network density is directly 
related to the number of flow-plane type MRUs that will be found in an A01 (if the user 
were to choose one of these types of MRU delineation methodologies). The GUI allows 



the user to experilllent with different thresholds until an appropriate drainage network 
density, as defined by the user, is attained. The drainage network defined in the GIs Wea- 
sel may not need to be an exact representation of true stream morphology. The drainage 
net might only be needed for routing of hydrologic response through a watershed or as 
the basis for creating flow-plane MRUs. The interpretation of the Weasel-generated drain- 
age network is left to the user. 
The initial MRU map presented to the user upon completing the delineation component 
of the GZS Weasel will feature a single response unit, which is the AOT. Any subsequent 
subdivisions are optional. 

CHARACTERIZATTON COMPONENT: Exploration of the nature of the MRU map and any 
ancillary thematic information that may be associated with the AOI provides information 
from which decisions on MRU map modification and parameterization can be made. 
Data derived from the original elevation grid (e.g. slope, aspect) or other user-supplied 
grids (e.g, vegetation, soiIs) can be examined on the basis of individual grid cells, individ- 
ual or groups of MRUs, or the entire AOI. User-created boolean logic can be used to 
query, display and evaluate various combinations of attribute constraints. Histograms of 
selected themes and plots of attribute occurrence by elevation (hypsometric curves) can be 
created for selected MRUs. Attribute values at specific locations may be queried with a 
poin t-and-click tool. 

MODIFICATION COMPONENT: A set of tools allowing the user to make revisions to  the 
MRU map is available. These revisions may be based on information obtained from the 
characterization component or on the basis of potential changes in the characteristics of 
the AOI. For example, an MRU map reflecting current land cover conditions or 
management practices may be modified to reflect anticipated change. MRUs can be 
grouped, divided, created or eliminated. MRUs can be digitized on-screen, extracted by 
logical query, stream buffering or seeding new sub-watersheds. MRUs may be removed 
from the MRU map, effectively reducing the extent of the AOI. MRUs smaller than a 
user-specified area can be dissolved into the neighboring MRU sharing the most 
perimeter. 

In addition to tools designed to make specfic modifications of the MRU map, the are 
eight different methods currently are available for the automatic subdivision of an AOI: 
three types of flow-plane MRUs; MRUs based on elevation bands; a fixed-interval 
lattice of square MRUs; non-contiguous or "pixelated" MRUs (highlighting statistical 
similarities rather than spatial contiguity); contributing areas upstream of predefined 
points (e.g.1 stream gages); and use of a pre-existing ArdInfo COVERAGE or GRID of 
MRU boundaries. 

The GIs Weasel provides version control and documentation to  track modifications of 
MRU maps. Each version of the MRU map is named by the user. A sentence describing 
the derivation of each MRU map is automatically manufactured. This information is 
intended as a "memory refresher" for the user. Additional descriptors are automatically 
stored in ASCII files, which the user may edit directly. Although this descriptive 
information is not used by any of the GIs Weasel's automated routines, it can be 



invaluable when the user returns to a study after an extended absence and needs to 
differentiate several MRU maps from each other. 

PARAMETERIZATION COMPONENT: Parameters can be generated for all disc te te spatial 
features associated with the AOI. Features include MRUs and the A01 itself (polygons), 
segments of the drainage network (lines), nodes in the drainage network, stream gages, 
meteorological stations and wells (points). In addition to creating parameters describing 
the spatial features independently, the establishment of relationships between different 
spatial features is needed to allow a physical-process model to simulate a whole system 
and its internal dynamics. Physical connections between these features can be calculated 
in some cases, and "coefficients of association" can be defined by the user in others. All 
of these data can be output to ASCll files for subsequent use in modeling software. 
Many users find it helpful to use the parameterization tools to generate files describing 
the MRUs prior to actually designating a "final" MRU map for use in modeling. These 
files can be used as a basis for further modification of the MRU map and then be 
discarded. 

MRU attributes and statistical measures of these attributes are used to generate 
estimates of model parameters. Parameter estimates include, but are not limited to. 
frequency distributions and measures of central tendency. The GUI for parameter 
generation allows the user to specify the name of any GRID and one or more standard 
statistics which will be calculated for each response unit. All results are output to space- 
delimited ASCII files. This aspect of the parameter generation tool is intended to be 
generic. The same interface is used to parameterize the AOI. 

Some MRUlAOI parameters related to geographic and topographic characteristics, such 
as area, elevation, and slope, are common among many models and can be easily 
derived from the filled DEM generated in the delineation component. In addition, there 
are specific routines for the Precipj tation-Runoff Modeling System (PR MS), 
determination of the latitude and longitude for each MRU centroid, calculating the 10- 
85'!41 slope (used in flood frequency regressions), calculating geomorphic routing 
coefficients for every point on the drainage network, generating soil parameters for 
TOPMODEL, and calculating the percent of an MRU's total area that intersects with 
zones of another GRID (useful for associating MRUs with climate model or NEXRAD 
data sets). The spatial parameter needs of the models that have been built in and are 
distributed with MMS, including PRMS and TOPMODEL, have been initial 
development targets. Refinement of these parameter generat ion routines and the 
development of routines for new parameters is driven by user demand and is intended to 
continue. Although some routines may not be necessary for a user's particular model. 
much of the parameter information generated can be useful for characterization. The 
GIs Weasel can generate, in addition to space-delimited ASCII parameter files, MMS 
formatted parameter files. 

The CIS Weasel will define the arcs of the drainage network, including the direction 
"downstream" and up and downstream neighbors. The area weighted percentage of each 
MRU's total area that flows into a given segment of the drainage network also is 
calculated. This percentage serves as a "connector" between an MKU and a link in the 



drainage network. The connection between MRUs and stream segments is needed for 
routing hydrologic or other responses through the A01 to the outlet, as well as 
calculating lag times in the arrival of the various MRU responses at  the outIet of the 
AOI. 

Currently under investigation is the use of parameters describing the Iocales surrounding 
meteorological stations as explanatory variables for the variation of time-series {point) 
data across a modeler's area of interest. These explanatory variables can be used to 
extrapolate observed values from the locations of the points to all cells within an AOI. 

Specialized parameters, such as the rooting depth of vegetation in an MRU and the soil 
water-holding capacity, require the use of data Iayers in addition to the original DEM. 
Where possible, nationwide GRIDS of thematic information needed to support the 
derivation of these types of parameters have been collected by the GIS Weasel 
development team and are available on demand. 

TIME-SERIES DATA 

GIs coverages of points, representing any observed time-series data from precipitation 
a t  ground level to temperature at various altitudes to well measurements. can be 
associated with individual MRUs. While the rneasuremen ts observed at the points will 
change with every time step of the model run, the associations between the MRUs and 
the points will be constant. Using the point coverage, the GIs Weasel can output a table 
that lists for each MRU the various points that apply to that MRU and a weighting 
factor between the point and the MRU. Two methods are currently available in the GIS 
Weasel to associate MRUs with points: 1) Thiessen polygons and 2) a simple point-and- 
click interface. The most current associations can be interactively edited by the user. 
Time-series data can also be distributed across an A01 according to a map of zones or 
polygons (e.g. a NEXRAD radar sweep). MRU-zone associations can be created using 
an automated overlay of the MRU map onto the time-series zone map, yielding area- 
weighted percentages. 

INTEGRATED SYSTEMS APPLICATION 

The integration of MMS and the GIs Weasel provides a flexible set of tools for 
application to a variety of environmental issues. One application of these two systems is 
the development of a water resources management decision support system that 
addresses a number of environmental concerns, including water quantity, water quality, 
endangered species, and the optimization of' operational objectives such as power 
generation and irrisation within existing environmental constraints (Leavesley et. al., 
1996b). The GIs Weasel provides the delineation, characterization, and parameterization 
tools for a number of models in MMS. These include watershed models that provide 
streamflow to water storage reservoirs, channel flow and sediment transport models for 



routing water and sediment in selected channel reaches, and biological models that 
evaluate the efTects of flow and sediment on stream biota. 

A second application is the evaluation of the effects of alternative watershed and 
ecosys tern management strategies (Leavesley et. a I., 1 996~).  Landscape-generation 
rnodels provide spatial representations of alternative land-use patterns associated with 
alternative forest-management scenarios. Management scenarios might range from 
maximum timber yield to maximum habitat protection. Scenario outputs from the 
landscape-generation models can be input to the GIs Weasel and used to characterize 
and parameterize each scenario for application with watershed and ecosystem-process 
models in MMS (Leavesley et, al., 1996d). The effects o f  these management strategies on 
issues such as s treamflow, sediment, and selected chemical and biological processes can 
be evaluated by analyzing MMS model outputs for each scenario. 

FUTUREDEVELOPMENTPLANS 

While the GIs Weasel provides the mechanisms for delineating, characterizing, and 
estimating parameters for watersheds and MRUs, work remains to be done on the 
development, testing, and identification of the specific parameterization procedures that 
are most appropriate for each of the environme~ital processes that may be simulated 
using MMS. 

Because many combinations of physical-process algorithms ("modules") are possible in 
MMS, many different models are possible. Each of these rnodels have different 
parameter needs. It is the goal of the WARSMP development team that all spatial 
parameter needs of MMS modules are supported by the GIs Weasel. 

As part of WARSMP's goal to integrate GIS and modeling, MMS has been modified to 
produce a list of parameter names when a model is built. Plans call for the GIs Weasel 
to be able to read this list of parameters and then automatically execute the appropriate 
parameter generation routines. This will further alleviate the expertise required on the 
part of the user. 

The ability to recreate sets of spatial parameters for an AOI is crucial to isoliiting and 
comparing the physical response predictions of different models for the same AOI. The 
development of systematic methodologies for extracting spatial information would 
enable the coinparison of physical responses of the different areas, and the extension of 
calibrated nlodel parameters from areas with observed data to areas that lack 
observations. 

Continued advances in physical and biological sciences, CIS technology, computer 
technology, and data resources will expand the need for a dynamic set of tools to apply 
these advances to a wide range of interdisciplinary research and operational 
environmental issues. MMS and the GIs Weasel provide a flexible framework for 
integrating and applying these tools. 
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MODCLARK MODEL DEVELOPMENT, MUSKINGUM RIVER BASIN, OHIO 

By Jerry W. Webb, Chief Water Resources Engineering Branch, U. S. Army Corps of Engineers, 
Huntington District, Huntington, West Virginia 

Abstract: The Huntington District Corps of Engineers has responsibility for operating sixteen flood control 
reservoirs within the Muskingum River Basin. The Muskingum River Basin, situated in the east central p r t  of 
Ohio, m p i e s  8,051 square miles which equates to 20% of the land area of the state. More than half of the 
drainage basin is controlled by reservoirs. Currently h I y  operational forecasts for these memoirs are generated 
using software developed by the Hydrologic Engineering Center (HEC) which uses point precipitation data and 
stage mamernents transmitted by data collection platforms to the Water Control Data System in the Huntington 
District. A watershed mdel  is used to deveIop runoff which is calibrated to basin response represented by actual 
stage data measured at gaging stations at the time of forecasr The MDdClark computer program is a new tool 
developed by HEC that incorporales NEXRAD precipitation data into rainfall-runoff mdeling. ModClark is 
relatively easy to impIement since most of the tasks required for m d e l  development are similar in scope to those 
misted with the HEC- I ,  Flood Hydrograph Package. The most significant difference between lbe mdels is Ihe 
requirement by ModClark to develop a digital elevation model @EM) using a geographic informalion system 
(GES). In hlIy terrain, this task is h l y  performed through a series of user-friendly ArcKnfo macms &eloped at 
HEC. For flat regons, are considered in this study, some adhtional GIs manipulation is necessary. The final 
product is a series of input files that are used by ModClark to transform radar-measured precipitation into subbasin 
outflow. The comprehensive spatial coverage provided by N E W  wealher-radar represents an improvement 
over the fields of point values associated with rain-gage networks. The enhanced representation of natural rainfall 
patterns into a rainfall-runoff model greatly improves real-time flood forecasting. This paper hscusses 
development of a ModClark model by HEC staff and potential benefits and probletns associated with application 
of this state-of-the-art forecasting technique in a complex multi-reservoir system. 

INTRODUCTION 

Acknowledvment. The Huntington District, Corps of Engneers. contracted with HEC to develop a ModClark 
model for the Muskingum River Basin. The study was performed by Daniel Kull with primary study guidance and 
management by Troy Nicolini. John Peters, David Goldman, and Arlen Feldman provided adhtiond study 
guidance and management. Thomas Evans performed most of the M n f o  GI S relared tasks, while providng 
guidance for CIS tasks performed by others. Carl Franke retrieved and managed dl hZXRAD radar data. Jerry 
Webb and James Schray of the Huntington District provided valuable assistance in supplying information and 
assembling data. 

Model Development: The ModClark computer program is a new tml that incorporates NEXRAD precipitation 
data into rainfaIl-runoff modeling (USACE 1995b). ModClark is relatively easy to implement since most ofthe 
tasks required for model development are similar in scope to those associated with the HEC-1, F l d  Hydrograph 
Package (USACE 1990). The program does require a hgh degree of technid effort when worhng with the bgital 
elevation model @EM) while using a geographic information system (GIS). The final product will eventually be 
used for rd-tinie flood forecasting purposes in the Huntington District. 

The methdology by whlch rd- t ime forecasting models are developed consists of four basic steps; (1) calibration 
of paranleters from historical events, (2) adoption of parameters, (3) verifictation of adopted parameters, and (4) 
m e t e r  adjustment in operations forecast mode. The HEC-IF f l d  forecasting model of the Muskingum River 
Basin is well established and its parameters have been verified in an operational mode (USACE 1986; 1989) over a 
long period of time. Two assumptions were made concerning unit hydrograph parameters in the original HEC- 1 F 
model; they are appropriate for the Mushngum subbasins and are adequate for the MdClark modeling effon. 

Although Stage 3 (ground-lruthed) NEXRAD radar dala was unavailable at the time HEC developed the model for 
the Muskingum River Basin, Stage 1 NEXRAD data was available to initiate the male1 development. Based on 
experience gained from a previous study by HEC (US ACE 1996), no attempt was made to adjust and calibrate unit 



hydrograph parameters in the ModClark model based on Stage 1 radar-measured precipitation. Stage 3 data is 
now available and calibration wiU be performed by the District. 

Unit Hyd rograph Parameters: The HEC- IF model used by the Huntington District contained the Snyder unit 
hydrograph parameter for 40 of the 4 1 Muskingum subbasins. HEC- 1 was used to transform the Snyder unit 
hydrograph parameters to equivalent Clark parameters. Subbasin areas and Clark m e t e r s  of rime of 
concentration (Tc) and the storage attenuation coefficient @ were extracted from the existing model for each 
subbasin. 

Snyder's parameters were not availabIe for the wnlributing area I d  to Lhe outlet of the Mudangum hver into 
the Ohio River at Marietta (LMTOH6). For this subbasin, equations developed as part of a separate regional 
regression analysis were d. These equations are: 

Tc = 5.22 D A O - ~ ~  s~~~~ and Tc + R = 6.58 D A " ~ '  s~~~~ 

where DA represents the drainage a m  in square miles and S is the slope in feet per mile. These equations were 
applied to LMTOB6 subbasin using DA= 6 1 6mi2(1 595 km2) and S =2 Wrni (0.38 m/km). The slope was measured 
between the upstream watershed boundary and outlet gage location. 

Basin Characteristics File: The basin characteristics file is of the same format as the standard HEC-1 input file. 
Total subbasin area, Clark's unit hydrograph parameters, loss rate parameters, and base flow parameters for 
inhvidual subbasins are included in the basin characterislics file. Parameters were kept the same as those used in 
the original HEGlF model (with the Snyder's changed to Clark's). The basin chamcteristics fiIe also speciCies the 
pathnames for storage of generatsd flow hydrographs. For all ModClark output, the A, B, C, D, and E pathnames 
used in HEC-DSS (USACE 1994) are the same as those generated by HEC- 1. The F part is set to "ModClark". 

Grid-Cell Characteristics File: To develop the gridxell characteristics file, the GridPam-DEM2HRAP (USACE 
1995a) promlure was performed using the Ardlnfo Gl S system. This prclcedure evaluates runoff parameters for 
Hydrologic Rainfall Analysis Project (KRAP) cells from USGS digital elevation models. Seven USGS DEM 
quadrangles covered the Muskingum Basin: Canton-east, Canton-west. Clarkburg-west, Cleveland-west, 
Columbus-east, Marion-east, and Toledo-east. These quadrangles were downloaded from the USGS E-arth 
Resources Observation Systems (EROS) Data Center through a file transfer pmtml. When the subbasin and 
stream delineation genemted from the DEM and the GridParm-DEM2H4AP procedure were compared to those 
supplied by the District, some major discrepancies were found. Most of the differences were in the north-west 
corner of the basin. Regions were modeled as draining into the wrong subbasins, and in some cases known 
Muskingum contributing areas flowed north into the Vermillion and Sandusky Rivers. Additionally, many of the 
delineated streams were not aligned with those in the U.S. Environmental Protection Agency Reach File # I  (RF1). 
The most noticeable errors were along the W e ,  Black, and Clear Forks of the Mohican River flowing into 
Killbuck Creek instead of into the Mohawk Resemoir. These large delineation errors were due to the DEM 
representation of the extremely flat topography of northcentral Ohio. In such flat terrain, even the slightest 
el wation error can change flow directions considerably. 

A manual manipulation of the DEMs was used to overcome the stream and watershed delineation problems. To 
ensure proper stream locations, the RF1 streams were "burned" into the DEM through ArclInfo. Based on a 
suggestion by Dr. David Maidment of the University of Texas at Austin, a stream burn-in worked well when 
performed with the 1: 100,000 digital line graph (DLG) steam network on a single subbasin. This resulted in 
satisfactory watershed delineation. The dense network represented by the DLGs forced errant contributing areas to 
flow in the proper direction. Figures 1 and 2 represent the finaI DEM with RFL streams. 

HEC concludsd that a ~ c i e n t  manipulation of DEMs could not yield satisfhctory delineation for the flat area of the 
entire Muskingum River Basin. The DEMs were abandoned and a simpler approach to find the travel distances 
was used. The direct calculation of the distance from the grid-cells to their associated subbasin outlets was 



obtained through Ardnfo. These cell-to-outlet distances were used to prorate the subbasin time of concentration. 
yielding a tmvel time for each gnd-cell. The gndcell characteristics file contains a Ijst of the grid-cells with their 
x and y coordinates, area and avenge travel length to the subbasin outlet. 

Verification: An HEC- 1 model providerI by the District was used for comparison with the ModClark model. 
hecipi tation and flaw data for 1995 and 1996 were sent to HEC. Point rainfall allowed basin-average 
precipitation to k dculated for input into the HEC-1 model. NEXRAD radar data provided the rainfall estimates 
for input into the ModClark mdel .  NEXRAD data was needed from three sites: Pittsburgh, Cincinnati, and 
Cleveland. Esch site has a sweep radlus of approxi~nateiy 230 km (143 mi). 

Event Simulation: NEXRAD data availability forced simulation events to be constrained to the time perid of 
October, 1995 to the present. Three events were available: April 22-28, April 29-May 7, and May 8-25, 1996 
(Figures 5 and 6). These events were obviously not independent but represented an opprtunity lo compare results 
of the ModCIark m&l and the f o r e ~ ~ t s  performed using estabiished gage stations. During the ModClark and 
HEC-1 modeling runs, loss rate parameters were kept the same as those found in the HEC-IF rnudel input files. 
Using the same loss rates for all subbasins and nlodeling runs allowed for easier comparisons between the 
ModClark, HEC-1, and observed hydrographs. In many cases, loss rate adjustments oould have yielded more 
accurate model results. It was decided, however, that for the purposes of this study and considering the available 
daa using unadjusted gf obal loss rates was pre fend. 

RESULTS AND CONCLUSIONS 

General: The Muskingum Basin is the third basin to which the MdClark rnethd has been applied. The first two 
were the Tenkiller (Peters and Easton 1996) and the Salt River (USACE 1 996). Although this is a small number 
ofapplications, some commonalties have surfaced that are worth mentioning while describing observations unique 
to the Muskingum Basin. One conclusion evident from both the Salt River and Muskingum River is that Stage 1 
radar rainfall is of limited value for flood forecasting. Runoff hydrographs generated using Stage 1 rainfall can be 
grossly in error compared to observed hydrographs, and even compared to hydrographs generated using gaged 
rainfall. In other cases, however, radar-rainfall genented hydrographs were significantly better than those 
generatsd using gagad rainfall. It appears that Stage I radar rainfall consistently produces inammcies in absolute 
magnitude (bth  over and under estimating). When storms are of a broader, more homogeneous nature, this 
inaccuracy can be amplified to prduce discouraging results. When the storms are locally intense, two tlungs 
differ. First, the actual Stage 1 inaccuracies - in the absolute sense - are in some cases smaller (this appears to be a 
characteristic of radar measurement), and second, any inaccuracies are somewhat masked by the superior spatial 
and temporal resolution compared to gaged rainfall. Because of l h i s  unpredictable performance of Stage 1 radar 
rainfall, it is recommended that forecasting for water w ntml decisio trs should not be based solcly on Stage 1 radar 
rainfall. Instead, superior radar rainfall products should be used, such as Stage 3 or equivalent commercial 
prducts, whch includes ground truthing and other quality enhancements. Fortuoat eiy. as improved radar rainfall 
products Wrne available, they can be used in the current ModClark model wilhout modifications. 

Another cot~clusion is that there are scenarios for which ModCIark simulation of runoff using radar rainfall is 
superior to simulations based on gaged raidall data. This was evident during verification modeling for the 
Muskingum with the Stage 1 data probIems described above. The scenarios for which this was observed are 
characterizsd by locally intense rainfall occurring over portions of the watershed with few rain gages. The event 
occurring on May 1 7-1 8. 1996, was such an event (Figure 5 and 6).  For these scenarios, the rain gages can 
misinterpret or completely miss the event. This is because locally intense stornls produce rain cells that can travel 
betweell rain gage locations Additionally, when subbasin-averaged precipitation is developed, l a i z e d  rain-cells 
that track directly over a gage can result in the overestimation of basin-wide rainfall. 



The above disci~ssions lead naturally lo the conclusion hat the ModClark method has sipf~cant potential for 
improving forecast capability, when used with adequately accurate tadar rainfall. A corollary to this is that at this 
point in the development of the ModClark procedure, it is important to separate evaluation of h e  method from that 
of the &-rainfall product used. 

Limitat ions: The application of ModClark to the Muskingum Basin revealed some lrmi tation of various model 
components that did not surface during the first two applications lo the Tenkiller and Salt Rivers. The GridPam- 
DEM2HRAP procedure, when performed as originally designed can yield erroneous results under certain 
conditions. In the case of the Muskingum Basin, these con&tians appear to be restricted to the flat portions of the 
basin relative to the scale of the DEM. In other words, the magnitude of the errors in the DEM resulting from the 
scale of the DEM, was greater than the magnitude of the relief. The first two study basins were topographically 
"well d&nedH and the GridPam-DEM2HRAP procedm worked as designed. However, the flat portions of the 
Muskingum Basin necessitated the development of alternative approaches. These included alterations of the DEM 
using 1 :500,000 and 1 : 100,000 scale river networks before application of GridPm-DEM2HRAP, and application 
of two simplrfied techliques for computing cell-to-outlet distances. 

The findngs from these activities were: 1) DEM alteration using the 1:500,000 River network produced poor 
results: 2) DEM Ateration using the 1 : 100,000 river network produd  good results but was time consuming; and 
3) the more sophisticated of the two simplified cell-to-outlet techniques pmluced comparable results to those from 
using GridParm-DEM2W on the DEM alter4 using the 1 : 100,000 scale river nelwork. While the standard 
GridParm-DEMZHRAP procedure requires little A d n f o  experience, application of these alternative approaches 
requires a worhng knowledge of Ardnfo. As further experience warrants, these approaches may k incorporated 
into the GridPam-DEMZHRAP procedure. 

FUTURE STUDIES 

General Requi remeols: Although a major step towards the development of MdClark as a real-time flood 
fortxasting tool has been completed for the Muskingum River Basin, there are still obstacles barring full 
implementation. At this point, only the actual rainfalI-runoff model has been developed. The additional 
cornponenls and p r o m  enhancements that are needed for full forecasting realization all involve various software 
development issues. 

The ModClark methodology is included in the NexGen HEC-HMS computer program for general use. This radar 
rainfall-runoff forecasting methodology was developed in conjunction with the Corps ' Real Time Water Control 
(now the Water ControI Data System) Research program. HEC-HMS, or a version thereof, will be furlher 
enhand to include special featUtes for real-time forecasting. It is envisioned that the basin m&l architecture of 
real-time forecasting with MdClark will be the same as the s t r u m  used in HEC-IF. The only difference will lie 
in the rainfall-moff transformation. Ramfall data will be in a gridded format and be transformed to subbasin 
runoff through ModClark. 

Stage 3 NEXRAD Data: The need for Stage 3 or equivalent NEXRAD data is aident in the testing and 
verification resuIts of h s  report. The River Forecast Center W C )  for the Muskingum Basin has now reached full 
NEXRAD development, Stage 3 data is now available for f o r d n g  purposes. 



]Loss Rate Accounting: An obstacle that exists in using ModClark for forecasting revolves around loss rate 
accounting. When HEC- 1F is used with basin-average precipitation, each subbasin's loss rate state is saved 
between model executions. Tlus is not available for gridded precipitation and losses used by ModClark. Currently, 
ModClark requires all gridalls wihn  a subbasin to have the same loss-rates at the beginning of each sirnulalion. 
ModClark tracks indvidual oell losses; gridcell losses are unique b u s e  of the application of cell-specific radar 
mnfdl data. During a f o d n g  run, these individual cell 1- would need to be saved and used as initial state 
variables for the next forecast. The algorithms for this are currently under development. 

Predicted Future Rainfall: The use of predicted future rainfall for forecasting is also an issue with ModClark. 
For full ModClark foremding, predict4 rainfall would need to be a gridcell based data set. A question arises 
whether this level of detail for predicted rainfall is nemssary or even realistic. One simple wlution would be to use 
subbasin-averaged QPF (Quantitative Precipitation Forecast) of the Natiod Wealher Senice values and distribute 
them evenly over the gnd-cells within the pubbasin. 
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Figure 1 

Muskingun River Basin DEM with RF1 Streams 

Figure 2 

Perspective View of Muskingum River Basin DEM with RF 1 Streams 
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Figure 5 
Simulations for Frazeysburg Su bbasin for May 8-25,1996 
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Simulations for Leesville Reservoir Subbasin for May 8-25,1996 



A CONCEPTUAL MONTHLY RAINFALL RUNOFF MODEL 

By Zhimiag Cher*, Senior Engineer, Nanjing Institute of Hydrology & Water Resources, 
Ministry of Water Resources, 1 Xikang Road, Nanjing, Chlna 

Abstract: A conceptual monthiy rainfall runoff model uith three free parameters is developed on the bwis of the 
Xinanjang model. The computed results show that in southern China and southern Belgium the model proposed in 
the paper ivih fewer parameters can reach as good results as the best of the other monthly models. 

INTRODUCTION 

Many rainfall runoff models strongly reflecting the physical process involved, can give very good results, but most of 
these require data on at least a daily basis. Less attention has been paid to monthly rainfall runoff models though 
these may be impomnt and adequate in water resources assessment and planning, in decision making concerning the 
design and control of darns and other engineering works and in supplying information on availability of moisture for 
agricultural purpose. In this paper a conceptual monthly rainfall runoff model is suggested which is based on the 
Xinanjang model (Zhao, 1980), the computation results are compared with those of other water balance models. 

THE STRUCTURE OF THE MODEL 

Brief description of the model: Many studies( Zhao et a1.(1980,1992) and others) have found that in humid and 
semi-humid regions the concept of ' runoff formation on repletion' is workable. This means that runoff is assumed 
not to be produced until the soil moisture content of the aeration zone is restored to field capacity and, thereafter, the 
runoff equals the rainfall excess without further loss. Runoff so generated is subsequently separated into two 
components, surface runoff and groundwater runoff, each of which is routed to the outlet of the basin as through a 
linear reservoir. The flow chart of the model is shown in Fig. 1 .  
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Fig. 1 Flow chart for the monthly model 

The inputs to the model are p, , the measured areal mean precipitation and em,,  pan evaporation, or calcutatd 
evaporation at a free water surface on the basin ( f is time in months). The symbols for outputs and state variables 
appear inside the blocks of Fig.l. Those for parameters are outside the blocks. 

The meaning of these symbols in Fig.1 are as follow: e, - the evapotrarlsporation in the month designated by t; 

W ,  - the tension water content at the end of the month designated by t; r, - the total amount of computed runoff in 

the month designated by t; rs, - the amount of conlputed surface nmotT in the month designated by t; rg, - the 

amount of computed ground runoff in the month designat zd by t; qs, - the computed discharge of surface water in 

the month designated by t; qg, - the computed discharge of ground water in the month designated by t; qc, - the 

total computed discharge at the outlet of the basin in the month designated by t. 

The parameters are: K - the ratio of areal potential evapotransporation to pan evaporation or to calculated 
evaporation at a free water surface on a basin; S k f  - the areal mean free water storage capacity in a basin; CG - 
the recession coeficient for ground water; CS-  the recession coefficient for surface water. It is taken as a constant 



CS= 0.3. These two quantities, CG , CSare defined in the routitlg operation expressed through (14) and ( 1  5 )  

The computation of eva~otransnoration: When rainfall exceeds K x em, , the evaporation is cornpuled by 

el = K x em, (1) 

When K x em, is in excess of rainfall, the following equation is used to c~lculated the net evaporation rate: 

where K is a parameter to be optimized. The effect of a change of wm on output can be offset by a 
corresponding change in K .  For this reason, in optimization, for wm a constant value can be adopted. 

Runoff production: In months, when rainfall exceeds evapomtion, the excess is added to the tension water in the 
soil. When the soil moisture reaches the tension water capacip of the basin. runof'f occurs. 'The formation of runofr is 
shown in Fig.2. 

i =f 

Fig.2 Formation of runoff 

When p, - K x em, + w,-, < lvnl 

wI = wI- ,  -t p, - K x ernl (3) 

rl = 0 (4) 

otherwise 
w 1  = wm (5) 

r, = p ,  - K x e m l  - ( w m - w , - , )  (6) 

On the other haid, when computed evaporation is in excess of rainfall, no runoff occurs. The constant of tension 
water in the mil decreases: 

w I  = IV,-, - e,  17) 

e, is net evaporation. 

Runoff se~aration: The runoff r: produced in accordance with eq.6 during months in which the rainfall exceeds 

evaporation is accumulated in storage and contributes to groundwater and surface m o f f  in a manner modeled by a 
tank with a free surface wh~ch can overflow to produce surface runoff and with an orifice in the bottonl through 
which a contribution to groundwater flow is sustained. To consider an uneven distribution of free water capacity, a 
parabolic distribution is assumed 

-I = I - (I - sm, / ~ r n n r ) ~ ~  a) 
F 
where f . the portion of basin area for which the free water capacity storage is less than or equal to ~ l ? z ,  , F ,  the 

basin area and cx , a coeBicient, not a parameter and smm , the greatest fiee water capacity in the basin. It is 



smm 

smt 

Fig.3 The distribution of fTee water capacity 

assumed that the current state of free water storage in the basin can be represented by a point(ordinate sm, on the 

parabola of Fig.3)implying that the part of the basin to the left of that point is at capacity storage and to the right the 
storage is constant below capacity level. 

The area under h e  parabola is the areal mean of free water capacity SM , The following relationship can be 
obtained: 

smm = 3111 x (1 + ex) (9 )  

The output of the model was found to be insensitive to the value of ex in the range of 0.5 to 2 and so was given a 

fixed value 1.5 From (8)  and (9) sm, can be expressed in term of s , Shd and smm 
1 

8 - .-- 
sm: = spnm x (1 - (1 - (2) ltex ) 

51v (101 

The total runoff generated in accordance with equations (6) produced a contribution to surface water 

When r, f st-, < 

bm'-'+r' 5 -dsm,-, f = r - S M + S ,  + S M X ( I -  rs, = 
F srnm 

sm, I 

Otherwise 
rsS, = rP; + st-, - SM 

The reminder of r, remain in the free water storage contributing to groundwater in succeeding months according to 

the equation 

rgl = st-, x kg (13) 

The effect of a change of kg on calculated discharge can be offset by a corresponding changes in S M .  This 

suggests dependence between these two parameters. When SM is chosen as parameter, then kg is decided by 

SM , and kg is not a parameter. The value of 0.07 is employed for kg. 

Flow concentration; The routing of the surface water and groundwater to the outlet of a basin may be modeled by 
linear reservoirs, one fbr each COmpOnent. 

qs< = qsl-, x CS + r*S( x (1 - CS) I1 41 

p.g, = qgt2,  x CG + qg1 x (1 - L'G) ( 1  5 )  

qc,= q5, +a* I1 6) 

h e r e  qs, , qg, , qc, are computed surface water discharge. groundwater water discharge and total discharge at 

time t respectively. CS, CC are the recession coemcient of the linear reservoirs for surface water and pound 

water rzspectively. 



It is found that monthly outputs are insensitive to the value of CS . The results with CS at 0.2 or 0.4 are tlrarly the 
same as those with at 0.3. This, perhaps, results fiom the times of flow concentration bdng very small, almost 
the same for all basins compared with the time step of one month. Henceforth CS is taken as a constant 0.3. 

In application, the storage and state variables are taken at the end of the corresponding month. The physical units of 
all inputs, outputs and state variables are in mrn. The values of wm , ex , kg,  CS are fixed at 200. 1.5, 0.07, 

0.3. Three parameters, K ,  S M ,  KG , remain to be optimized. Each has a clear physical meaning. 

COMPUTATION RESULTS AND COMPARISON WITEI OTHER MONTmY MODEL 

Data descriation: The basins under study in the paper are located in southern China (6 basins) and southern 
Belgium (6 basins). The climate of these two regions are quite different. In southern Belgium, precipitation (80 - 100 
rnrn per month) do not show important seasonality. However potential evaporation is highly seasonal. In winter, 
potential evaporation is very low- and in summer time it averages 100 mm per month. The six Chinese basins under 
study lie in the monsoon area, t h u  receiving plenty of rainfall, ranging from 1400 - 2000 mm per year. In the six 
months born April to September, about 80% of the total annual precipitation occurs. The basins studied in both 
regions have fairly good vegetation cover and basically lie in mountainous areas. In the 12 basins studied, there are 
no sigmficant human activities h c h  would interfere with hydrological actikily. The main hydrological 
characteristics and data summary are given in Table 1. The table is taken kom the paper by G.L.Vandewiele(l992). 

1 

Table 1 Data summary for the basins under smdy 
Basin Code Area Data period runoff Variation for 

Km2 > (years) coefficient runoff 
Southern Belgium 

iSam 1044 16 52.0% 0.84 
iSho 68 8 58.6% 0.89 
i812 1314 13 41.9% 0.85 
i80u 1597 12 45.2% 0.96 
i8se 1235 16 53.1% 0.87 
i8vi 554 16 44.4% 0.88 

Southern China 
cej 1 2000 16 55.3% 1.03 
ch12 595 18 57.5% 0.99 
cfh3 1556 17 76.1% 0.94 
cxg4 1881 15 57.9% 0.90 
cjz5 385 13 62.0% 0.96 
cst6 1357 19 54.0% 0.95 

O~timiution and analwis of fit: It is assumed that: & = &+Id,, where qmt ,  qc, , u, are the 

measured and computed runoff respectively at time t, u, is normally distributed with zero expectation and constant 

variance. 

The follo~ing objective function is used in optimization: 

min C (6 - &a2 
For the elimination of the influence of assumed slatting values, some length of take-off period is considered. It has 
been found that for th~s purpose 6 years is necessary though in most basins 3 or 3 y ears is sufficient. 

The minimization was performed wirh the help of VAOSA computer package( Hopper, 1978), and its efficiency was 
chscked by plotting the sun of squares (16) versus each of the paremeters. In that way it  is possible to see whether a 
tninirnum was reached in the vicinity of given initial parmeter values It is essential that the initial parameter values 
be chosen not far from the optimum values. 



Minimization (17) with respect to parameter results in estimation of the parameter values. The model standard 

m n  imum - sum of. squares 
deviation is estimated by D = , where n is the number of terms in (17). The 

half width of a 95% confidence interval for 0 is approximately = 
1.960 1.380 

- The 4 2 ( n - = Z T  
covariance matrix of the parameters is A = ~ D ' H - ' ,  where H is the Hoaaian of the sum of squares (1  7) at its 
minimum. From this covariance matrix the correlation matrix of pmameter values can be computed. The correlation 
matrix of rhz optimized parameter values must be checked. A high correlation coeficient between the optimized 
values of two parameters suggests that a simpler model with less parameters might prove equally eficicient, thus 
suggesting the necessity for a reexamination of the model structure. 

The calib~ation period for all the basins studied is 10 years except for igho in southern Belgium, whch has only 8 
years of data, all of which is wed in calibration. The rest of data for each basin except i8ho is test periods. The 
calculation results show that 10 years calibration period is necessary to reach good estimate of parameter values for 
same basin though 6-8 years calibration for most the basins studied is enough. The general behavior of residuals 
versus precipitation, evaporation and runoff have been checked for both calibration and test periods. The residuals 
do not show trends or heteroscedasticity. The correlation between the parameters are smaller than 0.9 in absolute 
value. The estimated mean mioff is nearly equal to the measured mean runoff for each basin. The residuals are 
satisfactory for all basins studied in the whole test period and in each of the four seasons (residuals in test period are 
non-significant). i8ho basin is an exception, having no test period. 

Furthermore, some formal tests can be performed for the calibration and test periods to check the general agreement 
between calculated and measured discharge. It is to check whether 

std. u 
where u is the mean residual and std. u is residual standard deviation. This test is at the 5% significant level. k 
is the number of parameters. This test can also be performed separately for all years to check whether the fitting is 
seasonally unsatisfactory. For example, to check the fitting between calculated and measured discharges in the spring 
season. the mean residuals and residuals standard deviation of discharges in all springs are obtained, and the test of 
(1 8) is performed. A year can be divided into four seasons: winter -January, February, March; spring - April, May, 
lune; s m e r  - July, August, September; autumn - October, November, December. Failure to pass the test of (18) 
means not-so-god agreement between calculated and measured discharges in the seasons tested. The test of (1 8) is 
performed for each of the fow seasons separately in the calibration and test periods. There are 12 basins with four 
seasons each, so 12X4=48 test were performed, fo l lo \~ i~~g the residuals analysis methoddog described earlier. The 
significance level of all tests was taken at 5% level. 

measured. cv of. runof - ocv 
The efficiency of the model is measured by Q = --- 

estimated. cv . for - mean a runof ecv ' 

'1 (4m, - TE, )2 
I n  20 

where act' = - - , ecv = , q q  is the mean of measured discharges. 0 is model 
4mt fi 

standard deviation and its computation is given in previous text. Model efficiency is a general expression of 
apeement between calculated and measured discharges for the whole calculated period. The greater the model 
efficiency, the better the general agreement. However, a high model efficiency do not always mean a good agreement 
between calculated and measured discharges for any shorter period such as season. Eq. 18 however may be applied to 
the agreement or disagreement observed within any particular season. 

C ~ m ~ ~ t a t i o n  results and comaarison with other rnonthlv models: The ranges of the optimized parameter values 



referring to different basins studied are quite different. The values of parameter SM fox different basins in southern 
China and southern Belgium vary greatly fiom 4.5 to 135 mm. ProEZhao has pointed out that SM is not a physically 
realistic value in his research (zhao et al, 1988). Meanwhile, the ranges of values for parameter K or CG are 0.66 - 
1.09 and 0.59 to 0.99 respectively. Parameters K, CG are dimensionless. Millimeter is the unit of parameter SM. The 
measurement is in months 

Table 2 shows a comparison between the model proposed in the papw and some models f?om the literature. The 
results of the last five columns me taken fiom the paper by G.L.Vande~e1e e! al(1992). V-model means the model 
developed by G.L.Vandewiele et al(1992). T, Ta abcd, and P represents respectively T-model by Thomthwajte and 
Marthers (1 953, Ta-model by Alley (1 9841, abcd-model by Thomas and P-model by Palmer(l965) and Alley (1 984). 
P-model was first developed by Palmer(1965) and then modified by Ailey (1984) in his comparative study of 
monthly water balance models. All of these four models are monthly models. The details of these models can be 
found in the paper by G.L.Vandewiele et a1 (1992). The two critical aspects of models: efficiency and number of 
seasons ( out of four) with significant residuals are presented in Table 2. 

Table 2 Model efficiency and number of seasons with significant residuals 
Basin code Model in V-model T Ta abcd P 

the paper 
Southern Belgium 
i8am (2.88-0) (3.02-0) 2.39-1 (2.84-0) 3.46-2 2.39-1 
i8ho 2.1 6-0 2.37-0 2.28-0 (2.75-0) 
isle (2.85-0) (2.39-0) 2.50-2 (2.71-0) 3.15-2 2.46-2 
i80u (3.42-0) (3.47-0) 2.58-1 2.86-2 2.5 1-2 
i8se (2.84-0) (2.82-0) 2.59-2 2.71-2 2.54-2 
i8vi (2.78-0) (3.10-0) 2.34-2 2.67-1 3.32-1 2.3 1-2 
Southem China 
cej 1 (4.35-0) 4.31-1 3.20-1 3.82-2 4.24-2 3.19-1 
ch12 (4.54-0) 4.50-1 4.63-3 
~ t h 3  3.87-1 (3.58-0) 3.02-7 3.13-2 (4.01-0) 3.02-2 
C S ~ J  3.32-1 (3.57-0) 2.99-3 3.41-2 
CJ ~5 3.05-0 (3.40-0) 2.76-2 3.13-0 3.42-2 2.76-2 
cst6 (4.25-0) (4.27-0) 3.58- 1 3.92-1 (4.34-0) 3.58-1 

'good' fitting basins for each model are bracketed. The first figure in the group for each basin and each model refers 

to model efficiency. the second refers to numbers of seasons with significant residuals. 

In model comparison, it should be noted that different model may have different numbers of parameters. The V- 
model and Ta have three parameters( for V-model, two other parameters implicitly), whereas models T and P have 
only two free parameters. The abcd model has four fkee parameters. 

I n  Table 2, it can be seen that the model efficiency ofabcd model is tugher than that of other models. If considering 
only model eEciency, abcd model is the best. though in most cases the differences of model qualities between abcd 
model and other models also having high model quality are small. However. there are many seasons with significant 
residuals for abcd model. Significant seasonal residuals implies serious residuals seasonalip. This in turn indicates 
not so good agreement between computed and measured discharges in one out of four seasons, perhaps caused by the 
model structure not adequately reflecting the hydrological process occurring in that season. If equal attentions are 
paid to seasonal fitting and general agreement, the following criteria may be used to deFme 'good' fitting: (I)  the 
number of seasons with significant residuals is equal to the minimum number anlong six models and (2) the model 
cfficjencj belongs to the 95% confidence interval of the efficiency of the model with the highest model quality Q 
llfilling the first condition. 

By using these criteria, the number of 'good' fitting basins is 8 for the model proposed in Table 2. 9 for V-model, far 
more that1 other models, for example, 3 for abcd model. The proportion of seasons with significant residuals is 2 in 
48 for the tnodel praposed, the same percentage for V-model, much more for the other models listed in  Table 2 ,  for 



example, 1 J for abcd model. Thus it can be said that the proposed model and the V-model are the best, according to 
the propnsed criteria. If the abcd niodel has four parameters and the V-model has five(two parameters implicitly) and 
the principle of parsimon?. arc considered, the model proposed in the paper is superior in souhem Chna and 
southern Belgium. 

CONCLUSIONS 

A conceptual n~onthly rainfall runoff model has been developed and computations have been made for humid region 
in southern China and southern Belgium. The model has fewer parameters (three) and yields results as good as the 
best of the other monthly water balance models tested. 
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LANDSCAPE ASSESSMENT OF WETLAND FUNCTIONS & A m ) :  
A GEOGRAPHIC KNFORMATION SYSTEM (GIS) MODEL FOR THE EVALUTION 

OF WETLAND FUNCTIONS 

By M.S. Cheng, Ph.D.. P.E, Section Head, Department of Environmental Resources Programs 
and Planning Division, Prince George's County, Maryland; N. Weinstein, R.L.A., AICP, Senior 
Environmental Engineer, Tetra Tech, Inc., Fairfax, Virginia; C. Victoria, Scientist, Tetra Tech, 
Inc., Laurel, Maryland. 

Abstract: An innovative GIs  wetland tool has been developed and to the watershed management 
program of Prince George's County, Maryland. The twofold purpose of this tool is to support 
the county's Nonpoint Source Pollutant Discharge Elimination System (NPDES) program and to 
heIp in the master planning and management of a WetIand Banking System (WBS) that is under 
development as a result of a Memorandum of Agreement (MOA) with the Baltimore District of 
the United States Army Corps of Engineers (USACE). 

INTRODUCTION 

Watershed Description: Prince George's County, Maryland, is a rapidly growing jurisdiction 
within the Washington, D.C., metropolitan area. The county has a population of approximately 
750,000. Although there is a bend toward urbanization, with many housing, office, and 
industrial areas being developed, significant areas of agriculture and sand and gravel operations 
remain within the county. Located within the county are the Patuxent Wildlife Research Center 
and the Beltsville Agricultural Research Center, as well as  several other major federal 
government facilities. The total area of the county is approximately 488 quare miles, of which, 
or 3 1 square miles (6.3 percent) are wetlands and 12 square miles are open water. The three 
major drainage basins within the county are the Potomac, Anacostia, and Patuxent river basin. 
Each of these basins has significant natural, historic, and cultural resources. 

Water Quality Programs: The county currently has an extremely effective NPDES program for 
water quality monitoring and an extensive GIs-based system for mapping and evaluating 
watershed hydrology and floodplain management. Significant water quality impacts are 
generated from a variety of sources including approximately 6,800 storm drain outfalls, as well 
as salt and sand applications to county roadways during the wintertime. Within the Anacostia 
River basin alone, the county has identified more than 100 sites for stormwater management 
water quality retrofits and wetland restoration. There are potentially hundreds of additional sites 
within the three major river basins that are candidates for retrofit and restoration. 

Wetland Mitigation: In 1996 Prince George's County entered into an MOA with the USACE to 
establish a Wetland Banking System Master Plan. The Master Plan will identify sites within the 
three river basins and 11 subbasins that are to be used for potential mitigation bank sites. Final 
site selection and type and acreage of mitigation are determined by a Bank Oversight Team 
comprised of County and review agency officials, These sites are to be used to compensate for 
County Department of Public Works and Transportation and Maryland-National Capital Park 
and Planning projects. 



Program Requirements: Because of the magnitude of information that needs to be processed 
and evaluated and the potential for numerous management scenarios a GIs-based data 
management and evaluation model is required. The GIS system will allow the county to quickly 
answer questions and develop management scenarios on both the subbasin and watershed levels. 
It can assist in the identification of wetlands at risk, mitigation issues, retrofit issues, 
identification of upland buffer areas, and identification of potential restoration sites. 

LANDSCAPE ASSESSMENT OF WETLAND FUNCTIONS (LAWF) MODEL 

Model Description: The LAWF model is an ARClINFO based GIS system. Its main functions 
are to assist in the location and management of a WBS and to enhance the County's watershed 
management programs. The system is designed to evaluate wetland functions and values based 
on the existing GIs database and layer coverages. Wetland functions art: the result of the 
combination of physical and chemical processes within the watershed. Values are the 
significance of each function to the overall processes within the ecosystem as well as the 
management goals and objectives. The user interface is designed to allow the user to define the 
management issues so that the system can define and organize the data for analysis. The 
functional assessment for each area in question is based on a ranking of criteria specific to the 
management issue or question. Each area, or watershed basin segment, is ranked according to the 
management question based on default or user-specified ranges of numbers. 

Functional Assessment: The functional assessment for the model is based on modified criteria 
from the state of Maryland's Method for the Assessment of Wetland Function (Fugro East, 
1995). The approach is predominately a desktop method that requires some field " tmthing". 
The model is designed to evaluate the eight statutory functions listed in the State of Maryland 
Nontidal Wetlands Protection Act of 1989: (1) groundwater discharge, (2) flood flow attenuation, 
(3) sedirnentltoxic retention, (4) aquatic diversitylabundance, (5) production export; (6 )  sediment 
stabilization, (7) nutrient removalltransformation, and (8) wildlife diversity. The functional 
assessments are based on criteria and techniques from the Hydrogeomorphic Method (Brinson, 
1993) and on the Wetlands Evaluation Technique (Adarnus, et a1 .. 1987). 

To adapt the assessment methods for these functions into a GIS environment, the criteria and 
parameters to rate each function had to be reexamined and in some cases redefined so that they 
could be evaluated using the existing county GIS databases and coverages. The eight statutory 
functions were combined and redefined as follows: 

b Surface Water Processing: Hydrologic and hydraulic processes within the wetlands, 
or potential wetlands site, and the contributing drainage area. 

P H'arer QnaZ* ModifcatwdElemntaI Cycling: Potential for water quality 
improvements though biological and chemical processes based on hydrologic and 
hydraulic parameters. 

P Grou~tdwater ProcessingAUecharge: Potential of the wetland, or mi tigatiod 
restoration site to act as a shallow aquifer recharge area. 



P Grouttdwater Processing/l)ischarge: Potential of the existing wetland area to 
contribute to surface flow. 

> WildI~dAquatic Diversity: Habitat potential of the area in quest ion. 

The user selects one or a combination of the above functions and then can examine an i~~dividual 
wetland polygon, user-defined assessment area, or subbasin. Each function comprises 5 to 15 
variables. The scores from each variable are combined and weighted to arrive at an overall value 
for each function at the area in question. The results are then tallied and compiled in tabular 
format. In addition to the ranking of each area in question. the area and wetlands classification 
are listed. Potential threatened and endangered species locations, wetlands of special state 
concern. and historical or other cultural resources based on existing data layers are also 
identified. The end product alIows the user to quickly assess the effectiveness of wetland 
functions in a watershed, to predict the effectiveness of potential restoration and mitigation 
projects, and to identify areas that will require additional fieldwork md studies. 
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SPATIALLY DISTRIBUTED ENERGY BUDGET SNOWMELT MODELING 
IN MOUNTAINOUS WGIONS OF THE WIESTERN UNITED STATES 

By David C. Gnren, Hydrologist, United States Department of Agriculture, ~ a t u r a l  
Resources Conservation Service, National Water and Climate Center, Portland, Oregon; 

Danny Marks, Hydrologist, United States Geological Suntey, Cowallis, Oregon 

Abstract: A spatially distributed energy budget snow simulation model has been developed and applied to several 
areas in the western United States. This type of model takes advantage of the growing amount of GIs-based 
information on catchment characteristics and meteorological inputs. These modeling exercises have demonstrated 
the feasibility of detailed snow simulations in mountainous areas. The type of spatial information generated by such 
a model has significant potential in natuml resource management. In addition, the snowmelt fields generated by the 
model can be used as input to a hydrologic model to simulate streamflow. It is envisioned that this model will 
become a practical tool for resource and water management. 

INTRODUCTION 

Where snow is an important part of the hydrologic water balance or where it plays a major role in resource 
management, it is valuable to have a modeling tool that can accurately simulate the dynamics of snow accumulation 
and melt, both temporally and spatially. Most models that are currently used for water management and other 
operational decision making are of the conceptual, spatially lumped type, originally developed two or three decades 
ago. With the data networks, computing facilities, and geographic information systems (GIs) available today, many 
new modeling possibilities are opening up. In this paper, we explore the applicability of a spatially distributed 
energy balance snow simulation model in mountainous areas that have, in varying degrees, important resource 
issues such as irrigation water supply, reservoir management, timber management, groundwater recharge, and 
recreation. 

SNOWMELT MODEL 

The model was originally developed and tested in the Sierra Nevada mountains of California (Marks, 1988; Marks 
and Dozier, 1992; Marks et a!., 1992), but it has subsequently been used in the Wasatch mountains of Utah (Susong 
et al., 1996), the Cascade mountains of Oregon (Marks et al., 1997), and in the Boise River in Idaho (Garen and 
Marks, 1996). The model i s  thoroughly described in these previous papers. so only a brief description i s  presented 
here. The energy and water fluxes considered by the model are s h ~ w n  in Fig. I. 

The model is driven by inputs of net solar radiation, meteorological variables, and snowcover properties to compute 
the energy and mass balance of the snowcover at each grid cell in the area modeled. It predicts melt from two 
snowcover layers and runoff from the base of the snowcover, adjusting the snowcover mass, depth, and thermal 
properties at each time step. The surface layer is considered to be the active layer, with its thickness set to a 
constant value (0.25 m), representing the approximate depth of significant solar radiation penetration. All surface 
energy transfer occurs in this layer. The lower layer is simply the remainder of the snowcover below the surface 
layer. Both layers are assumed to be homogeneous and are characterized by their average temperature, density, and 
liquid water content. 

The model assumes that energy is transferred between the surface layer and the lower layer and between the lower 
layer and the soil by conduction and diffusion. At each time step, the model computes the energy balance and the 
snow surface temperature and then adjusts the tenlperature and specific mass of each layer. If the computed energy 
balance is negative, the cold content, or the energy required to bring the temperature of the snowcover to OaC, is 
increased, and the layer temperature decreases. If the energy balance is positive, the layer cold content is decreased 
until it is zero. Additional input of energy causes the model to predict melt. If melt occurs, it  is assumed to displace 
air in the snowcover, causing densification and increasing the average liquid water content of both layers. Liquid 
water in excess of a specified threshold becomes predicted runoff. Though meltwater i s  usually generated in the 



surface layer, mass lost to m o f f  is removed from the lower layer. The thickness of the d a c e  layer remains 
constant until the lower layer is completely mebed. At that time, he model treats the snowcoves as a single layer. 

The input dam must be specified at a time resolution of 6 h or less, although betier results are obtained with 3 h or 
less. The computational time step is normally 1 h, although under certain conditions, partieu1arIy when the snow 
layers h o m e  very thin, the model will use a smaller time step to ensure solution stability. The input data are 
interpolated internally to match the computational t h e  step. 

The model has a p i n t  version and a grid version. Both vmions, along with many other physical maleling tools 
and image viewing and manipulation utilities, are implemented in a software package called Image Processing 
Workbench 0. This soRware is in the public domain and is fully documented (Marks and Domingo, 1997). 
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Fig. 1 Diagram of snow model components (energy fluxes in normal type, water fluxes in Italiw) 

MODEL INPUT DATA 

The static data required is a digital elevation model @EM) for the area to be simulated. The resolution should be 
adequate to describe the important topogmphic features (elevation, slope, aspect) that would affect the energy 
budget of the snowpack, while at the same time having a manageable number of grid cells to keep the computations 
within reasonable time limits. Generally, the larger the area to be modeled, the larger the grid celI size. Examples 
of grid cell sizes are 75 m for the Wasatch mountain application and 250 rn for the Boise River. This DEM is 
required for determining net radiation input to the snowpack, and it is used in the spatial interpolation of the 
meteorological input fields. 

The meteorological data required include spatial fields of precipitation, air temperature, net solar radiation, 
incoming thermal (long-wave) radiation, vapor pressure, wind speed, and soil ternparamre for each time step in the 
perid to be simulated. Some of these data are more readily available than athers, so there is a varying degree of 
accuracy in the spatial fields of these variables, and some of them may have to be estimated. One of the main 
sources of these data is the Natural Resources Conservation Senrice (NRCS) SNOTEL network other data sources 
include the National Weather Service WWS) cooperative observer network, meteorological stations opmted by the 
U. S. Bureau of Reclamation, and sites instrumented for research purposes, such as those in the Oregon Cascades 
installed by the U. S. Environmental Protection Agency. 

Net radiation can be determined in different ways, depending on the data available. 'Irbe d n g  point is to calculate 
fields of clear sky solar radiation using a model contained in JPW, with the DHM as input. If solar radiation 



measurements are available, an adjustment factor based on the observed data can be applied to these fields. If no 
solar radiation measurements are available, adjustments can be made based on the difference between daily 
maximum and minimum temperatures, which is an index of cloud cover (Hungerford et al., 1989). 

Vapor pressure can be derived from relative humidity and air temperature (there is a convenient IPW utility to do 
this). If no humidity data are available, one can often assume that the dew point is equal to the daily minimum 
temperature. 

Precipitation and temperature fields can be interpolated h m  the station data using a procedure based on detrended 
kriging developed by Garen et al. (1994) and Garen (1995). If data are available at a time resolution greater than or 
equal to the data time step to be used in the model, these fields can be interpolated directly. Often, however, only 
daily data are available at many or all of the stations in the region. In this case, the daily fields can be calculated, 
then they must be disaggregated down to the required model time step. To do this, at least one representative station 
with the required time resolution must be available. For precipitation, one can disaggrcgate by applying a set of 
fractions to the daiIy total at each grid cell. The fractions represent the portion of the daily total occurring in each of 
the time steps within the day. A set of fractions for each day during the period to be modeled can be derived for 
each station with the higher time resolution data, then these can be averaged to arrive at a single set to apply over 
the whole region. For temperature, one can calculate values for each time step as a weighted sum of the maximum 
and minimum temperatures for the day. The weights can be derived to replicate a typical diurnal cycle for the 
location and time of year. These procedures were used by Garen and Marks (1996) and by Susong et al. (1996). 

Depending on the amount of station data available for the other variables, the detrended kriging spatial interpolation 
procedure can be used, or, if there are insuficient stations, ,areal average values can be used to develop the 
necessary spatial fields of these elements. 

MODEL OUTPUT 

As output, the model produces two multi-band images, an energy and mass flux image (10-band) and an image of 
snow conditions (Bband). These can be output at any desired temporal frequency, generally less than the 
computational time step. The energy and mass flux image contains the following information (average or total 
refers to values since the previous output image): 
- average net all-wave radiation ( ~ l r n ~ )  
- average sensible heat transfer (wlm2) 
- average latent heat exchange (w/rn2) 
- average snowlsoi1 heat exchange (w/rn2) 
- average advected heat from precipitation (w/rn2) 
- total evaporation (kg, w mrnlm2) 
- total melt (kg, or mmlrnl) 
- total predicted runoff (kg, or mmlm2) 
- snowcover cold content (~lrn*) 

The snow conditions image contains: 
- predicted depth of snowcover (m) 
- predicted average snow density (kg/m3) 
- predicted specific mass of snowcover (kglm3) 
- predicted liquid water in snowcover (kg/m3) 
- predicted temperature of surface layer ("C) 
- predicted temperature of lower layer ( O C )  
- predicted average temperature of snowcover ("C) 
- predicted lower layer depth (m) 
- predicted liquid water saturation (%) 

Model output can be used in several ways. The images can simply be viewed to obtain a visual representation of the 
spatial distribution of the desired variable. They can aIso be made into a movie to provide an animated picture of 



the snow accumulation and melt. The images can be analyzed to determine, for example, dates of maximum snow 
or melt out at selected locations in the region, or they can be used as input to a hydrologic model for simulating 
streamflow. Certainly there are other possibilities as well. 

MODEL APPLlCATIONS 

h e r a l d  Lake. California: This was the original test area for the model, located in Sequoia National Park in the 
southern Sierra Nevada mountains of California. It is a small (1.25 km2) alpine catchment, most of  which is bare 
granilic rock, with elevations ranging between 2800 and 3416 m. This represented an intensive study, whose 
purpose was research, rather than an operational resource management application. The data monitoring and energy 
fluxes in this catchment are described in detail by Marks (1988), Marks and Dozier ( 1 992), and Marks et al. (1 992). 
The spatial version of the model was fist  applied to this basin in 1994. Two 10-day periods during the spring melt 
of I986 were simulated. This simulation required 120 MB of input data, generated 200 MB of output, and took 
9.5 h of computational time on a Sun Sparc-2 workstation. 

Park City. Utah; This study was conducted to investigate groundwater recharge, most of which comes from 
snowmelt, in a 460 km? area near Park City, Utah, on the east side of the Wasacch Mountains (Susong et at., 1996). 
Elevations range between 2000 and 3100 m. Simulations were carried out for 1994 and 1995 using a data time step 
of 3 h and a grid ceil size of 75 m (resulting in about 82000 grid cells). Meteorological input data came from six 
stations, four of which are NRCS SNOTEI, sites, and two of which are NWS cooperative observer sites. The spatial 
fields were interpolated using the detrended kriging procedure mentioned previously. Each year of this simulation 
required about 1.5 GB of input data, generated 1 GB of output, and took about 12 h of computational time on a Sun 
Sparc Ultra- 1 70E workstation. 

Cascade Mountains. Ore~gn; The point version of the model was used to investigate the dynamics of rain-on- 
snow during a large flood event in the Willarnette River basin in late January and early February 1996 (Marks et al., 
1997). Data were taken from two of three ecological monitoring sites installed and operated by the U. S. 
Environmental Protection Agency, which fonn an elevational transect across the west slope of the Cascade 
Mountains, about 100 km east of Corvallis, Oregon. Three simulations were made, at open and forested locatio~is at 
the high site (1 142 m) and at an open location at the middle site (929 m). Data from six nearby NRCS SNOTEL 
sires were also used to help verify model results and check on their spatial representativeness. The various energy 
fluxes were analysed to obtain a thorough understanding of the processes that took piace to create this tlood and the 
contribution of snowmelt to it. 

-daho: This  was a modeling exercise to apply the model to a relatively large catchment that is an 
ialportant source of irrigation water supply as well as having significant timber resources and recreational use. The 
idea was to begin working toward the use of the model operationally in the management o f  the extensive reservoir 
and water distribution system owned by the U. S. Bureau of Reclamation. The area modeled is the basin above the 
U. S. Geological Survey gaging station on the Boise River near Twin Springs, located about 45 krn east of Boise, 
Idaho. The drainage area is 2150 kml, with elevations ranging between I000 and 3200 m. Garen and Marks (1996) 
carried out an initial application of the model, sinlulating a one month period (April 1990) using a data time step of 
3 h and a grid cell size of 7-50 m (resulting in about 34400 grid cells). Meteorological data came from eight stations 
in and near the basin, five NRCS SNOTEL sites and three stations owned and operated by the U. S. Bureau of 
Reclamation. Again, the detrended kriging procedure of Garen et a[. (1 994) and Garen (1995) was used to prepare 
the spatial fields of precipitation and temperature. This one-month simulation required 500 MB of input data, 
generated 350 MI3 of output, and took 6.5 h of computational time on a Sun Sparc- lO workstation. 

A second application to the Boise River is currently underway. Since the first model application, three of the 
SNOTEL sites in the basin have been enhanced with solar radiation, humidity, wind, and snow depth sensors to 
provide data that previously had to be estimated. This application covers the time period I October 1996 to 31 July 
1997. Part of the goal of this work is to evaluate the worth of these additional sensors in improving the sitnulation 
of the snowpack. Longer-term, this model is being linked to a spatially distributed hydrologic model so that 
streamflow can be simulated (Schumann and Garen, 1998). 



These applications have demonstrated that spatially distributed energy balancc snow nlodeling is feasible and that, 
given good input data, the mode1 can simulate the accumulation and melt of a snowpack quite accurately. It is 
essential, then, that reliable methods of spatial interpolation of rneteorologicaI inputs be used. The detrended 
krigkg procedure used in two of these applications performed well, but there arc some areah uf refinement that 
could be pursued. As the prepamtion of the input data represents the major portion of  the effort required to perform 
a snow simulation, any improvements in the accuracy of the input fields or in the convenience of preparing them is 
well worth it. 

The spatial snow simulations required a significant amount of disk storage space and computational time. 
Constraints on these continue to diminish with the rapid advances in computer tcchnolagy. Nevertheless. these 
requirements are somewhat demanding in an operational environment, and it may be possible to find ways to 
streamline the way the model processes data, at least to reduce the disk storage requirements. It is expected that 
computational times will fall steadily with the rapid leaps in computer processing spceds. 

The future plans for the model include adding a forest canopy effects algorithm and linking the model to a spatially 
distributed hydrology model for simulating streamflow. Tt is envisioned that this rnodcl will becunle a practical tool 
useful for resource management decision making. 
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Absaact: The recognition of the role of soil moisture in hydrologic modeling has grown significantly 
in recent years, especially in linking hydrologic and atmospheric models. As a system state variable, 
soil moisture impacts evaporation and idiltration directly. It has been shown that microwave remote 
sensing can be used to measure soil moisture. The depth of the layer measured increases as the 
wavelength used increases. Current choices of satellite observing systems include single channel 
active microwave (radar) and multichannel passive microwave operating at short wavelengths. 
Radars generally offer high spatial resolution (- 20 m) but the signal is difficult to interpret for soil 
moisture due to the equal or greater importan= of other factors in determining the response. Passive 
microwave satellite F e r n s  have low resolution (- 50 km) but are generally more adaptable to robust 
interpretation algorithms. None of the currently available satellite systems can be readily interpreted 
for soil moisture measurement, although under specific sets of conditions it is possible. The future 
promises improvements in both active and passive microwave sensing that will benefit soil moisture 
and hydrology. The next generation of passive microwave sensors, due for launch in 2 years, will 
offer a much longer wavelength than currently available. Other systems are being proposed that could 
provide both global and high resolution soiI moisture measurements. 

INTRODUCTION 

The upper few centimeters of the soil are extremely important because they are the interface between 
soil science and land-atmosphere research and are also the region of the greatest amount of organic 
materid and biological activity. Since spatially distributed and multitemporal observations of surface 
soil moisture are rare, the use of these data in hydrologic modeling has not been fully explored or 
developed. The ability to observe soil moisture frequently over large regions could significantly 
improve our ability to predict runoff and to partition incoming radiant energy into latent and sensible 
heat fluxes at a variety of scales up to those used in global circulation models. Temporal observation 
of surface soil moisture may also provide the information needed to determine key soil parameters 
such as saturated conductivity (Ahuja et al., 1993). These sensors provide a spatially integrated 
measurement which may aid in understanding the upscaling of essential soil parameters from point. 
observations. 

In this paper the basis of microwave remote sensing of soil moisture will be presented along with the 
advantages and disadvantages of dierent techniques. Currently available satellite sensor systems will 
be described. It should be noted that there are no satellite systems in operation that are truly capable 
of providing reliable soil moisture measurements. 



MICROWAVE RF,MOTE SENSING 

A general advantage of microwave sensors (as opposed to visible and infrared) is that observations 
can be made under conditions of cloud cover. In addition, these measurements are not dependent on 
solar illumination and can be made at any time of the day. Vegetation has an attenuating effect on 
microwave reponse hctions which can often be removed. The sensor actually measures a shallow 
depth of the soil which is approximately 114 the wavelength (based on a range of wavelengths from 
2 to 21 cm). 

There are two basic approaches used in microwave remote sensing, passive and active. Passive 
methods measure the natural thermd emission of the land surfhce at microwave wavelengths using 
very sensitive detectors. Active methods or radars send and receive a microwave pulse. The power 
of the received pulse is compared to that of the pulse sent to obtain the backscattering coefficient. 
The backscanering d c i e n t  is then related to the characteristics of the target. In the next section, 
common elements of the two approaches are presented followed by descriptions of the individual 
techniques. 

The microwave region of the electromagnetic spectrum comprises the wavelengths between 1 and 
100 cm. W~thin this region, there are various bands that are protected. These bands are often referred 
to by a lettering system. Some ofthe relevant bands that are used are: K (-0.8 cm), X (-3 cm), C 
(-5 cm), S (-1 0 cm), L (-20 cm), and P (-50 cm). 

FundementalBasis; Microwave sensors measure a variable that is ultimatly related to an electrical 
property of the target called the dielectric constant. When the sensor is capable of seeing the soil, the 
dielectric constant is a composite of the values of its components: air, soil and water. Although the 
dielectric constant is a complex number, for most soil mixtures the imaginary part is small and can 
be ignored for computational purposes without iiitroducing significant error. Values of the real part 
of the dielectric constant for air and soil particles are 1 and 5 respectively. Water has a value of about 
80 at the longer wavelengths considered here (> 5 cm). The basic reason microwave remote sensing 
is capable of providing soil moisture information is this large dielectric difference between water and 
the other components. Since the dielectric constant is a volume property, the volumetric fraction of 
each component is involved. The computation of the mixture dielectric constant has been the subject 
of several studies and there are different theories as to the exact form of the mixing equation (Ulaby 
et al., 1986). A simple linear weighting function is typically used. 

owave Meth- Passive microwave remote sensing utilizes highly sensitive 
radiometers that measure the natural radio thermal emission at a particular wavelength. The 
measurement provided is the brightness temperature, TB, that includes contributions from the 
atmosphere, reflected cosmic radiation, and the land surface. Atmospheric contributions are 
negligible at wavelengths >5 cm (the microwave region of interest here). Cosmic radiation has 
known values and is easily incorporated into computations. Therefore, T, is essentially dependent 
on the land surface condition. 

The brightness temperature of an i s o t h d  surface is equal to its emissivity multiplied by its physical 
temperature. If we independently estimate physical temperature, emissivity can be determined. 



Microwave d v i t y  varies k w e e n  0.6 and 0.95 for most land surfaces. At these wavelengths the 
reflectivity is equal to 1 minus the emissivity. Ernissivity is functionally related to the dielectric 
constant. 

For natural conditions, varying degrees of vegetation will be encountered and this affects the 
microwave rnesmment. Vegetation attenuates the sensitivity of the interpretation algorithm to soil 
moisture changes and increases the possibility of significant error. The attenuation increases as 
wavelength decreases. This is an important reason for using longer wavelengths. At longer 
wavelengths it is possible to mrrect for vegetation using a vegetation water content related 
parameter. An algorithm fbr e s t b t h g  surfhe soil moisture from TB has been presented in Jackson 
(1993). 

A problem with passive microwave methods is spatial resolution. For a given antenna size, the 
footprint size increases as wavelength and altitude increase. For realistic satellite designs at L band 
this might result in footprints as large as 100 Sun. Recent research has focused on the use of 
synthetic aperture thinned array radiometers which d d  decrease the footprint size from satellites 
down to 10 km. 

Active A Methods:A position active microwave sensor that measures the sent and 
&ved power is called a scatterometa. These instruments measure the backscattering coefficient 
(6. Through theory described in Ulaby et al. (1 986), the backscattering coefficient can be related 
to the surface reflectivity. As described for the passive methods, these results can then be used to 
determine surface soif moisture. For active techniques, the step between the measurement of the 
backscattemg coefficient and the surface reflectivity is a bit more involved. The geometric properlies 
of the soil surface and any vegetation have a greater effect on these measurements and simple 
correction procedures are dificult to deyelop. 

The signals sent and r&vd by a radar are usually linearly polarized, either horizontal (HJ or vertical 
0. Combinations possible are HH, W, HV and VH. More advanced multipolarization research 
systems can make all of these measurements simultaneously. 

For bare sods, all models that relate the bcksatteing d c i e n t  to soil moisture require at least two 
soil parameters, the dielectric constant and the surface height standard deviation @&IS). This means 
that in order to invert these models, the RMS must be determined accurately. 

For a given sensor configuration (wavelength and viewing angle), different results are obtained at 
merent p o b t i o n s  but stiIl depend on these same two variables. Current research approaches to 
determining soil moisture with active microwave methods utiIize dual polaimtion measurements. 
W~th two independent measurements of two dependent variables, it is possible to solve for both the 
dielectric constant and the RMS. Algorithms incorporating this approach are presented in Oh et a]. 
(19921, Shi et al. (1997) and Dubois et d. (1995). These do not work with vegetation nor can they 
be used with existing or near future satellites. 

Active microwave sensors on aircraft and spacecraft typically employ synthetic aperture techniques 
radar (SAR) which utilize the motion of the platform to synthesize larger antennas. Exceptional 



spatial resolutions with footprints on the order of 20 m can be achieved from satelBte attitudes. 

CURRENT AND NEAR FTTURE SENSOR SYSTEMS 

To a large degree, rewirch and applications utilizing microwave sensors are dependent on the 
instruments currently available. As the needs for sail moisture studies have developed, some new 
instnunents have emerged to satisf'y the d. However, soil moisture is a small voice in the crowd 
asking for new satellites. Therefore, for the most part we must take what we can get which is 
generally a nonopt id  system that limits the research and development that can be accomplished. 
Current and mar future microwave sensors operating satellite platforms are described in the following 
sections. 

Satellite based sensors offer the advantages of luge area mapping and long term repetitive coverage. 
Revisit time can be a mitical problem in studies involving rapidly changing conditions such as surface 
soil moisture, With very wide swaths it is possible to obtain twice a day coverage with a polar 
orbiting satellite. For most satellites, especially if viewing angle is important, the revisit time can be 
much longer. Optimizing the time and &quency of coverage is a critical problem for soil moisture 
studies. 

Currently, all passive microwave sensors on satellite platforms operate at very short wavelengths 
(x1.5 cm). Of particular note is the S S M  package on the Defense meteorological satellites 
(HoIlinger et al., 1990). These satellites have been in operation continuously since 1987 and provide 
the following combinations of wavelength and polarizations: 0.3 cm H and V, 0.8 cm H and V, 1.3 
cm V, and 1.5 cm H and V. The system was designed for estimating atmospheric parameters 
primarily over oceans and not land surface conditions. Therefore, interpreting the data to srtract 
surface information will require accounting for atmospheric effects on the measurement. The 
atmospheric c d d o n  and the shallow contributing depth of soil for these short wavelengths make 
the data of limited value. Spatial resolution is 70 km at the longest wavelength and 1 5 km for the 
shortest. 

The S S M  utilizes conicd scanning which provides measurements at the same viewing angle at all 
beam positions on a swath. This makes data interpretation more straight fornard and simplifies image 
comparisons. These sateiiites have a polar orbit that provides two passes a day over most weas 
roughly 12 hours apart. Close to the poles there will be daily twice a day coverage. As latitude 
decreases, the coverage becanes intennittent. For instance, in the central U. S. there might be several 
days with twice a day coverage followed by a day or two of no data or a single pass. This potential 
gap in coverage is offset to a degree by the fact that there are currently four d i f f e~en t  satellites in 
operation with slightly different local coverage times. This also means that there could be coverage 
at up to eiet times a day. 

Although it is not designed for soil moisture studies, under limited conditions (basically no 
vegetation) the SSMli satellite sensors can provide some very interesting information on soil 
hydrology, The results described by Heymsfidd and Fulton (1 992) and Teng et al . ( 1  993) are good 
examples of qualitative analyses. 



There has been only one quantitative evaluation of the S SIWI for measuring surface soil moisture 
(Jacks04 1997). In this study, data collected in two large scale experiments conducted over a mostly 
grassland watershed in Oklahoma were availrlble for evaluating the capabilities of S S m  data for soil 
moisture mapping. Physically based models were used to relate the satefite data to the ground 
observations. The results indicated that for this grass dominated subhumid area that a soil moisture- 
ernissivity relationship with an error of estimate of 5.3% could be developed that incorporated the 
range of temperature and vegetation conditions encountered. Figure 1 summarizes the results using 
SSWI as well as an aircraft sensor operating at a much longer (and better suited) wavelength. The 
key aspect of these d t s  is that the range of response in TB is quite limited under the low vegetation 
conditions of this particular study. This means that the dgorith is very sensitive to any uncertainties 
andlor errors in the various parameters and inputs required. Longer wavelengths provide more 
reliable and robust algorithms. 

There is currently a passive microwave research sensor system on board the Russian MIR space 
station. This package called Priroda has only seen limited use due to the continuing problems with 
the platform. It does have a wide range of wavelengths including a C band (-5 crn) microwave 
radiometer. Some data has been collected over portions of the U.S., in particular Oklahoma, 

Within two to three years two versions of a new passive microwave sensor system will be launched. 
This is the Advanced Microwave S b n g  Radiometer (AMSR). The &st scheduled for late 1999 
will be on a Japanese satellite and the second will be on a NASA platform. This system will include 
many wavelengths including C band. There are plans by both Japan and NASA to produce soil 
moisture athates as research level products for regions of low vegetation cover. AMSR will offer 
significant improvements beyond SSM/I, however, it is still not the optimal solution. An L band 
system is still a shortcoming of all the space programs. 

At present there are three operational radar satellites. ERS- 1 was launched by the European Space 
Agency in 199 1 and provides C band W synthetic aperture radar (S AR) data. Although numerous 
investigations have been conducted which attempt to utilize ERS- 1 data, there have been few 
reported results in the area of soil moisture estimation. This is due to the limitations of using a single 
short wavelength and a single phization SAR with an exact repeat cycIe of 35 days. With this kind 
of temporal coverage, the data will be of little value in process studies. ERS-2 was launched in 1995 
to provide continuing coverage and at the present time data may be obtained from both satellites. 
JERS-1 is operated by the Japanese and provides L band HH SAR data and also has a long repeat 
cycle. Some improvement may be provided by the Canadian RADARS AT sensor launched in 1 995. 
This satellite has a C band HH SAR with a more frequent revisit interval. 

As noted, the ERS-1 satellite has a C band W SAR with a nominal incidence angle of 23" and has 
been in operation since 199 1. It provides repeat coverage every 3 5 days. Based on the early work 
on soil moisture and d described in Ulaby et d. (1 9861, there is reason to believe that under the right 
conditions this satellite might be able to provide surface soil moisture. A number of investigators 
have evaluated this potential. 

One rather extensive ERS- 1 study was reported by Cognard et al. (1 995). This investigation involved 
a total of 14 ERS-I scenes collected over a two year period. The data were collected within the 



Gontext of a river basin study with 13 test sites. B d  on field level analysis, the authors found that 
the fl -soil moisture relationship was highly dependent on vegetation and associated tillage 
conditions. At this level, significant effort would be required to determine soil moisture. A 
significant improvement was made when the average o0 for the basin (12 kd ) on each day was 
compared to the average soil moisture from the 13 sites. However, the sensitivity of @ to soil 
moisture was very low, about 1 00/o volumetric soil moisture for 1 dB & . Considering the absolute 
accuracy of the $ values, this means that a considerable amount of uncertamty must be expected in 
the soil moisture estimates. 

SUMMARY 

Surface soil moisture can be measured using microwave sensors. The ability to monitor surface soil 
moisture over extended time periods and areas could provide valuable new information on soil 
parameters and processes related to hydrology. Depending on the platform and the sensor, the s d e  
of application could range from a few meters to the globe. 

There are limitations on microwave based soil moisture sensing. At the present time it is recognized 
that at some level of biomass the vegetation will mask the signal from the soil. The use of longer 
wavelengths can minimize this effect. 

Passive and active microwave sensors each have advantages and disadvantag~. The spatial 
resolution of passive instruments will limit the range of applications when used on a satellite. 
Sensitivity to other surface features could limit the usefbess of active systems. Selecting the best 
system will require t radeoffs and prioritizing applications. It may be that the optimal sensor system 
would include both an active and a passive instrument. This would allow a range of applications and 
the synergism of the two types of measurements to provide new information. 

Wide scale research and application will continue to be severely hampered by the currently available 
and planned satellite instruments. All of these instruments have been designed for some other 
purpose. Although the optimal systems for soil moisture are Imown,the priority is not high within 
the current space agency programs. Discipline groups such as soil science and hydrology must be 
more aggressive with these agencies to make them recognize the need for appropriate long 
wavelength microwave sensors in space. 

REFERENCES 

Ahuja, L. R., Wendroth, €I., and Nielson, D. R., 1993, Relationship between the initial drainage of 
surface soil and average profile saturated hydraulic conductivity, Soil Science Society of America 
Journal, 5 ,  19-25. 

Cognard, A, Lo- C., Nonnand, M., Olivier, P., 0111% C., VIU-Madjar, D., Louahala, S., and 
Vidal, A., 1995, Evaluation of the ERS- 1 /synthetic aperture radar capacity to estimate surface soil 
moisture: two-year results over the Naizin watershed, Water Resources Research, 3 1, 975-982. 



Dubois, P. C., van Zyl, J., and Engman, E. T., 1995, Measuring soil moisture with with imaging 
radars, E E E  Trans. on Geoscience and Remote Sensing, 3 3, 9 1 5-926. 

Heymsfield, G. A and Fdton, R., 1 992, ModuIation of SSMfl microwave soil radiances by rainfall, 
Remote Sensing of Environment, 29, 187-202. 

Homer, J. P., Peirce, J. L., and Poe, G. A., 1990, S S M  instrument evaluation, IEEE Trans. on 
Geoscience and Remote Sensing, 28, 78 1-790. 

Jackson, T. J., 1993, Measuring surface soil moisture using passive microwave remote sensing, 
Hydrological Processes, 7, 139-1 52. 

Jackson, T. J., 1997, Soil moisture estimation using SSMa satellite data over a grassland region. 
Water Resources Research, 33, 1475-1484. 

Oh, Y., Sarabandi, K., and Ulaby, F. T., 1992, An empirical model and an inversion technique for 
radar scattering from bare soil surfaces, IEEE Trans. on Geoscience and Remote Sensing, 30, 
370-381. 

Shi, J., Wang, J., HSU, A, O'Neill, P. E., and Engrnan, E. T., 1997, Estimation of bare soil moisture 
and surface roughness parameter using L-band SAR image data, IEEE Trans. on Geoscience and 
Remote Sensing, 35, 1254- 1266. 

Ten& W. L., Wang, J. R., and Doraiswarny, P. C., 1993, Relationship between satellite microwave 
radiometric data, antecedent precipitation index, and regional soil moisture, Int . J. of Remote Sensing, 
14, 2483-2500.. 

Ulaby, F. T., Moore, R. K.,  and Fung, A. K., 1986, Microwave remote sensing: active and passive, 
Vol. ILI, from theory to application, Artsch House, Dedham, MA. 



0 
0.7 0.75 0.8 0.85 0.9 0.95 1 

Emissivity 

Figure 1 .  Relationships between passive microwave emissivity and volumetric soil moisture 
for SSMn and L band. 



A MODULAR APPROACH TO INTERACTIVE WATERSHED MODELING 

By John L. Kittle, JLKittle Consulting, Decatur, Georgia; Paul R. Hummel, AQUA 
TERRA Consultants, Decatur, Georgia; Paul B. Duda, AQUA TERRA Consultants, 

Decatur, Georgia; Alan M. Lumb, U.S. Geological Survey, Reston, Virginia 

Abstract: As the requirements for hydrologic modeling expand and change, the need for a 
flexible modeling system becomes essential. AQUA TERRA Consultants, in conjunction with 
the U.S. Geological Survey, is developing an interactive hydrologic modeling system known as 
GenScn (GENeration and analysis of model simulation SCeNarios). The system supports all 
aspects of modeling, from model setup and data management to model calibration to analysis of 
alternatives. 

GenScn is intended for a wide range of hydrologic situations and locations. Thus, the ability to 
incorporate a suite of models within the system has been a continuing focus during development. 
Current technology allows existing model codes to be compiled into Dynamic Link Libraries 
(DLLs) which may then be accessed by the system. This allows model codes to be incorporated 
into the system as they are, without rewriting them in a different language. 

In developing GenScn, care is being taken to develop reusable components to perform specific 
tasks such as mapping, plotting, and time-series data management. This results in clearly defined 
and easily tested module codes which may then be used within other modeling systems with 
minimal effort. 

User interaction with GenScn is through a Graphical. User Interface (GUI). Significant effort is 
being made to minimize a user's effort to perform tasks and to allow direct manipulation of the 
elements of the system. An on-line help system allows the user to access information about 
specific portions of the system's windows. A hypertext version of the model's user manual may 
also be accessed. 

The system is being tested in several locations (Truckee-Carson River Basins, Guadalupe River 
Basin, DuPage County, IL) and can easily be adapted to other locations. Geographic Information 
System (GIs) data can be used in GenScn to generate maps and tables which aid in the analysis. 

Use of watershed models like the Hydrological Simulation Program-FORTRAN (HSPF) 
(BickneIl, 1 997) traditionally involved using a text editor to build an input sequence to describe 
a watershed's physical and water management characteristics. For large, complex river basins, 
input sequences were often thousands of lines long when water quality was simulated in addition 
to the hydrology. The process of making changes was time consuming and complex. In addition, 
analyzing results from several model runs required manually and tediously keeping track of time- 



series data sets from all scenarios at multiple locations for several consiituents. The analyzer 
often had to reformat the results and use separate programs to analyze results and prepare the 
needed tables and graphs. 

The development of GenScn came as a response to the need to make HSPF input sequences 
easier to build and HSPF output easier to analyze. The requirements for the soflware were 
refined based on experiences with ANNIE (Lumb, 1989 and Flynn, 1995) and the HSPF Expert 
System (Lumb, 2994). The scenario generator provides advanced interaction with the HSPF 
input sequence and integrated analysis capabilities. The program provides an interactive 
framework for analysis built around an established and adaptable watershed model. The results 
of different scenarios can be easily compared and analyzed because the model and analysis tools 
are linked in one package and use a common data base, 

A scenario consists of an input sequence, its output reports, and associated time-series data. Each 
input sequence describes a scenario. Once the model is run for a particuIar scenario, output 
reports and time-series data specified in that scenario's input sequence are available for analysis. 
A new scenario is created by copying an existing input sequence, modifying this input sequence 
to describe the new scenario, and then running the model. Where specified by the input sequencc, 
output files and time-series data are automatically generated when the new scenario is run for 
comparison with other scenarios. 

When changes to the input are complete, the HSPF model can be executed. HSPF checks the 
validity of the input sequence. Changes that are incomplete or inconsistent are referred back to 
the user for further refinement. 

After execution is complete, the user may interactively specify results to be analyzed. Data to 
analyze may be specified by selecting scenario, location, and constituent names. Locations may 
also be specified graphically by clicking locations on a map. Results can be viewed either on the 
display screen or on printed output. 

Results are available as tables and plots of the simulated data or results of statistical analyses of 
the data. A wide range of plots can be specified, including a standard time-series plot, a time- 
series plot of the difference between two time series, a bar chart, a flow-duration plot, a scatter 
plot of one time series versus the difference between two other time series, a scatter plot of two 
time series including an optional 45 degree line and regression line, and an event frequency plot. 
Statistical anaIyses include comparing two time series over a range of class intervals and 
constituent duration analysis. lncluded in the duration analysis is a lethality analysis 
methodology which links frequency data on instream contaminant levels to toxicity information 
resulting from both acute and chronic laboratory bioassays. 

A METAPHOR FOR WATERSHED MODELING 

A successful user interface for watershed modeling displays information to the watershed 
modeler in a manner consistent with the modeler's world view and needs. The goal of the 



interface is to provide layers of information - a summary of information about the project in the 
main window along with a multitude of other windows which show additional information. This 
includes details about the watershed, model parameters and results along with complete 
documentation of the model's algorithms. The GenScn user interface has a main window which 
uses a map to show the watershed's spatial characteristics, text boxes which summarize locations 
where detailed information is available, scenarios which have been simulated (for model runs) or 
collected (for observed data), and constituents for which data is available. From the main 
window the user can activate a scenario, edit the description and parameters for the scenario, and 
run the model. The user may d y z e  results by selecting desired scenarios, locations and 
constituents and then selecting the time-series data available. A span of time and the analysis 
tool(s) are then selected to generate the desired tables, graphs, statistical summaries, or 
animations. 

REUSABLE COMPONENTS 

The design of reusable components has played a key role in the development of GenScn. The 
result of using these components includes (i) reusability within GenScn (references from 
different locations or with different parameter sets) (ii) reusability within other modeling 
systems, and (iii) more easily defined and tested modules. 



A significant effort has been invested in developing a suite of modules for the graphical and 
tabular display of time-series data and other analysis results. The modules allow the programmer 
to set initial values for the parameters which define the plot or listing (e.g. data values, number of 
curveslcolumns, text labels). All plots and listings allow the end user to customize them to their 
liking using pull-down menus. 

Initially GenScn used the Watershed Data Management (WDM) FORTRAN library of 
subroutines for time-series management. A set of subroutines were developed to interface 
between the Visual Basic GenScn code and the existing FORTRAN routines. This allowed the 
well-tested and well-documented WDM code to be preserved. 

During development of GenScn, it was necessary to incorporate different types of time-series 
data (i.e. storage and model formats). To make GenScn work with these different data types in a 
consistent manner, a generic data structure was developed. Specific routines for each data type 
were written to fill the data structure. GenScn was then able to use this data stnrcture in the same 
manner for all types of data. 

Several other analysis tools were developed using existing FORTRAN codes which had already 
been tested and documented. The codes were compiled into DLLs and then called by GenScn 
using new code which interfaces to the DLLs. The duration and comparison analyses were both 
developed using this method. Another tool which allows the generation of new time series based 
on existing time series was also developed in this manner. 

DEFINITION, SIMULATION AND ANALYSIS OF A SCENARIO 

As an example of a possible scenario generator operation, assume we want to investigate the 
effect of severe drought. We might define this drought as a given period where precipitation is 
reset to three fourths of the normal amount. We will create a new scenario to simulate this 
drought period. We will perform this simulation using HSPF, and then we can analyze the results 
by comparing flows under normal conditions to flows under these drought conditions. 

The steps to build the above scenario example are as follows. From the main scenario generator 
window. select the "BASE(a calibration of the existing basin) scenario in the "Scenario" frame. 
Next, click the "Activate" button in the same frame. This brings up the GenScn Activate BASE 
window. Then click the "Save Ast' button to create a new scenario from this existing scenario. 
Call the new scenario u ~ ~ ~ ~ ~ H ~ w .  Now we have a new scenario, but this scenario is identical 
to scenario "BASE" until we modify it. Select "EXT-SOURCES" in the "Block frame. Change 
the multiplication factor for the precipitation source record to 0.75, representing three fourths of 
the normal precipitation. Click the "OK" button to save the revised ExtSources block. Next 
click the "Savet' button to save this new drought scenario. Now we can click the "Simulatet' 
button to the HSPF model for this scenario. When the simulation is complete, return to the 
main window to begin the analysis of results. 

The steps to view the results of the drought simulation (at one location) are as follows. In the 
"Locations" frame. select "GUADVICT". In the "Scenarios" frame, select "BASE" and 
"DROUGHT". In the "Constituents" frame, select "FLOW". Find time series which match 



these criteria by clicking the "+" button in the "Timeseries" frame. Suppose we would like to see 
daily flows for the normal and drought conditions plotted together. Select the "Ana1ysis:Graph" 
option from the menu bar or click the graph icon in the "Analysis" frame. Next, click the 
"Generate" button to produce the graph. The legend in the top left comer indicates which line is 
"BASE" and which is "DROUGHT". Compare the plots to see how much the flow is affected by 
these hypothetical drought conditions. 

COMMUNICATION WITH OTHER SYSTEMS 

I 
1 

GenScn is designed to work with data from other systems. Time-series input data can be used in 
GenScn in a variety of standard formats, including Relational Data Base (RDB - ASCII files of 
tab-delimited columns), WATSTORE (Hutchinson, 19771, and WDM. With these formats, data 
can be imported fiom various sources including the USGS NWIS database, commercially 
available data sets on CDs, the USGS World Wide Web site, and other sources used extensively 
within the USGS and EPA. The suite of tools produced through the USGS and EPA for the 
WDM system allow data in GenScn to be utilized by a wide range of other applications. 
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The data format used by the mapping capabilities of GenScn is the Environmental Systems 
Research Institute (ESRI) shape file. This format allows spatial data to be shared with GIS tools 
such as ArcView or ArcInfo. 

GenScn is also designed to use GIs data as input for building the initial scenario. Data 
specifying characteristics of a watershed can be input interactively or through RDB formatted 
files. This characterizing data consists of basic watershed parameters such as stream segments, 
their connectivity, lengths, slopes, and con~buting areas. The input formats for these data allow 
easy transfer from GIS to GenScn. 

EXTENDING GENSCN TO NEW REGIONS 

GenScn can be extended to new regions provided GIs coverages, time-series data, and 
characteristics of the stream network are available. The process of extending GenScn to a new 
region consists of building two files specifying the format and location of this data. 

The first step toward setting up GenScn for a region is to create the new project file. This task is 
accomplished h m  within GenScn by selecting 'New Project' €iom the 'File' pull-down menu. 
The user will be prompted to specify the names of the WDM file, the HSPF message file, any 
RDB file of time-series data, and the map file. If the WDM file does not exist, GenScn will 
create it, and the user will have the opportunity to add observed data to this file as described 
below. The HSPF message file is provided with the GenScn software. The map file name 
should be specified, and if the file does not exist it may be created interactively. Once these file 
names are entered the user can click 'OK' and the project file will be created. Use 'Save Project' 
from the 'File' pull-down menu to save the project file. 

The map file also can be created within GenScn. The map file contains information about the 
layers to be included on the map as well as other default map parameters. Layers to be displayed 
on the map must take the form of ESRI shape files. One of the map layers should be a shape file 
of gage locations. 

Time-series data can be imported for use in GenScn by clicking on 'Observed' in the scenario list 
and then clicking 'Activate'. Tn the current release of GenScn the user will be presented with the 
option of entering observed data in RDB or WATSTORE daily values formats. Modules to 
import data from additional formats may be added at a clearly defmed point in the GenScn code. 
After choosing one of these options the user proceeds to a window to enter information 
specifying the name of the file in which the data resides. Once specified the user may click on 
begin, and then for each data set in the file a set of parameters can be specified including the 
eight character scenario, constituent, and location attributes. 

The GenScn 'New Scenario' feature converts a set of tabular input files which describe the 
characteristics of a watershed to a HSPF User Control Input (UCI) file. This feature is accessed 
by clicking on the 'Ned button within the scenario frame in the main GenScn window. The user 
is prompted to specify the names of six input files, which are designed to be obtained from GIs 
coverages. 



EXTENDING GENSCN TO OTHER MODELS 

Although originally developed using the HSPF model, GenScn has been designed to be able to 
work with any surface water model which generates time-series results. GenScn does require 
each time series to be defined by a unique combination of scenario, location, and constituent. 
Several models have been incorporated into the GenScn system. 

Results from the Full Equations (FEQ) routing model (Franz, 1996) were incorporated into 
GenScn by writing modules which read the time-series results from the FEQ output files and 
adapt them into the time-series data structure used by GenScn. This allows resuIts h m  different 
FEQ scenarios to be compared. It also allows FEQ results to be compared with results from 
other models in GenScn. Future enhancements include building a DLL version of FEQ so that 
the model can be run from within GenScn. 

Two additional examples of models which could be incorporated into GenScn are the Diffusion 
Analogy FLOW model (IDAFLOW) (Jobson, 1 989) and the Branched Lagrangi an Transport 
Modeling system (BLTM) (Jobson, 1997). DLL versions of these models could be developed 
allowing them to be called from within GenScn. Their results could be adapted to the GenScn 
time-series data structure to allow GenScn's analysis tools to be used on them. 
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RAIN INFILTRATION INTO CRACKING SOILS 

S. N. PRASAD, PROFESSOR OF C I V L  ENGINEER, UNIVERSITY OF MISSISSIPPI, OXFORD, MS; 
M. J. M. RUMKENS, SOIL SCIENTIST, USDA-ARS, OXFORD, MISSISSIPPI; K. EELMING, SOIL 
SCIENTIST, U L F ,  ~ C H E B E R G ,  GERMANY 

Certain anaiyhl solutions of rain infi.1htion into dry cracked soil are pxesented with particular emphasis on tbe 
caldaliuns afponding h. The moqhdogv of gacks is m e d  by a rather simple geometric pattern whose scale, 
however. leads to a rnemngfd expression for ponding time. The analysis utilizes the wetting front solutions of 
horizontal *ion governed by Richards' equation as developed by the present authors in a recent study. The soil 
matrix e o n  m i c s  are repwntd by a set of two parameters given by Ahuja and Swartzendruber (1 972). 
T ~ E  ponding 6me egtimates appr to ages well with the data currently being obtained at the National Sehmentation 
Labamtory for Mtssissippi Delta clay soils. 

INTRODUCTION 

Due ta w h g  and shmlmg potentials, clay soils are hlghly dynamic in nature when subjected to varying hydrologic 
repmes. This leads to a hydrologic depdent morphology of field clay soils which gemally consist of large 
aggregates @eds) which are separated from the adjoining peds by vertical cracks. The geomeic patterns such as 
crack spacing, width and depth are strongly dependent OJI the histonc events of wetting and drylng as well as soil 
physm-hnbl  characteristics. Thus, the rain in6lhati011 t u b  these conditions consists of water movement both 
horizontally and vertically. When the vertical infiltration into the peds of the soil surface becomes smaller than the 
rainfall rate, runoff into the cra&s take place which is absorbed by the soil matrix of the peds. The net result is an 
enhanced infihraton by g.acking soil leading to much delay in -land flow generation, dthwgh the ponding on the 
ped surface may take place rather quickly. 

Most dthe hydrologic simuIation models in a c e  assume that Darcy-type flow is applicable in which rain water 
is absorbed first by the d a c e  layer, followed by downward mmmmt dependent on soil physical (hydraulic) 
propties, the present study is intended to imp- this asrmmption by ansidering rain infilmtion whch depends 
on the crack features of clay soils. The mothation fw the maid development is derived Crom an ongoing experimental 
research. Experiments are being conducted under laboratory mnditions (W& 1995) on sharky silty clay and dher 
clay soils generally found in the Mississippi Delta. Existence of cracks produced major impact on the data for the 
ponding times and the cumulative infiltration values. It was found that when the surface is laden with deep cracks, 
the ponding time was escalatad h m  the 5 to 20 minm range to the hmr range. This several fold increase in ponding 
time is the main focus of this paper. In as much as the crack morphology is quite complex, an attempt is made in the 
present model to reduce the infiltration dependence on a ratbtr simple geometric parameter. 

MODEL DEVELOPMENT 

In dry clay soils whose sur& cwsists of poIygonal mlumns, rain infillmtion primarily takes place through the cracks 
between the columns. As the surface water nlns d along the crack walls, capillary action of the dry sod mamx in the 
polygonal columns absorbs this water and mwes it horizontally. This is because the top d a c e  of the columns under 
natural rrunBrop impact cwdition develops suTface seal (crust) whose i n f i l e o n  rate is signifcantly smaller than the 
hydraSc conductivity of the channels formed between the polygonal columns by the cracks. Thus, it is assumed that 
the top mike of the polygonal oolumns immsdiately attains satmalion following the beginning of rainfall and runoff 
into the cracks takes place. Water entering the crack channels is imbibed into the oolumn matrix by capillary and 
osmotic action forces at the crack-ma~x i n t d e  and a process begins whose mathematical formulation and its 
solution is the main goal of this study. 

In the past model dmdopmerd of the flow of fluid in fmctmd media has been in the a m  of porous rocks. Pruess and 
Tsang (1990) muleled st&y flow in a variable fracture without a moisture exchange with the rock matrix. Kwicklis 
and Healy (1993) extended this steady flaw model to a simple idealized discrete fracture network with impermeable 



m k  matxix, other researcbm modeled ummated flow by replacing the matrix fradm system with an equivalent 
porous medium (c.g. W i h n  and Dudley 1987; Dykhuizen, 1987). Nintano and Buscheck ( 199 1) modeled flow in a 
W rdealized as two parallel plates with a coupling mss term -ting for the exchange of fluids between the 
fracture and the roclr matrix. Gerke and van Gmuchtm (I 993) modeled onedimensional unsteady vertical flow in 
a two-porosity system witb a coupling mss-flow moisture exchange tern. In a related area of practical importance 
when surface eann& maczqmw such as w m  holes, root holes are present, preferred flow paths of water exist 
(Beven and German 1982). Various theoretical studies based on numerical solutions of the Richards' equation for 
umamakd water mwement coupled with ctrtain model of flow in mamopores have been carried out in the past. A 
k - h p t  model of i&b&ion was suggested by Davidson (1984) into a soil containing regularly spaced water filled 
vertical crackp. 

For the sake dsimplicity here we assume that the soil & oDnsists of uniformly distributed cracks which result into 
colwnns of identical shapes in the form of solid cylinders whose lengths equal the depths of the cracks. We W e r  
simplify the gmme4q by assumhg thest polygonal oohunns to be squares in cross seaion of area t 2  and height H. The 
infiltration process consists of receiving the rainfall of intensiv i (cmlmin) on the cross d o n  of area t2 whch 
prazdes runoff into the vertical aides of the mluma The runoff is reoeived by the vertical walls of the columns and 
develops into a saturated film of water on them, thereby giving rise to absorption by the sail matrix. Initial water 
content of the columns is wumd to be zero and h m  time t = o onward, it is assumed that the moff  from the column 
s h  is mmmt and equals q, per unit length From the continuity condition of the rainfall and runoff volume, q, 
may be given by 

A sharp f?m& thmdm, will M o p  which will m t e  the wetted from the unwetted region and will advance away 
from the top surface downward and away ffom the crack face horizontally. The shape of the h n t  is primarily 
controlled by the conditions at the front but after the initial period the flow becomes essentially onedimensional and 
takes place horizontally with a downward m o w  tip. 

We consider the t w o d k d @  urmmted,  crack matrix system with matrix block, of half width (I,. Runoff water 
from the trrp surface emas into the sack qmiq region under a specific flux condition g, defined as the flux of water 
per unit ctistarsce along the crack edge. Lateral boundaries, x = I?/,* at the midpoint of the matrix (column) are no-flow 
boundaries so that the systwn my k viewed as an S i t e  periodic system of cracks  spaced I apart. The effect of 
@ty on the itow in the maniK is assumed to be m b l e  compared to capillary and the analysis considers ody half 
of the system by makrng use of the symmetry. The x-coordinate refers to the lateral distance (horizontal) fmm the 
crack face, and y coordinate is the vertical &tan= h m  the crack entrance (top surface). 

As runoff into the cracks begins, the flow between the columns is in the form of verlical sheet flow whose front 
descends downward with a finite velocity. Let the front be located at y = h(t); x = o. Thus, the part of the crack 
surf&, o syih, b o u h y  d t i o n  is given by 8= 8, where 8, is the atmation water content (volumetric) of the  soil 
matrix. F w ,  matrix diffusion occurs along streamlines which are normal to the crack plane. The process of 
diffuson may be v h d  to be taking place along one dimfmiaal Mnitely thin horizons pepndicular to the direction 
of sbeet flow along the cracks. Each horizon is bounded on the end x = o by the crack face and, the other end is 
bounded by the wetting front 6 @,t). The diffusion process in this horizon is gmmed by Richards' equation of 
unahmed flow with a cmmintiw type bolmdary cmWon at x = a. The entire infiltration cycle cdnsists of various 
flow periods due to the existence of geometric consfdm provided by changing boundary conditions. These periods 
are amciatd with the arrivals of the wetting h n t  at x = PI, and y = H. In the beginning, the flow along the crack is 
not much i n f l d  by the diffusion into the soil matrix and is in the form of shett flow driven by gramty at near zero 
matric potentials T. In tbis period, a simple model of downward sheet flow may be assumed to be Poheillean flow 
with a uniform thickness c, Applying the analysis of Bird et, al, (1 960), the velocity profile d t s  into a parabolic 
distribution whose m g t  velocity, v, is givlen 



where g is the acceleration due to Wty, and p and 0 are the thedensity and dynamic viscosity of water, respectively. 
The above result is rather simplistic, but considerably more complex surface veldty profiles rtsdt when spe&c 
geametry of frachlTed aggregate surfaces of mils as well as -on into tbe surface are considered. 

Following the above mentioned initial period which we assume to be small, the water fmnt travels downward but is 
relarded by the matrix diffusion. This period ends either when the front 6 (o,t) of the horizon aquals el, or when the 
downward travel depth h = H, whichever occurs hst. The present analysis focuses on M o p i n g  infiltration equation 
l h k d  fbr the pid, o stsT were T is the pamation time to rach the crack depth y = H. It is, tbertfote, assumed 
that conditions are such that the time needed for 8 (o,t) = I/, is larger than T. Certain simplistic infiltration equation 
may now be developed by considering mass integral balance equation of flow. Thus, we are concerned with finding 
the &tion of flow of watw downwad aad m h u o d y  diffusing into the column matrix when a constant runoff rate 
q, is intrduced at the top, y = x = o at time t = o. Thm is a sheet of water of constant thickness c adheTed to ihe 
fractured surface where B W,t) is the position of the wetting front in thc soil matrix. The mass balance equation. 
therefore, yields 

where 1 is the cumhtihz water diffusion into the soil matrix at point y = h at time t. It is o ~ o u  that I is primarily 
a funaion of the time water has been available for diffusion so that this time is the elapsed time since the arrival of the 
downward front. Thus, I is a function of I (t - r) where z is the value oft at which y(t) = h. Therefore, 

Equation (3) may now be written as an integral equation for the solution of h, 

Equation (5)  is similar to the Lervis-Mine equation whch was developed for the infiltration advance in surface 
irrigation studies. Motivated by the success of the applications of Lewis-Milne solutions, we model the cumulative 
diffusion function I in such a way that the method of Laplace T m t i m  becomes a valid approach for the solution 
of the integral equation ( 5 ) .  

Anal* solutiofls of Richads' equation which are consistent with the objectives in developing idtration equations 
for cracking seals, wen developed by RbZmkens and Prasad (I 992). The s p l d  series solutions developed in this study 
utilizes soil water df is ivity  function D(0), of the type 



where 0 is the volumetric water cmtknt, F(0) is a continuous function of 9 and F(o) $0, and n is a constant larger than 
unity. D iWvi ty  relationship which belong to these class of functions for certain lm and silty clay soils were 
investigated by Ahuja and Swartwndruber (1 972). A p a r h h r  relationship discussed there is given by 

where 0, is the sahmtd soil water content. Ahuja and Sw-r (1 972) reported the values of a and n for fine 
silty clay in the range of 0.68 cm2 lmin to 1.4 cml/min and 3.64 to 4.19, respectively. The saturated water content 
value for this soil was reported as 0, = 0.5. R6mkens and Prasad (1972) utilrzed the data given by these authors and 
found that the analytical solution for the water content profile compared quite f a d l y  with the experimental data 
as well as other numerical solutions reprkd in the litmatme. In the following development of inUration analysis 
of cmking soils, we adopt the tk term solution given in RChnkeas and Pmad (1992) for the case of horizontal flows 
into a single layer with satmation bwndary conditions WIA). 

The water content profile was given by 

where 

The wetting h n t  penetration 6, (t) is grven by 

#=A 2t 

where 



The cumulative cWusion I may now be calculated from (8) as 

which leads to the following 

where 

In the abve, (17), A is g m n  by ( I  4) so that X reflects the soil matrix characteristics. From the data wen by Ahuja 
and Swartzenhber (1972) for the m e  of fine silty clay an estimate of A is given by 

so Ihat the characteristic parameter is approximately equal to 

A = 0 . 3 5 c m / G  

Thus, the cumulative diffusion function for fine silty clay yields 

1=0.3 5f i  

In (20) the time t is in minute. When (20) is utilized in (5) and Laplace Transformation is applied to (S), then after 
considerable simplifications, we have the following solution of tbe downward mcrvemeni of the front h 

In the abwe erfc is the complunmmy e r m  hdba For the purpose of an approximate estimate of the ponhng time 
for cracking soils, rve let c = o in (2 1) and substitute the values from (1) and ( 1  9) to obtain 



where i is in cmtmin The experimental results rqmrtsd in Wells (1995) were for the constant rainfall rate of 30 
mmlhr = 1/20 mlrnin. Thus, a comparison of the ponding times may be made b e d  on 

where H is an average depth of the crack and Q is an average length scale of the peds. From the measurements on the 
size ofthe polygonal columns and an estimate of the crack depth the ratio 1/H is in the range of 2-4, whereas ponding 
times were in the range of 30-70 minutes. The comparhn, therefme, appears feasible but a more accurate 
measurement of the crack geo- is essential for W e r  improvement. 

CONCLUSIONS 

A rather simple model of infiltration process is proposed here from wluch ponding time calculations appear 
emumghg. In as much as the morphology of the surface of mdc& soils is highly sensitive to hydrolog~c variations, 
it is desirable to develop infiltration equations which are based on geometric parameters reflecting certain average 
q d t i e s .  In this a p t i o n  (23) may be viewed to be depmktt on a parameter which is the ratio of two d c e  
areas, namely the area of crack faces and the runoff aomibuting surface area. The development, however, is still in 
the elementary stage and needs further testing and improve~ents. 
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MODELING INFILTRATION AND STORM RUNOFF FROM SOILS WITH 
SHRINKAGE CRACKS 

M. R. Savabi, Hydrologist, USDA-ARS, SEWN,, Tifton, GA, Stationed at USDA-ARS, 
Subtraopical Horticultural Research Station, Mimai, FL ; and C. W. Richardson, Agri. Engin., 

USDA-ARS, Grassland, Soil and Water Research Lab, Temple, TX. 

Abfract; Soil surface crusting and shrinking cncks are common features of Vertisols. Although the Water 
Erosion Prediction Project (WEPP) infiltration component simulates the effects of surface crusting and 
macroporosity due to plant roots while adjusting the saturated hydraulic conductivity for soil surface conditions, the 
model does not simulate the effect of shnnkage cracks on infiltration. Therefore, the model was modified to 
simulate development of shtinkage cncks after a tillage practice and flow of water into the cracks. 
Hydrometeorotogical, soil, topography, and vegetation data from a pasture and a row-cropped watershed with 
highly shrinkage cracked Vertisols were used to test the WEPP hydrology component with and without a crack flow 
mutine. The results indicate that the addition of a crack flow routine improved the ability of the model to predict 
storm runoff on watersheds with Vertisols, near Riesel, Texas. 

Accurate prediction of soil water intake and storm runoff is essential in any hydrologic modeling. Factors affecting 
infiltration rate such as soil surface crust, macropores, and vegetal cover need to be considered while modeling soil 
water intake and storm runoff. Although the effects of vegetal cover and soil surface crust on infiltration have been 
studied by several workers (Roth et al., 1988, Rawls et al., 1983) the effects of nlacroporosity and shnnkage cracks 
in particular on soil water intake have not been studied in depth. Beven and German (1982) reported that the 
theories of Darcian soil water flow that treats the soil as a homogeneous medium may not adequately describe 
infiltration and soil water redistribution in the presence of macropores such as shr~nkage cracks. They grouped the 
macropores into four types: I )  pores formed by the soil fauna; 2) pores formed by plant roots; 3) cracks and fissures. 
and 4) natural soil pipes. Although all types of macropores may occur on different soil types to some extent, cracks 
and fissures due to shrmking and swelling of clay are common characteristics of Vertisols. 

One of the major characteristics of Vertisols is their high coeficient of expansion, shrmking and swelling. Vertisals 
are known for their susceptibility to shrinking and swelling and extensive shrinkage cracks. The volume changes as 
much as 40% (based on oven-dry volume) by drying from field capacity to 15 atm. Godfery (1964) reported that 
fissures that exist in swelling clay soils may be the remnants of shr~nkage cracks or slickenside boundaries. These 
natural fissures may have developed after long-term shrinking and swelling. Three shrinkage phases were reported 
by McGarry and Malafant (1987): 1) a structuraI phase at h g h  water content, in wbich volume change is less than 
the volume of water removed, 2) the volume reduction is the same as the loss of water, and 3) at low gravimetric 
water content, volumetn'c reduction of the soil is smaller than the volume of water removed. 

Shrinkage cracks have a significant effect on the soiI water intake of Vertisols. Blake et al., (1973) studied the- 
water recharge in soil with s h n k a g e  cracks. They reported that watcr flow is likeIy to diverge sharply from 
"normal" when cracks extend to the soil surface. Kosmas et al., (1991) studied soil water distribution of swelling 
and shrinking soils under irrigation. They reported that a significant amount of irrigated water may move to lower 
layer soils without wetting the surface soil layers. Beven and German (1982) evaluated infiltration models which 
take into account the effect of macropores on infiltration simulations. They argued that none of the models are 
entirely satisfactory to simulate water flow ~nto soil matrix and macropores. Furthermore, none of the inodels 
consider the spatial and temporal characteristics of the macropore system. This spatial and temporal variability of 
macropores is important, particuIarly in Vertisols where the shnkage cracks may not be present all of the time due 
to swelling andor tillage practices. Beven and German (1982) introduced a domain concept to model water 
movement in a combined macroporelmtrix media. The water movement within the soil matrix is one domain and 
the water moving to nucropores is the second domain. 



The WEPP infiltration component ( Savabi, et al., 1989) simulates the effects of surface crusting and macroporosity 
due to vegetation, while adjusting the saturated hydraulic conductivity for soil surface conditions. However, the 
model does not simulate the effect of shrinkage cracks on soil water intake and therefore, storm runoff infiltration. 
The objectives of this study were four fold: 1) to incorporate the simulation of developing shrinkage cracks after a 
tillage practice andor complete swelling stage, 2) to simulate the temporal variability of the shrinkage crack area 
and depth as function of soil moisture fluctuation, 3) to simulate the flow of excess rainfall into the shrinkage cracks 
and its transmition into lower soil layers, 4) to evaluate the model using hydrological data from a pasture and a crop 
watershed with Vertisols near Riesel, Texas. 

MODEL DESCRIPTION 

?be WEPP hydrology model tnakcains a continuous daily hillslope water balance by linking infiltration, 
evapotranspiration, percolation, and subsurface drainage flow (Savabi et al., 1989). Excess rainfall is calculated as 
the difference between rainfall and infiltration. The infiltration equation used in the WEPP model is a solution of 
the single layer Green and Arnpt equation (191 1) for unsteady rainfall as presented by Chu (1978): 
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Rainfall excess is produced when the ramfall intensity exceeds the infiltration rate. 

Effective saturated hydraulic conductivity (Ke) is an important parameter in determining storm excess ramfail and, 
therefore, runoff rate by the model. The effect of changes in vegetation cover and soil surface crusting on 
Infiltration prediction is simulated by the WEPP hydrology model, using the p h a l  area contribution method. The 
effective saturated hydraulic conductivity for the soil mahix may be provided by the user or estimated within the 
model using soil information provided by the user. 

Simulation Studies of the relationship between volume, occurrence of shrinkage cracks and 
soil properties are limited. In this study, we used the equations developed by Yassoglov et al., (1993) to predict 
fraction of area cracked and depth of shrinkage cracks. The cracked area at any given day after tillage is estimated 
by this equation: 

CA = 2.04 * COLE e(ch Mc) 

where 
CA = fraction of area cracked, m k 2  
COLE = coefficient of linear extensibility of top 350 mm of soil 
C - - clay content of top 350 mm of soil, percent 
MC = volumetric moisture content of to 350 mm of soil, m m-I 

The average crack width (CW in cm) was reported to be described by the following equation: 



where 
CWmax = maximum average crack width, assumed 0.75 cm, Yassoglov et al., 1993) 
MCs = soil moisture at saturation, m m- \ , 

a = constant, calculated for each soil (assumed 2.68 for Heiden soil) 

Finally the average shnnlrage crack depth (CD in cm) is related to the amount of clay, the fteId moisture content and 
the type of clay (Yassoglov et al., 1993): 

CD = 93.4 (COLE + C I M C ) ~ . ~ ~  ( 5 )  

Assuming that the shape of the shrrnkage cracks resembles a cylinder, the equivalent depth of water which may 
remain in the cracks (cm) was calculated by this equation: 

The amount of excess rainfall leaving the hlllslope, while cracks are filling, is determined by using the equation 
provided by Onstad (I 984) for depression storage: 

Qi = Eri FL 2 CS 
where 

Q - - runoff rate leaving the proftle, cm h* l 
PR = rainfall excess required to fill all the cracks storage, cm 
Er = excess rainfall rate, cm h-I 
i - - interval of rainfall intensity distribution 
FL = Dri-Qi, accumulated amount of excess ramfall filling the cracks, cm 

Shrinkage Crack 

Figure 1 - Schematic representation of crack flow simulation. CW is crack width, CD is crack depth, CT is 
water penebahg into the crack walls, f is infiltration, Er is excess rainfall and, Q is excess rainfall 
after subtracting crack flow. 



The depth of water filling the cracks for each rainfall event can be obtained by subtracting Q from Er. Equation 7 
allows a portion of excess rainfall to pass between the m k s  while the othw portion will remain in the cracks. The 
excess ramfall flowing into the cracks is absorbed horizontally into the peds using a method developed by van der 
Ploeg and Benecke (1 974). Calculated rainfall excess (Q) is then routed downslope to estimate the overland flow 
hydrograph using the kinematic wave method. 

MODEL VALIDATION 

Hydrometeorological records along with soil, vegetation, and topographic data from a pastured watershed (SW-12) 
and a row cropped watershed (W-12) located near Riesel Texas, were used to evaluate the new crack routine. The 
model simulated storm runoff, with and without the crack flow routine was cornpared with measured storm m f f  
during 1987-1992. 

W l !  T'he pasture watershed SW-12 is 2.97 acres in area with an average slope af 4 percent. 
The predominant herbaceous vegetation of the watershed are common broom weed (Xanthocephalum 
draclmculoides) and needlegrass (Stipa ssp.) .  Watershed W- 12 is located near watershed SW- 12 close to Riesel, 
Texas. The area of watershed (W-12) is 9.9 acres with an average slope of 1.5 percent. This watershed was planted 
with wheat, corn and sorghum during 1987, 1988, and 1989 respectively. The soils of the watersheds were 
developed from soft calcareous sediments which cover about 10 million ha in Texas. It is the most extensive 
swelling clay soil in the United States and it is closely related to the dark clay soils of the world (Godfery, 1964). 
The soil on the watersheds is classified as a Vertisol, Houston black clay series, recently named Heiden series. The 
soil is a frne mon~orillonitic d a y  in the thermic family of Udic pellusterts (Richardson et al., 1979). This soil 
belongs to hydrologic soil group D. The shrinkage cracks are a common feature of this soil which are caused by 
alternative swelling and shrinlung of the soil with changes in water content. A rnicrologer weather station was used 
to monitor maximum, minimum, and average air temperature, total precipitation, storm duration and intensity. 
Storm runoff and sediment leaving each watershed were measured. 

The WEPP input files were made based on ficld observations. Soil information provided by Elliot el al., (1989) for 
the top soil layer was used to make the soil data file (Table 1). The saturated hydraulic conductivity (Ks) of .47 
cmlh was calculated from rainfall and runoff data reported by Elliot et al., (1989) for freshly tilled Heiden soil 
(Table 1). 

Table 1, Soil data for Riesel watersheds, near Riesel Texas (after Elliot at al., 1 989). 
) Depth BD " Clay Sand Rock  OM^' KsJ' -33 kpa4/ - 1  500 kpa3/  COLE^' I 

- 

23 1.33 53 10 0.0 2.0 .47 36 22 ,101 
1 / BD = soil bulk density, 2/0M= percent organic matter, 31 Ks = smted  hydrualic conductivity, 41 water 
retained at -33 kpa, 51 water retained at -1 500kpa, 61 COLE = coefficient of linear extensibility 

The management fiIe and slope file were prepared for the cropped watershed and pastured watershed based on 
infomtion provided by farm managers. Some of the climate information required by the model such as radiation, 
wind speed and direction, and dew point temperature was not available for the entire simulation period. Therefore, 
missing climate data was generated using the CLIGEN model (Nicks and Lane, 1989). 

Although Equations 3-6 can be used to estimate the equivalent depth of shrinkage, the spatial variability of the 
shrinkage cracks and effect of farming practices on shrinkage cracks during the year were not studied by Yassoglov 
et al., (1 993). For the cropped watershed, W-12, it was assumed that tillage practices such as Tandem disk or 
Moldboard plowing destroy any shrinkage cracks which may exist. However, on the pastured watershed, SW-12, 
shrinkage cracks were assumed not to be affected by any land practices. The development of shmkage cracks after 
tillage on cropped watershed and for any given time for pastured watershed was assumed to be a function of soil 
water fluctuations, clay content and COLE. 



RESULTS AND DISCUSSION 

The WEPP hydrology model with and without a crack flow routine was tested on watersheds SW-12 and W-12. 
Only the measured storm runoff for the days with rainfall was seIected for comparison with model simulated 
runoff. Regression analysis, Nash and Sutcliff coefficient (R), and standard error (Se) were used to compare the 
observed and mudel simulatd storm runoff. Comparison of measured and WEPP predicted daily storm runoff, 
with and witbout a crack flow routine, from the watershed SW-12 between January 1987 to December 1989 is 
shown in Figure 2a and 2b. For watershed SW- 1 2 the saturated hydraulic conductivity used by the WEPP model to 
predict idhation was adjusted only for the effect of macropores due ta roots, since bare area was reported 
negligible on this pasture watershed. The standard error of 1 1.3 mrn and Nash and Sutcliff R of .48 indicates a fair 
agreement between WEPP-simulated and measured daily storm m o f f  (Fig. 2a). The Nash and Sutcliff coefficient 
of 0.58 vs. 0.48 and Se of 9.5 mrn VS. 11.3 mm indicate that addmg the shrinkage crack flow routine improved the 

abilio of the WEPP model to predict storm runoff (Figs 2-a and 2-b). 

For the W- 12 watershed, the saturated hydraulic conductivity was adjusted for both crust effect and macroporosity 
due to roots. The Se and Nash and SutcIiff coefficient between the model prehcted and the measured storm runoff 
are 8.2 mm and -33 respectivcIy (Fig. 3a). For the case of the WEPP model with the crack flows routine, the Se and 
Nash and Sutcliff coefficient between the model simulated and the measured runoff were 6.6 mm and 0.57 
respectively. The resuIts indicate that adding a crack flow routine to WEPP hydrology reduced the discrepancy 
between model predicted and measured daily storm runoff (Figs 3a and 3b). 

In general, the reason for the discrepancy between measured and WEPP simulated storm runoff on pasnue and 
cropped watershed (Figs. 2 and 3) m y  be due to the Ks value for the Heiden soil ma&, adjustments of Ks for 
macroporosity, crusting effects, andor crack flow simulations. The Ks of 4.7 mmh was measured on freshly tilled 
plots (Elliot et al., 1989) and does not represent the Ks for the entire season on cropped watershed or for the pasture 
watershed. To improve the ability of the WEPP model to predict storm runoff with acceptable accuracy, work is 
undenvay to evaluate the Ks prediction and adjustments for various soil surface conditions. The information about 
the depth, volume, density and temporal and spatial variability of the shrinkage cracks was not available for the 
watersheds SW- 12 and W-I2 during 1987- 1992. Therefore, the relationships developed by Yassoglov et al., (1993) 
were used in this study to predict crack storage on the watersheds. information about the crack storage, as well as 
temporal and spatial variability of cracks is needed to improve estimation of storrn runoff from watersheds with 
Vettisols. 

CONCLUSIONS 

Soil surface crusting and shrinking cracks are common features of VertisoIs. Although the WEPP hydrology 
component simulates the effects of surface crusting and macroporosity due to plant roo?s while adjusting the 
saturated hydraulic conductivity for soil surface conditions, lhe model does not simulate the effect of shrinkage 
cracks on infilbation. Therefore, the model was modified to simulate development of h n k a g e  cracks after a 
tillage practice and flow of water into the cracks. The WEPP hydrology component with and without a crack flow 
routine was tested on watersheds with extensive shrinkage cracks near Riesel, Texas. The model simulated and the 
measured storm runoff was compared for the time period between 1987- 1992. The results indicate that the addition 
of a crack flow routine to the WEPP model improved the ability of the model to predict storm runoff on watersheds 
W-12 and SW-12 during 1987-1992. 
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Figure 2 - Comparison of average measured and WEPP simulated storm runoff for pasture watershed (SW-12). 
Predicted stom runoff without crack flow simulation routine (a), rtnd predicted storm runoff with crack 
flow simulations routine (b). 
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Figure 3 - Comparison of measured and WEPP simulated storm runoff for cropped watershed W-12. Prehcted 
storm runoff without crack flow simulation routine (a) and, predicted storm runoff with crack flow 
simulations routine (b) . 
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SPATIALLY DISTRIBUTED HYDROLOGIC MODELING 
FOR STREAMFLOW SIMULATION AND FORECASTING 

By Andreas H. Schumann, Privddozent, Lehrstuhl fiir Hydrologie, Wasserwirtschaft und 
Umwelttechnik, Ruhr-Universitiit Bochum, Germany; 

David C. Garen, Hydrologist, United States Department of Agriculture, Natural Resources 
Conservation Service, National Water and Climate Center, Portland, Oregon 

Abstrack A GIs-based, spatially distributed soil moisture accounting and streamflow simulation model has been 
developed and applied to the Prllm catchment in western Gemany and the Boise River in the U. S. state of Idaho. 
Parameter values for each grid cell are derived directIy fram a hgital elevation model and GIS layers of soil type 
and land use I vegetation. Additionally, there are six calibration parameters controlling the surface runoff and the 
release of water from the soil moisture starages, which are determined by optimization. A spatial interpolation 
algorithm based on detrended kriging is applied to obtain gridded fields of meteorological input variables for each 
day in the simulation. Snowmelt is handled either by a degree-day approach, or the snowrnelt output from a 
spatidly djstributed energy budget snow simulation model can be linked to the hydrologic model. This model has 
several advantages over traditional conceptual, spatially lumped models used for water management applications. 

The large amount of spatially detailed information derived from remote sensing, ground surveys, or interpolation of 
point measurements, and handled within a geographic information system (GIs), offers new opportunities for 
hydrologic modeling. An increasingly common approach is to use these data in distributed hydrologic models, 
where the catchment is divided into small, regularly or irregularly shaped, area elements based on catchment 
characteristics. The characteristics (e.g., land use, soil texture, topographic aspect, elevation) within the resulting 
elements are generally considered homogeneous. To describe hydrologic processes within each element, there exist 
physically-based models of micro- (or point-) scale processes, which were developed for well-defmed physical 
conditions (e.g., infiltration in homogeneous soils with known hydraulic parameters), however, their use with spatial 
units of some hundred m2 is not justified. The applicability of these models st the mesescale is limited by 
unresolved problems of their parameterization (Grayson et al., 1993). As the needed model parameters (e.g., soil 
characteristics) cannot be measured for catchments on the order of hundreds of kmz or larger, they must be derived 
using transfer functions and other assumptions from known catchment characteristics, e.g., from soil texture classes. 
This, however, increases the uncertainty of the p m e t e r  values considerably. Even if these parameters could be 
measured over large areas, it is questionable whether a single value (say, the mean) would adequately represent the 
behavior of the (relatively large) area elements. To overcome this problem, "representative" or "effective" values of 
parameters are commonly introduced to bridge the gap between a micro-scale mudel and its use at the meso-scale. 
The vahes of these "representative" or "effective" parameters depend strongly on the heterogeneity of the 
catchment and on the spatial scale. Since they usually have to be determined by calibration, the parameters lose 
their precise physical significance and may be of a magnitude quite different from measured values. Because of 
this, distributed hydrologic models are not truly physically-based but are a special category of conceptual models 
(Beven, 1989). (Actually, the concept of a truly physically-based model at the catchment scale is questionable 
[Grayson et al., 19921, but perhaps the physical basis of a model is really just a matter of degree.) 

Considering these issues about physically-based models and parameter values, the question arises as to how GIS 
could be used to improve hydrologic models. Some options are: 
- To use the CIS to improve the estimation of parameters in existing conceptual models, e.g., determining the 

composite runoff curve number for a drainage basin in the widely used SCS model (Maidrnent, 1993) from its 
land use data and digitized soil maps. 

- To use a smtistical distribution approach to consider the spatial heterogeneity of a catchment characteristic in the 
model parameterization. For example, the storage capacity of the upper, rooted soil zone could be described by 
an areal disnibution function, which can be derived directly from an overlay of the vegetation and soil map 
within a GIs (Schumann, 1993). 



- To subdivide the catchment into secalled "Hydrologic Response Units" (HRUs), which are similar with regard 
to selected characteristics and which are modeled separately, as in, e.g., the Precipitation-Runoff Modeling 
System (PRMS) of Leavesley et al. (1983). 

- To subdivide the catchment into equally-spaced square grid elements and to represent the hydrologic processes 
in these units by a parameter set in which the physical characteristics of the units are considered. An example is 
the model for the Rhine, which is based on a subdivision of the river basin into 3 km-square grid elements 
(Kwadijk and Rotmans, 1995). 

While the fust option is cenainly feasible and is a helpfhl improvement, it represents only a very limited use of the 
available information and the power of the GIs. There is no reason to limit ourselves to model parameterhations 
that were developed decades ago in an era without the information and computing facilities available today. 

Subdividing a catchment into spatial units is very helpful in considering the areal distribution of meteorological 
inputs and the heterogeneity of catchment characteristics. We can divide the catchment into parts, each of which is 
similar in its physical characteristics (e.g., land use categories, soil texture classes, topography), however, the 
problem arises as to which characteristics should be considered as relevant to the hydrologic processes. If too many 
different chmcteristics are considered (e.g,, all topographic characteristics relevant to hillslope processes), the 
partitionhg will be very detailed. If we consider only some characteristics for this subdivision, we neglect the 
heterogeneity of the others. h addition, in a process-based subdivision of a catchment, the problem of 
heterogeneous distributions of meteorological variables (e.g., precipitation and temperature) remains. 

This latter problem does not exist if we divide the catchment into grid-based units. For each grid cell the specific 
value of its precipimtion or t e rnperm can be estimated. The physical chmcteristics within each grid cell, 
however, may be heterogeneous. If we were to reduce the width of the grid cells, this heterogemeity would be 
reduced, but the disadvantages of a very detaild resolution are that the computational requirtments are increased, 
and the model smcture becomes more complex due to the need to describe more interactions among the small 
spatial units. The grid cell approach is very appealhg, however, because it lends itself naturally to the GIs.  

We believe that the grid cell approach is the most promising for the fbllest and most convenient utilization of the 
GIS in hydrologic modeling. Below we present a mode! based on a coarse subdivision of a catchment into grid cells 
in which the heterogeneity of selected catchment characteristics within the grid cells is considered. Our goals in 
developing this model have been not only a good representation of the hydrologic processes, but also the direct 
utilization of spatially distributed catchment characteristics that are obtainable by the application of a GIs and the 
minimization of parameters requiring calibration. We envision this model being useful for streamflow forecasting 
and water management. 

THE WATER BALANCE MODEL 

ral Strurture; The model describes the spatially disnibuted water balance of a catchment on a daily time 
step. To parameterize the hydrologic process models, the foilowing spatial catchment characteristics are considered: 
- landuse, 
- soil texture classes, 
- elevation and derived data (slope, aspect, topographic index, distances of flow paths). 

These characteristics are stored within a G[S (ArcInfo) and are used in conjunction with other information to derive 
the model parameter values for each grid cell. 

The spatial resolution of the model is based on a horizontal subdivision into regular grids of a width of one 
kilmeter. This grid size was chosen based on the following considerations: 
- each area element should be drained directly by a part of the river network to avoid the need to describe 

interactions among the grid cells, 
- the computational requirements should be kept within reasonable limits so that the model is usable in practice, 
- the spatial distribution of the meteorological variables within the catchment should be well represented. 



Each 1 km2 grid cell is characterized by: 
- its location within the grid, 
- a dishibution function of the storage capacity of the upper, rooted soil zone, which can be derived from an 

overlay of land use and soil characteristics, 
- average values of its elevation, slope, aspect, topographic index and distance to the catchment outlet. 

For each grid cell the vertical water balance is computed by four interconnected submodels: 
- an interception model, 
- a soil storage model, which is the main steering component of the vertical and lateral water balance, 
- an evapotranspiration model, which considers the available water and energy mounts to compute evaporation of 

intercepted precipitation and transpiration from the vegetation cover, 
- a lumped model for the groundwater storage. 

The model components are described below. 

Soil MoIstlrre S- The main component of the water balance model is the upper soil storage, 
which represents the depth of water that is held in the root zone. To obtain the maximum capacity of this soil 
storage, the soil porosity is multiplied by the root depth for each grid cell. Porosity is determined from the soil 
texture class according to the values given by Rawls et al. (1983). The root depth depends on the trpe of vegetation 
aad the seasonal development of the roots. Values of root depth by month of the yesr.€or the various land use 
classes were taken from different literature sources (e.g., horn Disse, 1995). 

Soil and land use GIs layers have a much fmer spatial resolution than the 1 krn2 grid cell used for the hydrologic 
model. Within each 1 ha grid cell, therefore, we can determine that different types of soil and vegetation exist. 
We consider this heterogeneity by a distribution function. Similar to distribution functions in statistics, this function 
describes the fraction of each grid cell that is characterized by a storage capacity below a given value. We derive 
this function by overlaying the soil and the land use maps within the GIs. From this procedure, we derive a step 
function that minors the different types of vegetation and soil classes. This step function is approximated by a 
linear hction to reduce computational requirements in the model. The approximated distribution function varies 
seasonally, due to the variation in the root depth. In Fig. 1 ,  the estimation of this function is shown schematically. 

Soil storage 
capcity 
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Fig. 1 Estimation of the distribution function of soil storage capacity 

The approximated distribution function can be used in the same way as in the well-known Xinanjiang model (Ren- 
Jun, 1992) to describe the temporally changing portion of saturated area within each grid cell. The impacts of 
topography on the saturation of the upper soil zone should, however, also be considered. The h(altanI3) topographic 



index used in TOPMODEL, introduced by Beven and Kirkby ( I  979), is a widely-used characteristic to describe the 
relationship between the drainage area (a) and the slope (tad) at each point of a catchment. Under a given state of 
soil wetness within a catchment, the areas with a high value of the topographic index are more llkely to be saturated 
than those with a lower value. In TOPMODEL, various simplifying assumptions are made to develop a quantitative 
relationship between the topographic index and saturated area. In our model, we prefer not to use this relationship, 
as we do not make the same assumptions used in TOPMODEL. Instead, we use the index in a different way, but 
still to consider the effect of topographic heterogeneity on saturation and runoff production. 

If, after the addition of the effective precipitation (i.e., after subtraction of interception losses), the increase of the 
soil water content does not exceed the distributed soil storage capacity at any point of the grid cell, no saturated 
areas exist, and no surface runoff is produced (Fig. 2a). If the actual water content of the soil storage exceeds the 
storage capacity of a certain part of the grid cell, this part is saturated (Fig. 2b). To consider the influence of 
topography on the occurrence of saturated areas, the slope of the linear soil storage distribution function is adjusted. 
For each grid cell, the average of the topographic index h(a/tanl3) is computed from the higher-resolution digital 
elevation data, and the mean value of the index for the catchment as a whole is also computed. We expect that the 
gnd cells with a topographic index above (below) the catchment average will be saturated earlier (later) and to a 
greater (lesser) extent than those with a lower (higher) value. This is considered by an increase or decrease of the 
slope of the distribution function of soil storage capacity. The amount of this increase or decrease is a linear 
function of the difference between the grid cell topographic index and the catchment average index, and it is 
regulated by a calibration parameter. Fig. 2c shows the case where the saturated part of a grid cell is increased as 
the slope of its distribution function is increased. Increasing the slope therefore increases the dynamics of the soil 
water balance, as the amount of water that can be stored in the lower half of the range of soil storages is reduced, 
and the amount of direct runoff during rain periods is increased {Fig. 2d). 
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Fig. 2 Utilization of the distribution function of soil storage capacity 

The soil storage controls not only the amount of surface runoff but also subsurface runoff (lateral flow) and the 
percolation into the deeper soil, which is not affected by transpiration. Lateral flow and percolation are governed by 
nonlinear equations of the form of Brooks and Corey (1964) but with (four) calibrated parameters. The storage of 
the percolated water and the base flow is described by a single linear storage for the catchment. As the area of each 
grid cell is small relative to the density of the natural drainage network and the daily computational time step, 
hillslope processes are neglected. Runoff is generated by each grid cell independently and is translated to the 
catchment outlet based on its flow path distance and an average channel flow velocity (which is a model parameter). 



corsennent%; The capacity of the interception storage is related to the Leaf Area Index (LAI) ushg 
an approach suggested by Hoyningen-Huene (1980). The LA1 can be estimated from remote sensing data or can be 
related to the type of vegetation and Ps seasonal development. Evaporation of intercepted precipitation is 
considered to occur at the potential evaporation rate. For estimation of evapotranspiration from the soil storage, a 
reference evapotranspiration for grassland is computed according to a recommendation by Allen et al. ( 1  994), based 
on the well-known Penman-Monteith formula. To consider different types of vegetation and the steering effect of 
soil moisture, crop factors are used, which were suggested for German climate conditions by Disse (1995). 
Snowmelt is handed either by a simpIe degree-day approach, or the results of a spatially distributed energy budget 
model (Marks and Dozier, 1992) can be read in. 

Daily precipitation and temperature values are estimated for each grid cell horn 
meteorological station data using a spatial interpolation procedure based on debended kriging (Garen et al., 1994; 
Garen, 1995; Garen and Marks, 1996). This procedure accounts for both the effects of elevation and the horizontal 
spatial variability. Generally, only a limited number of meteorological stations with the other needed 
meteorological input variables (solar radiation or sunshine hours, humidity, wind) are available, so these are often 
represented by daily catchment average values, although they also can be represented by spatially distributed values 
if the station data are sufficient. 

MODEL APPLICATION 

The model is currently being tested on two catchments, one in Germany and one in the United States. A summary 
of these applications is given below. 

Pram The PPrOm is  in the western part of the central mountain region of Germany, with a 
drainage area of 577 km2 at the gaging station at Prllmzurlay, and with elevations ranging from 170 to 700 rn. The 
water balance can be characterized by an annual mean value of 894 mm of precipitation and 427 mm of runoff 
(period 1970 to 1987). Here, snow is a minor part of the overall water balance, but large flood flows can be 
generated by rain on snow. For this catchment, daily precipitation at 11 stations and runoff data at two gages were 
available. Other climate data (temperature, humidity, wind velocity, radiation) were available at three stations. The 
available period of observations was from October 1970 to September 1987. 

In Fig. 3, the spatial variability of two catchment characteristics, the mean soil storage capacity and the mean 
topographic index, for the 1 km2 grid cells of the subcatchment Echterhausen (drainage area 325 krn" are shown. 
An example of the computed spatial variability of the soil moisture is given in Fig. 4. It shows w o  different maps 
of the saturated portions of the grid cells on 1 January 1982. At the left side, the distribution of the soil storage 
capacity of each grid cell is computed considering the soil and vegetation characteristics only. On the right side, the 
same results after topographic adjustment of the soil storage distribution are shown. Obviously, considering the 
topography increases the spatial variability of the saturated areas considerably. Unforhmately, there exist no 
possibilities at present to evaluate this variability of the spatial patterns. The ability of our model to represent the 
water balance of the test catchment can, however, be validated by a comparison of the computed with the measured 
runoff. An example of this validation is given in Fig. 5. In general, the model represents the water balance of our 
test catchment well. The mean absolute errors during the simulated time period are 50.5 mm for yearly, 6.7 mm for 
monthly and 0.4 mm for daily values at the Prtlmzurlay gage. 

Boise River. Idaho.YSA:e Boise River i s  in a mountainous region, with a drainage area of 2150 km2 (at the 
Twin Springs gaging station, just above Arrowrock Reservoir), and with elevations ranging from 1000 to 3200 m. 
Most of the streamflow comes from spring and summer snowmelt. Digital elevation data were obtained from the 
U. S.' Geological Survey at a cell size of 100 m, but this was smoothed and aggregated to 250 m because there were 
several digitizing artifacts in the data. Land use data were also obtained from the U. S. Geological Survey, and soii 
information was e w c t e d  &om the STATSGO data base of the Natural Resources Conservation Service (NRCS, 
U. S. Deparhnent of Agriculture), both at a resolution of 100 m. Meteorological data wme available for eight 
stations in and neat the catchment. 



Fig. 3 Spatial heterogeneity of CIS-based estimated catchment characteristics for the catchment 
Echterhausen/Pr(lm 

Fig. 4 Spatial variability of the computed soil moisture distribution for the catchment EchterhausealPrllm, 
1 Jan 1982 
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Fig. 5 Computed (dashed line) and measured (solid line) runoff for the catchment Prllmzurlay/Pflm, 
1 Apr 1980 to 31 Mar 1981. (For improved visualization, peaks above 12 mm/day were truncated.) 



This modeling is being conducted in conjunction with the application of a spatially distributed energy budget snow 
simulation model (Garen and Marks, 1998), which was previously applied to this catchment by Garen and Marks 
(1996). In the current application, the snow model is being used to simulate the development and melting of the 
snowpack during the period October 1996 - July 1997. The spatially distributed snow water equivalent and melt 
fields born this model will then be used as input to the water balance model, rather than using the degree-day 
method to handle snowmelt. As this snow modeling work is still ongoing, streamflow simulation results are not yet 
available. It is envisioned ihat the coupled models will also bc tested on the 1997-1998 snow accumulation and 
melt season. 

CONCLUSIONS 

The water balance model described here represents a new type of hydrologic model for water management and 
streamflow prediction. By utilizing the abundant spatially distributed data now available, it has been possible to 
develop a model with several advantages over the previous generation of conceptual modcls used for these 
purposes. One of these advantages is that the spatial data provide much more information about catchment 
characteristics and meteorological inputs, which gives the model a greater phjsical basis and allows the number of 
calibration parameters to be reduced to a manageable level. A second advantage is that the model can potentially 
provide spatially distributed water budget information, such as runoff source areas, levels of soil moisture in 
different parts of the catchment. etc. More work needs to be done, however, to verify the spatially distributed 
output of the modeL. At present, we are only able to verify the s&earnflow computed by the model. We plan to 
continue refming the model and applying it to other time periods and catchments. 
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Modeling the Hydrology of Wetland-Upland Systems on A Flat Terrain in Florida 

By G. Sun, Forest Hydrologist, Southern Global Change Program, USDA Forest Sewice, North Carolina 
H. Riekerk, N, B. Comerford, Associate Professor (retired) and Professor, University of Florida, Florida 

INTRODUCTION 

The southern United States has always been a center for soft wood timber prduction due to its ideal climatic and 
soil water conditions for tree growth (Sabine, 1994). More than I million acre of the land in the coastal area i s  
classified as pine flatwoods (Cubbage and Flather, 1993). important values of this ecosystem include timber 
production, wildlife habitat, and groundwater recharge (Brandt and Ewel, 1991). As human population and wood 
demands continue to increase in the South, forestry activities on pine flatwoods have became more and more 
intensified (Riekerk and Korhnak, 1984). Environmental concerns about forest management practices in the coastal 
areas include impact on water quality. hydrology re-g., wetland hydroperiod) and resultant influences on wildlife 
habitat and long term cumulative impacts on soil productivity. Although the effects of forest management on upland 
walershed hydrology are well studied in the past century (Bosh and Hewlett, 1982; Swank and Crossley, 1988), little 
inforirlation is available for the low land and forested wetland landscape (Shepard et al., 1993). 

Hydrologic computer simulation models are useful tools for scientists as well as land managers in decision making 
(Lovejoy et al.. 197). Alrhough the procedures to construct hydrologic simulation models are the same including 
mathematical formulation, calibration, validation add testing, one m d e l  may be very different from another in its 
capability and applicability. For example, most of the available hydrologic models developed for hilly regions are 
not applicable for the Florida coastal conditions (Heatwole et al, 1987). Also, models developed for agricultural 
watershed conditions often need significant modification to apply for forests. Based on the agricultural drainage 
model DRAINMOD (Skaggs, 1978). a forest hydroIogy version, D W O B  was developed lo model water 
~oanagement effects on the hydrology of loblolly pine flat in North Carolina IMcCarthy, 1990). Heatwole et a1 
(1987) modified the CREAMS model (Knisel, 1980) into CREAMS-WT to better represent the storage-based 
flatwoods hydrologic system of agricultural watersheds in South Florida. The DRALNMOD model was also mdified 
to a new model, Field Hydrologic And Nutrient Transpart Model (FHANTM), to simulate the hydrology and P 
movement on flatwoods fields (Campbell et al., 1995). Guo (1989) failed in directly applying a variable source area 
(VSA) based stormflow model, which was developed for upland hydrology, to a pine forest watershed. He suggested 
that the flat topography and large cypress wetland storage significantly reduced stormflow under most situations in 
the five runs. In existing forest ecological models for slash pine plantations, hydrologic cycles are included but water 
movement processes are not physically and explicitiy modeled (Ewel and Gholz, 1991). In these kinds of lumped 
tield scale models, runoff from a field was calculated as the precipitation excess, i.e. water will run off when the 
soil water storage is depleted. In recent years, there is a tendency to develop more physically based distributed 
models (Jensen and Mantoglou, 1992), which couple hydrologic processes with biological processes (Wigmosta et 
al., 1994). This development has been driven by the need for comprehensive large-scale (e.g., basin, globe) 
ecosystem studies, in which the hydrology is one of the most important components (Swank el al., 1994), and 
slcceleratd by the increase of computation power and advance of Geographic Information Systems (GIs) technology 
(Maidment. 1993). 

The Florida flatwoods landscape includes a mosaic of cypress wetlands and forest uplands, so the hydrology of 
tlatwvods is inherently conlplex. Slight spatial variations in topography cause significant changes in the water 
regime. The heterogeneous vegetation covers of wetlands and uplands and associated phenology may further 
complicate the inte~slctions between surface water and groundwater. A new distributed flatwoods forest hydrologic 
model is needed to study the hydrologic processes of wetlan~upland systems and provide a tool to evaluate the 
hydrologic impact of forest harvesting, specifically for this landscape. 

Based on the COASTAL model (Sun, 19851, a FLATWOODS mode1 was developed for pine flatwoods with the 
following specific objectives: 

I .  To predict spatial and temporal hydrologic effects (sucficial groundwater table, runoff, soil water flux 
in the unsaturated zone. evapotranspiration) for forest management purposes. 

2. To account for hydrologic heterogeneity and continuity of wetlandupland ecosystems and environmental 



variables (e.p, precipitation); 
3. To develop a tool for forest water management and hydrologic research using easily obtainable warershed 

and climatic intormation. 
This paper describes rnodd algorithms FormulaJon, calibration, testing and are hypothetical simularion 

ehlrtilples are given. 

3IODEL DEVELOPMENT 

Structure Recognizing the heterogeneity, the model imposes a grid over the entire wetland-upland system to 
distribute the heterogeneous watershed into different. but homogeneous rectangular cells (Figure. 5.1). The physical 
properties of each cell are assumed to be uniform laterally for tach sail layer, but non-uniform vertically in different 
sail layers. Each cell becomes a modeling unit that holds mathematical equations describing the physical properties. 
In practice, spatial data for forest lands are rarely available at high resolution with the exception of some readily 
available paramerers such as surface elevation, vegetation and soil types (wetlands vs. uplands), etc. 

Figure 1 .  Structure of the FLATWOODS model showing the grid system and modeling units of pine uplands and 
cypress wetlands. 

Hydrolo~ic Cornwnents 

Evapotranspiration Evapotranspiration is a highly significant part of the water balance of flatih,oods. Driving forces 
for the hydrologic system are climatic variables including rainfall and air temperature (evapotranspiration). The daily 
rainfall and temperature data as model inputs are readily available from field recordings or a local weather station. 
Rainfall interception depends on daily rainfall, leaf area index (LAI) and available canopy i n ~ e r c t p ~ i o n  storage or 
dryness of the forest canopy. The rnethd by Hamon (1963) was adopted to estimate potential evapotranspiration 
(PET) with only daily temperature as a requirement. Evaporation of intercepted water on forest canopies has first 
demand on PET. Residual potential evapotranspiration (RET) is the difference between PET and evaporation from 
plan1 surfaces (intercepted rainfall on canopies). Actual evaporation (AE) from soillwater surfaces is dependent on 
atmospheric demand, soil water conditions and is affected by forest canopy shading. Actual transpiration (AT), 



which involves physical and physiological processes. is the most difficult component to model. AT from each of 
the soil layer is a function of possible realized transpiration (PRT), soil warer conditions. and rmt density. The 
concept of PRT i s  defined as the maximum transpiration that a crop can have for a certain atmospheric condition 
and LAI. PRT is a function of the residual potential evapotranspiration (RET). and stage of plant development 
indicated by LA1 and root density. 

Unsaturated Water Flow A rnaxirnun~ of three unsaturated soil la>ers have been used to simulate subsurface 
unsaturated water flow. The first layer (0-40 cm) represents the A horizon where most plant roots reside. The 
second layer (4365 cm) represents the spodic horizon (B,) where soil properties are distinct from the top layer. The 
third layer ranges from the 65-cm depth to the water table. The rhicliness in each layer varies throughout the 
simulation depending on water table depth. Drainage representing downward unsaturated water flow from an upper 
layer to a lower layer is estimated by Darcy's equation assuming a uni t  total potential gradient. Upward water flux 
represents water flow from a lower layer to an upper layer. driven by the water potential gradients induced by ET. 
This cumponent is calculated in direct proportion to the ET flux in the layer. While evaporation from h e  soil surface 
lakes place only from the first layer, plant roots extFact waur from all three unsatumed layers and the sarlrrated zone. 
Soil moisture content is routed with the water balance in each layer. For some areas, such as wetlands, the soil 
profile ]nay be fully saturated during part or all of the year. Percolation from the bottom of the third layer of the 
unsaturated zone becomes the input (source) to the underlying saturared subsystem. 

Saturated Water Flow The base of the unsaturated zone becomes the upper boundary of the saturated zone. The 
boirom of the saturated zone has been set at the top of the clay layer about 2-3 m deep and which has a low 
conductivity < 10J d d a y .  Below this flow-restricting clay layer, which may be discontinuous in extent, often lies 
another intermediate aquifer composed of sands and sandy loams. Vertical flow (leakage) through the bottom of the 
saturated zone is estimated using an empirical function. Within the saturated mne. water moves horizontally from 
one cell to the surrounding four cells governed by a 2-D groundwater flow model with Dupuit assumptions (Bras, 
1990). The two imponant parameters, specific yield and hydraulic conductivity in the groundwater flow equation. 
are not constant but vary depending on the position of the water table in the soil profile. The source lerm for the 
groundwater submodel is water percolation from the unsaturated zont. The sink of the groundwater flow model 
includes ET extracted from the aquifer, exfiltration (upward flux) from the saturated zone to the unsaturated zone. 
andor surface flow from those cells if the water table is above a critical elevation. 

Surface Water Flow Surface flow may occur from a grid cell under extreme N e t  conditions when the soil profile 
is saturaied and the water table elevation is higher than the specified critical elevation. This situation happened in 
both werlands and uplands at the study sites. Surface runoff leaving a f l d e d  cell is rnodtld proportionally to the 
total saturated area of the entire watershed. The total daily runoff from the watershsd was first simulated as a 
function of h e  average water table level, then equally distributed to each cell where overland flow occurred. 

Governing huations The core of the FLAWOOI3S m d e l  is he 2-D groundwater flow equation (Equation I ) ,  
which links the other two subsystems to describe the watcr flow in the vertical and lateral directions. In  flatwoods 
uplands, surface flow rarely occurs unless the water table rises to the sail surface. Groundwater flow dominates the 
soil system during most of the time. In wctIands, however, surface water is periodically present and the overland 
tlow may link otherwise isolated wetlands. 

where, 
K,, K, = hydraulic conductivity along the horizontal X axis and Y axis (mlday); 
h = hydraulic head (m); 
W = water flux representing sources (e.g., drainage from unsaturated layers) and sinks (e.g., ET, surface runoff, 
leakage) (m3/day); 
S, = specific yield of the aquifer; it is not a constant. but varies with watcr table elevation; 



S, = I r l  If the hydrauliu head elevation > soil surface elevation; 
3, = t ' (h )  olhcrwise: 
t = time (day). 

MODEL CALIBRATION AND VALIDATION 

hlndel Calibration and Verification Schemes The FLATWOODS model was calibrated and verified with 
groundwater table and runoff data collected from two study sites, the Gator Nationals Forest (GNF) and the Bradford 
Forest. Both sites were 1ocate.d in north Florida. Although the FL4TWOODS nlodel had the po~ential to usc 
rparinil!: distributed soil and vegetation parameters. it was not realistic to give a different value for each cell. So. 
the same values for the Leaf area index and soil physical pa-ameters of each soil layer for tach land type were used 
in the simulation. bur the surface elevation of each cell was interpolated from the topographic map. The bottom 
elevarion of each cell was set as the surface clcvntion minus a uniform thickness over rhe entin watershed. A 
combination of statistical and graphical mzthods was employed to quantify differences between simulated and 
mrnsurscl variable series. The Rarson Corrclation Coeftkient and the Objective Function (index of disagreement) 
were used to evaluntt the model perfurnlance and obtain optimum parameters. 

More than 130 shallnw wells (< 1 m} were installed at the GNF site and the water table level in each well has been 
measured biweekly since from 1992 to 1995 (Crownover el al, 1995L Therefore, two years p~-harvest and one year 
post-hilriest data are available for model testing. The arithmetic average of all water table elevations from each 
measurement was used for model calibralion (Figure 2). The m d e l  uas calibrated with water table data for the 
wet year of 1992 and a Jr,y year t 993, wh~ch had it 170-mm surplus and 230 mm deficit of rainfall compared to 
normal years (rainfall = I  330 mm) respectively. In t 993, due to exueme low rainfall. 6-9396 of the observarion wells 
were dry from May to Oc~ober. Using b t b  a dry and a wet year for the model calibration enhanced the generality 
of the mcdel for future prediction. Model verification with data from January 1, 1994 to May 3 1. 1994 during the 
pre-treatment period also showed good n~odel performance (Figure 21. The Pearson Corrclation Cmfficient was 

0.9 1 and 0.96 for the calibration and the verification perid,  respectively. 

Figure 2 FLATWOODS model calibration and validation for pre-harvest (Figure Za) and post-harvest (Figure 2b) 
periods. 



Harvesting treatments were imposed from April 5 to May 31, 1994, followed by double bedding activities during 
the fall of 1994. The first block (16 ha) in the research area was designed as wetland + upland harvest and the 
second block ( 10 ha) as wetland harvest only. The third blmk (16 ha) was left untouched as a control. The 
harvested upland areas were planted with slash pine seedlings in  January of 1995 and the cypress wetlands left for 
natural regeneration. Apparently, the most significant effect of the forest harvesting on model parameters was the 
reduction of the leaf area index. The leaf area index was assumed to be reduced to 0.5 for harvested wetlands and 
0.1 for harvested uplands. Soil structure of the first layer also might have been altered due to compaction by the 
~nechanicat operations, but the change presumably was minor. Under these assumptions, the model was calibrated 
and validated with post-treatment data collected during June I ,  1994-May 3 1 .  1995 (Figure 2b). The Pearson 
Correlation Coefficient was 0.88 and 0.82 for model calibration and verification periods, respectively. 

Bradford Forest Watershed 

The control watershed at the Bradford Forest in Bradford County, Florida has k e n  monitored since 1978 (Riekerk, 
1989). However, spatial water table data were limited for this study. In stead. runoff at the watershed outlet was 
used for model calibration and verification. The FLATWOODS m d e l  was calibrated with five years runoff data 
I 1478- 1982). The year of 1978 was a wet year (1453 mm rainfall) while the year of 198 1 was a very dry year (916 
mtn rainfall). The model was verified with runoff data from 1983 to 1992 using the same parameters for the 
5-year calibration (Figure 3). The mdel could not predict the extremely high flows very accurately causing 
underprediction of runoff in wet years (1983 and 1992). Two reasons have been hypothesized: ( 1 )  the boundary and 
outlet ditches in this artificially created watershed may generate higher peak flows during the wet seasons, especially 
in extreme years; and (2) the FLATWOODS model used a single runoff-water table level relationship independent 
of time to predict runoff, and no cell-bytell surface flow routing procedures had been introduced. The assumption 
made in the runoff-groundwater table relationship seemed very effective since the model could also fit the low flow 
reasonably well during the tweyear drought period of 1989 - 1990. 
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Figure 3. Flatwoods model calibration and validation using 15 years runoff data from the Bradford Forest site. 

MODEL APPLICATION 

Total thirteen scenarios were simulated to study the short-term (one year) and long-term (15 yem) hydrologic effects 
of three forest management practices (wetland harvest only, upland harvest only, wetland + upland harvest) on a pine 
tlatwoods landscape under three climatical conditions (dry, wet and normal). 



Gator Nationals Forest First Year Resp~nses 

In general. no significant ditierencc (a = 0.001 ) was found among the Control. Treatment I and Treatment 2 groups 
in affecting runoff and ground water tables. However. wetland+ upland harvest method showed significant effects 
an the runoff and groundwater tables. Harvesting effects become more pronounced in a dry year than in a wet year 
(Figure 4). During a dry year, Treatment I and Treatment 2 apparcntl> also caused signiticant hydrologic impacts. 
increasing runoff by 18-56% and the groundwater table level by abut  60 cm. 

Figure 4 Simulated water table (a) and runoff (b) responses under thr# treatments and three climatic conditions. 

Bradford Forest Watershed - Lonn Term Effects 

The Itaf area index (LAI), the only biomass accumulation indicator ia the rndel, was assumed to reach 60% and 
100% of the maximum for a mature stand at the age of five and fif- years, respectively Forat clear-cuning 
sign i ticanlly raised groundwater table levels by 2@80 cm on an annual average ( F I ~  5). The most drastic increase 
occurred during dry years in 1981, 1984. 1989 and 1990 when the groundwater tables were down in the deepest soil 
tayers, which had lower specific yield and porosity. Runoff substantially increased during the first six years 1978- 
1984 by an average of 200 mm after the treahntnt was imposad in 1978. The dry year of 198 1 showed a maximum 
runoff increaseof 12 foldsduring the 15-y~s imulat ion.  Unlikehedry yearof 1981,thc~ocontinuousdry years 
of 1989 and 1990 had no significant runoff incrtase due to the irmcasd transpiration by movered vegetation. The 
groundwater tables in 1989 arid 1990 were elevated significantly but not high enough to cause the runoff to increase. 
The significant reduction of evapotranspiration loss of 100-300 mm after the forest removal apparently contributed 
to the runoff increase and the groundwater table elevation. 



CONCLUSIONS 

This case ~ u d y  suggested that pine f l a t w d s  are storage-based hydrologic systems, where the groundwater table 
dict;~te> the surface runoff and the groundwater level is controlled by both the precipitation inpuz and the 
evaptrilnspira~ion outpu~. Harvesting b t h  wetlands and uplands showed the most significant effects on al\ runoff 
and water table compared to other treatments. Partial harvesting of wetlands or uplands also showed significant 
effccrs on the groundwater table depth, but mostly during, dry seasons. Higher rainfall caused higher water table 
lev t ls  and runoff, but tfte harvesting effects decreased proportional to the increase of the rainfall amouni. The 1 5-  
yr,u. long term simulation showed that runoff from the pine flaiwoods had the highest increase during the first six 
years following treatments. The water regimes tended to recover to the norm by about the I@ year. 

Year - - , m m  -4,-7 

Figure 5 Longterm daily groundwater lable (a) and annual runoff (b) responses at the Bradford Forest watershed. 



References 

Bo-,ch, J.M. and J.D. Hewlett. 1982. A review of catchment experiments to determine tht effect of  vegetation 
changes on water yield and evapotranspiration. 3. of Hydrology. 55:3-23. 

Brandt, K .  and K.C. Ewel. 1989. Ecology and management of cypress swamps: a rtvieuo. Florida Cooperative 
Extension Service. IFAS. University of Florida, Gainesville. 

Bras, R.L. 1990. Hydroloav - An htrduaim to Hvdrolo~ic Science. Addison-Wesley Publidung C o ~ n p a n ~ .  633p 
Carnpbcll, K.L., J.C. Capece. T.K. Tremwel. 1995. Surfacelsubsurface hydrology and phusphoms transport in the 

Kissimmee River Basin. Florida. Ecological Engineering. 5301 -330. 
Crowai)ver, S.H., N.B. Cumcrford, and D.G. Nzaq .  1995. Water flow patterns in cypresdpinr flatwoods 

landscapzs. Soil and Sci. Srx.. Anier. 1. 59: 1 199- 1206. 
Cubbage, F.W. and C.H. Flather. 1993. Forested wetland are and distribution: A detailed look at the South. J. For. 

91 :35-40. 
Ewcl. K.C. and H .L. Gholz. 1991. A simulation model of the role of belowground dynamics in a Florida pine 

plantation. Fortsr Scicnce. 37:397-438. 
Guo, W .  1989 Siinulation uf stormflow from a pine flatwoods watershed. M.S. Thesis. Univ, of Florida, 99p. 
Hamon, W R.  1963. Coniputation of direct runoff amounts from storm rainfall . Int. Assoc. Sci. Hydrol. Pub. 
63:52-62.  
Hratwole, C.D., K.L. Cnmphll arid A.B. Bottchcr. 1987. Mdif ied CREAMS hydrology midel for coastal plain 

flatwoocis. TRANSACTIONS of the ASAE 30: 1014- 1022. 
Jcnwn, K.H.. and ,4. Mantoglou. 1992. Future of distributed modelling. Hydrological Processes. 6:225-2a. 
Iiniszi, W.G. 1980. CREAMS: A field-scale model for chemicals. runoff, and erosion from agricultural 

management systems. Conservation Research report No. 26. USDA, Washington, DC. 
Lovejoy, S.B.. J.G. Lee, T.O. Randhir and B.A. Engel. 1 997. Research needs for water quality management i n  

the 2 1 "' century: A Spatial Decision Support System. J. of Soil and Conservation. 52(  1 ): 18-22. 
Xlilidtnent, D.R, 1993, GIs and hydrologic modeling. In Environmental Modeling with GIs. Goodchild, M.F., B.O. 

Parks and L.T. Steyaert, Eds, Oxford University Press, New York, 488 pp. 
McCarthy, E J .  1992. Hydrologic model for drained forest watershed. J. of Irrigation and Drainage Engineering. 

I t 8:242-255. 
RLkerk, H. 1989. Muencr of silvicultural practices on tbe hydrology of pine flatwoods in Florida. Water Resour. 

Res.. 25:713-719. 
Riekerk, H, and L.V. Korhnak. 1981. Environmental effects of silviculture in pine t l a t w d s .  In: Third Biennial 

Southern Silvicultural Research Conference, Ed. E. Shoulders. U.S. Forest Service. Gen. Tech. Report. SO- 
54528-535. 

Sabine, J.B. 1994. Application of minor drainage on non-industrial private lands. In Proceedings Water 
Management In Forested Wetlands. USDA Forest Service, 158 p. 

Shepard, J.P., L.A. Lucier, and L.W. Haines. 1993, l n d u s y  and forest wetlands: Cooperarive Research initiatives. 
I. Forestry. (91 1529-33. 

Skaggs, R.W. 1984. D W O D  - a water management model for shallow water table soils. User's Guide. Univ. 
of North Carolina. 

Swank, W.T. and Crossley, D.A., Jr. 1988. Forest hydrology and ecology at Coweeta. Ecological Studies, Vol. 
66.. Springer-Verlag, New York, pp. 297-31 2. 

Swank, W.T., S.G. McPdulty, and L.W. Swift. 1994. Opportunities in forest hydrology research from broad 
environmental perspectives. Ohta, T. (Ed.). In Proceedings of the International Symposium on Forest 
Hydrology. Tokyo, Japan. Octokr. University of Tokyo, Tokyo. pp. 19-29. 

ii'irmosta. M S . ,  L.W. Vail and D.P. Lettenmaier. 1994. A distributed hydrology-vegetation model for complex 
terrain. Water Resour. Res. 30: 1665- 1679. 

Contact: eesun @unity .ncsu.edu; htt~:l/sgcp.ncsu.edu/ 



MODELING PRAIRIE SNOWMELT RUNOFF 

Joseph A. Van Mullem, Hydraulic Engineer, Natural Resources Conservation Service, Bozeman, Montana 

Abstract: Snow depth frequency and tempemtureduration-pmbabiliPy (TDP) data were used with HECl 
ta model s n o d t  runoff on the prairies of eastern Montana. Snow water equivalent (SWE) was spatially 
hstributed with pseudo elevation zones. A temporal distribution of temperatures was developed. The 
model was calibrated with volumeduration-pmbabhty data from snowmelt runoE Tbe effect of 
coincident fi-equencies of SWE and temperatures was determined. 

In the semi-arid northern Great Plains regon of the US, snowmelt provides much of the annual water 
supply. Between 50 and 80 percent of the average annual runoff in eastern Montana occurs during 
February, March, and April primarily as a result of snowmelt (NRCS 1991). These snowmelt events are 
characterized as having longer duration and larger runoff volume than later spring and rmmmer rainfall 
events. Because of this, they are more reliable for filling reservoirs and waterspdng systems. 
Snowmelt also provides most of the water for wetlands and contributes signikimtly to sheet, rill, and 
gully erosion. 

Ttus study adds to two previous studies which characterize snowmelt in eastern Montana. One of 
these analyzed the frequency of snow depth (Van Mullern 19921, and the other described the runoff 
volumes from spring snowmelt (Van Mullem 1994). Snow depths ranged from six to 12 inches for the 50 
percent cbance and from 20 to 50 inches for the one percent chance. Most of the runoff events are less 
than seven days duration which corresponds to the time required to completely melt the snow. Most of the 
water infiltrates into the soil and the 25-year, 7day runoff volume from a SWE which may exceed six 
inches, seldom exceeds one inch. 

GOAL AND OaTECTIVES 

The goal of t h ~ s  study was to improve our understanding of prairie snowrnelt runoff. This information is 
to provide guidance in modeling techniques to the field engineers and hydrologists to develop snowmelt 
hydrographs. These can the be used in design and analysis of hydraulic structures and land and water 
conservation measures in the area. 

The objectives of this study were to: 

1. Determine the temperatureduration-probability (TIP) characteristics in the eastern Montana 
prairie region. 

2. Use this TDP data together with snow depth frequency data to p d u c e  runoff hydrographs with a 
model. 

3 .  Calibrate the model output to fit watershed data &tamed for the spring seama by volume- 
duration-probability (VDP) d y  sis. 

Thls will also provide a method for the field engineer to develop both the runoff volume and peak 
hscharge frequency curyes fmm the snow depth kquency curves. T h s  has been a standard technique for 
many years with rainfall runoff, but has not normally been done with snowrnelt probably because snow 
depth and temperature frequency data have not been readily available. 



Tempcratu re-Dumtion-Probability 

The fquemy analysis of maximum temperature for several duration's is termed Temperature-Duration- 
Probability analysis or TDP. TDP was done for nine stations in eastern Montana. The daily mean 
temperatures for the t h q  year period 1%1-1990 was obtained from the NRCS National Water and 
Climate Center. The maximum 1-, 3-, and 7&y values were f w d  by month for February, March, and 
April by using a spmdshcet program. The month for the 3 or 7 day period was the month of the last day 
in the period (e.g., the period starting March 26 and ending April 1 was included in the April data). The 
Log Parson I11 frequency distributio~~ was used to determine the exceedance probability of the 
temperatures. 

The variability of annual temperature n~axirnurn is not great. The coefficient of variation of the 
logarithms of the 7day values averaged only 1.57. This means that the 50-year temperature is only 20% 
more than the 2-year temperature. 

When degreedays at a particuIar frequency are plotted against clays we get TDP curves as shown on 
Figure I .  Degreedays as usd here is the m of the temperatures for consectutive days in degrees above 
zero degrees F, and should not be confused with melting degreedays above 32 degrees F. The hnes can 
be represented with a power function: 

where TD is the accumulated degreedays for a duration of D days. 11 w a s  found for the stations analyzed 
that the expnent b varied from 0.925 to 0.954 over all freqencies and all stations. That is, the lines are 
nearly pal le l ,  as shown on Figure 1. The entire family of a w e s  can be repmted  quite accurately 
with the exponent b of 0.935. The value of a in equation 1 is the I d a ?  maximum temperature. 

Temperature-Duration-Probability for April, Probability = .OZ 

Duration (Days) 

- - + - - Glendive 
- r - Cutbank 
+Great Falls 1 

Figure 1. TDP curves for 50-year return period for April at three stations in eastern Montana. 

The ratio of the 1 -day to the 7day can be found from equation 1, and results in the relationship: 



TI, for other duration's may be found in a similar manner from equation 1, and the temperamre for the nfi 
day may be found by deducting the sum of the n- I day. In this way a tempture is found for each day in 
the niel t period from T,. 

The 50-year, 7day maximum degree-days for April is shown in Figure 2. The 7-day maximum degree- 
day temperature can also be estimated at a weather station with the equation: 

where T,, is the SO-year, 7-day maximum degree-days and T- is the mean April temperature at the 
station. The correIation coefficient, r, is 0.89, and the standard error of estimate is 6.8. 

Agure 2. Maximum April 7day temperam (degreedays), 50-year return period. 

TEMPORAL DISTRIBUTION OF TEMPERATURE 

Under actual conditions, it takes some time and heat to bring the snow to melting temperature, i.e., 
isothemI at 32 degrees F. The HECl mdel  ( C o p  of Engineers 1990) d m s  not consider this, nor dots 
it allow the melt coefficient to be varied during the melt period. The snowpack is therefore considered to 
be isothermal at the start of the went. The most critical time for the temperature is the first or second day 
when all of the snow is available to melt. 

It was observed that the nlasi mum daily temperature does not normally occur on the first or second day of 
the melt period. An a~~alysis of one station showed a wide variability with an average of six days of 
melting teniperaturcs More the maximum day. For the mdeling it was decided to have the maximum 
day on the fiRh day. The second largest was placed sixth and the third largest fourth, etc., creating 
a temporal distribution with the highest values near the center. 

The average diurml variation for temperatures in April in the region is 30 degree5 F. The HEC1 model 
distributes the daily tenlpcrature with a sine curve between the minimum and the maximum. This permits 



the model to more accurately represent the diurnal variation of runoff and to more nearly predict the p k  
discharge. 

Figure 3 shows the eight day temperature sequence that results from a SO-year, 7-day v f  ue of 450 degree- 
days. U a different 7day value is needed, the values in figure 3 may be multiplied by the ratio of the 
desired 7-day value to 450. 

Temperature During Melt Period (degrees F) 

Figure 3. Tempratures during melt perid for T7 = 450. 

Because of the uniformity found in temperature characteristics between stations, it is also w i b l e  to apply 
a ratio to the hffcrent return periods which may need to be analyzed Table la  lists these factors for 
common return p e r i d .  The temperature variation between months is also relatively uniform, and 
average values are shown in table lb. 

Table 1. Temperature factors for various return periods and months. 

a. For return periods. -- ---" ..- b. For months 
Return Period Factor Month Factor 
2-year 
5-year 
lo-year 
25-year 
50-year 

F h r y  .74 
March .83 
April 1 .oo 

For esample. if the temperature distribution for a 25-year return period for March is needed for a location 
on figure 2 where thc April 50-year, 7day value is 430 degreedays, the following factor would be used: 

Multiply 0.77 limes each of the temperature in figure 3 to obtain the distribution. 



SPATIAL VARIABILITY OF PRAIIUE SNOWPACK 

The prairie snowpack is not uniform, but varies spatially wer the watershed Unlike mountain watersheds 
where snow depth is related to snowfall or elevation, prairie snow varies rnos~ly because of aspect and 
wind. South facing slopes will have less and north facing slopes more snow, while windswept areas may 
be nearly bare and drifts in draws and coulees very deep. The spatial variability in wind blown areas has 
been related lo vegehtion type and height (Caprio et. al. 1986) (Donald et. al. 1995). 

This spatial variability i s  irnporta~it because it effects the contributing area during the melt period. The 
HEC I inode1 is set up with elevation zones and does not have a percent cover faaor. Each subbasin can 
have up to ten elevation zones, each with its own SWE at the start of the melt per id  Although elevation 
differences in prairie watersha may be only a few hundred feet, the elevatio~~ zones in the m a 1  permit 
us to vary the SWE in the watershed. 

Pseudo elevation zones were used in the HEC1 model to represent the spatial variability of the SWE. 
Several bstniutions were tried to see which gave consistent and reasonable results. Specific field data 
was not available and only a general knowledge of the variability was used as a gwde. Lf the snow is not 
distributed t l ~  model results show a discontinuity at lower S WE values. This results be~ause the snow is 
gone all at once. When the snow lasts through the warmest day a high outflow results, but when it dmsn't 
the outflow rapidly declines. 

Figure 4 shows four Qstribution patterris tested with the model. The patterns shown in figure 4a and Sb 
fit the normal hstribution while 4c is bimodal and Jd is unrform. Patterns with three and seven zones 
were also tested. No improvement was observed for using seven zones instead of five. The frequency of 
each S WE zone is equivalent to the fraction of the total area in that zone. 

O e q  0 0 
0 0 0  0 0 

2 ? -  2 v 7 z z q  7 
a? ru 
0 r 

Fraction of SWE 

Figure 4. Snow distribution patterns. 

In addition to the ratios of S W E  lo average SWE shotvn on the abscissa of figurt 4, three other ratios sets 
were tested. These are shown in table 2. Each set of ratios is balanced so that the avcragc SWE over the 
watershed is constant. 



Table 3 shows the results of a series of runs wjth Merent snow distributions. All of the runs had an 
average SWE of 4.0 inches and used the same temperature Qstribution and other parameters. The 7- 
runoff shown in the table does not v a q  much because all of the snow melted in dl of the cases. The l day  
runoff shows some variation and the peak discharge shows more variation. 

Table 2. Fraction of average SWE in each zone. 
-. . - 
Zone Factor (.5-1.5) Factor (6-1.4) Factor (0-2.0) Factor (uniform) 

1 .5 .6 0.0 1 

Table 3. Effect of different spatial drstributions of snow over a watershed on runoff 

Distribution ........ 
Normal 1 
Normal 1 
Normal 1 
Normal 2 
Normal 2 
Normal 2 
Bimdal 
Bimodal 
Uniform 
Uniform 
Uniform 

It is mcult to select one distribution wer another since most of them can be calibrated to the desired 
results. However, the Norm12 distribution with the S WE range of 0.5 to 1.5 times the average SWE was 
selected because it provided mid-range output over a range of snow depth frequencies. Thr s distribution is 
similar to those &bad in southern Ontario (Donald et al 1995). 

SNOW DENSITY 

There was not enough data to cBo a frequenq analysis on SWE so it was done on snow depth (Van Mullem 
1992). It is therefore necessary to estimak snow density to convert these Qepths to SWE. The density of 
snow varies widely from about 0.1 to 0.5 inlin from the time it falls to the time it is melting Because the 
maximum depth of the snow m u r s  just after a snowfall, it was assumed that most of the measured depth 
would lx new snow. An average value of 0.15 idin was used to convert snow depth frequency to SWE. 
The actual value is not as important as the assumption that the value is a constant over the range of snow 
depths used in the analysis. If the average value is in error that can be compensated for with calibration of 
the melt ooeficienl and the infiltration l o s s .  If the density is not constant, the SWE frequency curve 
wdi have a Merent slope than the snow depth frequency curve. 

MELT COEFFLCIENT AND INFaTRATION LOSSES 

The simple temperature melt model uses the equation: 



Where M is the daily snowmelt in inches of SWE, T is the temperature in degrees F., and C is the melt 
mficient in inchddegree-day . 

The melt mfficient for the study area was chosen so that 40 inches of snow at a density of 0.15 would 
completely melt in seven days with temperatures at the 10-vrcent probability level. This results in a 
factor of about 0.05 over most of the region. 

The HECl m e 1  allows only two methds of computing infiltration loss from snowmelt. These are the 
initial lossconstant rate methcd, or the exponential loss rate method. The exponential rate method was 
selected because of its greater versatility. The values in the model were adjusted until the computed runoff 
volume matched the gauged data or map values developed in the previous study (Van Mullem 1994). 

For the modcling of synthetic events it is intended to use the infiltration loss as the primary method of 
calibration from site to site. One of the di£hAties of snowmelt m d l i n g  for the inexperienoed user is in 
calibrating the mdel since almost any result can be obtained by varying the mdel  parameters within 
their normal range. With the SWE distribution, temperatures, and melt coefficient fixed, it is only 
necessary to adjust the infiltration losses until the runoff volume is the desired amount. 

The runoff is quite sensitive to the initial loss rate factor as shown for an example watershed in figure 5. 
The figure shows the typical range of variation for the 1-day and 7day runoff values. 

Runoff vs. Loss Rate 

toss Rate 

Figure 5. Example of typical runoff vs. initial loss rate. 

COINCIDENT FREQUENCY 

Snowrnelt runoff is primarily the result of the interaction of two separate events: the amount of snow on 
the ground and the temperature during the melt period. Each of these conditions is indcpcndent of the 
other and each has its own magnitudefrequency relation. To determine the runoff for a specific 
probability it is necessary to analyze all probable combinations of SWE and temperatures. However, as 
with many other hydroIogic events, it is not usually necessary to perform this much analysis, and some 
"average" codt ion  is taken for one or more of the variables. To test the effect of mincident frequency on 



snowmelt run& in eastern Montana modeling was done aver a wide range of temperature and SWE 
values. 

The probability of two independent events W n g  coincidentally is the p&ct of the prowlity of 
each occurring (Johnson 1994). By using tempratures and SWE that varied from the two- to the 80- 
percent cham, a coincident frequency curve was developed for a watershed in the area. This was done by 
developing a coincident frequency table ( H a m  1988). Each modeled discharge represents a probability 
interval of both SWE and tempture. The probability of the event is the product of these two intervals. 
The probablity of the discharge being greater than a certain value is the sum of all the entriw that are 
greater than the value. 

The coincident frequency w e  for peak discharge was cornpated to frequency ctlrves from a single 
temperature distribution applied to the range of SWE valum. The 50-percent chance temperature resulted 
in a curve that fit the coincident curve very well between the 10- and 2-percent chance levels. However it 
resulted in much lower values a1 the 50-prcent chance level. It is recommended to use the 20-percent 
chance temperature distribution to mdel  snowmelt in eastern Montana. The resulting frequency m e  
has the same shape as the coincident curve and also more nearly matches the shape of the watershed 
gaged data. 

TDP data was developed for the eastern Montana prairie region. By using this data together with SWE 
probability data, snowmelt runoff modeling is much easier. Recommendations are made for the temporal 
distribution of temperature and the spatial distn'bution of SWE. When used in the HECl model, this 
information will enable the field engineer to develop realistic hydrographs for use in water resource 
design and evaluations. 
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COMPARISON OF NINE UNCALIBRATED RUNOFF MODELS TO 
OBSERVED FLOWS IN TWO SMALL URBAN WATERSHEDS 
By Phillip J. Zarriello, Hydrologist, U.S. Geological Survey, Ithaca, New York 

Abstract: Nine uncalibrated runon model resuItAASCZD, CUHP, CUHPISWMM, DR3M, HEC- 1, HSPF, 
PSRM, SWMM, and TR20 were compared to observed Bows in two small urban watersheds with distinctly different 
climatic and physiographic settings; a 3.10 mi2 semiarid moderately-sloped watershed near Denver, CO, and a 0.14 
mi2 coastal watershed with steep slopes near Seattle, WA. Ail models were run by experienced modelers using identi- 
cal data provided on selected basin characteristics and rainfall that are readily available to the engineering commu- 
nity. Observed streamflow was not provided, and thus the results are dependent on modelers' judgment and the ability 
to conceptually and quantitatively represent the hydrologic system. Data for six storms in each watershed (antecedent 
conditions, rainfa11 volume, intensity, and duration) were provided. Simulated peak flows differed from observed 
peak flows by as much as 260 percent and simulated stom volumes differed from observed storm volumes by as 
much as 240 percent. The average root mean square model error (RMS) was slightly larger for peak flows in the 
coastal watershed (68)  than in the semi-arid watershed (55 ) ,  whereas the RMS for storm volume was about the same 
in tlre two watersheds (54 and 56, respectively). In general, the models based on the SCS curve number had the poor- 
est fit. Results indicate simulated flows from uncalibrated models have wide variability far both types of watersheds; 
this could result in  over- or underdesign of stormwater-management structures. 

INTRODUCTION 
Planning and design o f  stormwater-drainage systems, culverts, detention basins. and other stormwater facilities 
requires infom~ation on storm peak flows and runoff volumes. Rainfall-runoffmodels, often utilized to estimate this 
information, vary in complexity, functionality. and applicability to a given region or s tom type, but only through a 
process of calibration and vcrificatiorl can reliable results be acquired. Uncalibrated models are often uscd, however, 
because either the information needed for calibration and verification are unavailable, or the expense of these proce- 
durcs can not be justified. Little information is available on the reliability and error associated with the use of an 
uncalibrated model. 

To determine the variability of uncalibrated flow simulations acmss a range of model types, a simple comparison of 
nine selected, nonproprietary, runoff models were made for six storms in each of two small urban watersheds with 
distinctly different climatic and physiographic settings; Hmard Gulch, a semi-arid watershed near Denver, C0, and 
Surrey Downs, a coastal watershed in the Pacific Northwest near Seattle, WA. Each of the models were run  by expe- 
rienced modelers using only data provided on selected basin characteristics, antecedent storm conditions. and stotm 
rainfall that are typically available to the engineering community. Observed streamflow were not provided and the 
models were run without being calibrated. Thus, model results are dependent on modelers' judgment and the ability 
to conceptually and quantitatively represent the hydrologic system. This paper describes the results of rhe uncali- 
hrated models. 
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RAINFALL-RUNOFF MODEL CHARACTERISTICS 

Runnffmodels differ mainly in the methods used to generate runoff and to route it through a basin; they also differ in 
the control options available, data handling, and user interface. but these differences generally have little or no effect 
on Row h e  model computes runoff. The test models (summarized in table 1) calculate runoff (excess precipitation) 
by one of the following; (1) SCS curve number, (2) Horton's equation, or (3) continuous soil moisture accounting. 
The SCS curve number is the most widely used method because of its relative simplicity; it defines the watershed 
storage and is determined for a watershed or sub-watershed predominantly fmm the types of soils, vegetative cover, 
and land-use characteristics (Soil Conservation Service. 1986). Horton's equation assumes that the soil infiltration 
rate decreases exponentially as a function of time since the storm began. Some models account for soil-moisture stor- 



age and infiltration using either the Green-Ampt or Phillips equation, or a variation thereof The PSRM model uses 
the SCS curve number for determining soil infiltration, but uses soil moisture accounting to determine available stor- 
age, These models are either continuous or quasi-continuous (soil-moisture accounting is continuous, but routing is 
only performed only for a specified storm period), but continuous meteorologic data was not made available for this 
test, thus modelers were required to estimate initial starting conditions for each storm. Soil moisture accounting and 
infiltration procedures generally are more data-intensive than the SCS curve and Horton methods, and require a num- 
ber of parameters corresponding to physical soil-water storage and infiltration characteristics. 

Table 1. Characteristics of rainfall-runoff models [Some models have several options for runoff generation and 
flow routing, but only the option used for this study is identified]. 

Model Simulation Runoff Overland Channel Watershed 
Type Generation Flow Flow Representation 

CASC~D' Event Soil moisture Cascade Diffusive wave Distributed 
accounting 

CUHP? Event Horton Unit hydrograph Unit hydrograph Lumped 

CUHPISWMM~ Event Hort~n Unit hydrograph Unit hydrograph Distributed 

D R ~ M * *  Quasi- Soil moisture Kinematic wave Kinematic wave Distribu~ed 
continuous accounting 

HEC- Event SCS-curve no. Unit hydrograph Muskingum Distributed 

H S P F ~ ~  Continuous Soil moisture Kinematic wave Kinematic wave Distributed 
Accounting 

PSRM'** Quasi- SCS-curve no.& Cascade Kinematic wave Distributed 
continuous Soil moisture 

s W M M + ~ ~  Event Horton Kinematic Wave Kinetnatic Wave Distributed 

TR~o$$: Event SCS curve no. SCS unit SCS unit Lumped 
hy &lYaph hydrograph 

*. CASC2D - Cascade 2-Dimensional (Julian and Ssghafian, 1991) 
t . CUHP - Colorado Unit Hydrograph Rocedurc (Urban Drainage and Flnd Control District, 1984) 
:. CUHPISWMM - Subbasin application of CUHP linked together with SWMM 
O w .  DR3M - Dishbuted Rainfall Routing Runoff Made] (Alley and Smirh, 1982) 
77. HEC- I - Hydrologic Engineering Center (1990) 
$$. HSPF - Hydrologic Simulation Program Fortran (Bickncll and others, 1993) 
***. PSRM - Penn Sate RunoffMode.1 ( A m  and othm. 1996) 
ttt. SWMM - Storm Water Management M d e l  (Huber and Dickinson, 1988) 
f :$. TR20 - Technical Release No 20 (Soil Conservation Service, 1983) 

Once excess precipitation is determined, surface runoff is calculated for overland flow and channel flow by one of the 
following methods; (1) unit hydrograph, (2) SCS triangular unit hydrograph, or (3) by solving equations for flow. The 
unit- hydrograph procedure derives a hydrograph by assuming a specific shape that represents land-use, soi I, and 
geometry characterisucs of the watershed, althollgh techniques are available to derive the unit hydrograph from 
observed rainfall-runoff data, this data was not made available in this study. The SCS triangular unit hydmgraph is an 
approximation of a nonlinear runoff distribution that is assumed to be constant in a unit hydrograph method. A nurn- 
ber of methods exist for solving equations for flow. The Muskingum method is used for c h m e l  routing by deteni- 
nation of a wedge-shrtpe channel storage in relation to inflow and outilow channel volume. Overland flow and 
chmnel muting is performed in some models by kinematic wave to solve the continuity equation for flow or by difi- 
sive wave, which includes an additional pressure-differential term (Miller, 1984). The cascade method is a two- 
dimensional kinematic wave approximation for routing overland dow (Julien and others, (1 995). Models that use the 
kinematic or diffusive wave routing differ by how overland flow and channel characteristics are specified. 



MODEL DATA DESCRIPTION 
Watershed Characteris& Two small urban watersheds were selected for model simulations that differed in size, 
climate, and drainage characteristic. Information about the watershed that is typically readily available to the engi- 
neering community was provided to each modeler; this included a base map and tabular data on topography, buitd- 
ings, roads, soils. and drainage characteristics. 

Surrey Downs watershed (fig. 1A) is a 0.14 mi2 area of mostly single-family residential land-use. The basin is about 
2.5 tirnes as long as wide and is drained entirely by a closed-pipe storm-sewer system. Base flow was given as 0.02 
ft3is. Most streets have curb and gutter that drain to the storm-sewer system. Relief is about 150 feet, with slopes 
upwards of 20 percent. Impervious area is about 30 percent of the watershed, with about 20 percent being effective 
impervious area. Modelers were provided with details on the types of impervious areas, but not by subbasin. Figure 
1A does not show details of the storm-sewer system including pipe diameter, length, invert elevations, dope, mate- 
rial, and soil characteristics that were provided to the modelers. Soils are gravelly-sandy loam to fine-sandy loam. 
Additional details on the watershed are reported by Ebbert and others (1985). 

Harvard Gulch watershed (fig. 1B) is a 3.10 mi2 area of mixed urban land-use. The basin is about twice as long as 
wide and is drained by a combination of storm sewers and open channels. Base flow ranges from 2.1 and 5.6 ft3is. 
Relief is about 150 feet with slopes generafly ranging h m  about 2 to 0.5 percent. Impervious area covers about 38 
percent of the watershed. Modelers were provided delineations, area, and percent impervious area for 33 subbasins, 
but were required to determine the effective impervious area where appropriate to the model. This task was made 
somewhat more difficult by a map of poor reproductive quality, a problem not uncommon in the real world. Soils are 
SCS Group B. (Ben Urbonas, Urban Drainage and Flood Control, Denver, C.O., written commun., 1990) 

Storm r- Haward Gulch and Surrey Downs watersheds are in distinctly different climatic regions. 
Harvard Gulch is in a semi-arid region with typically dry antecedent conditions and storms that are usually of short 
duration and high intensity. Surrey Downs is in the coastal Pacific Northwest, were antecedent conditions are typi- 
cally wet and storms are usually of low intensity and long duration. 

Table 2. Summary of storm characteristics used in runoff model test [All values are in inches]. 

Duration ~ o l  urne* Maximum Intensity (in)t Antecedent Precipitation (in) 
Stom {hr:rnin) (in) 5 rnin 15 min 60min 1 day 3 day 7 day 14 day 

~ i r v a r d  Gulch Watershed 

198 1!5/8 0050 1.04 0.63 0.99 1.56 

Surrey Downs Watershed 

1980/4! I 8 20:00 0.54 0.05 0.07 0.12 0.00 0.00 

198l/llI5 24:OO 0.97 0.02 0.04 0.14 0.00 0.05 

* . Volumes are the average Tor all rain gages. 
f. Maximum intensity reported among all rain gages. 
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Figure 1 ,- Lacation and physical characteristics of (A) Surrey Downs and (B) Harvard Gulch watersheds. 



Five-minute rainfa11 data for six storms for Wo gages at Surrey Downs (fig. I A) and five gages at Harvard Gulch (fig. 
18) were provided Information on antecedent conditions including the amount of precipitation in the past 1,3,?, and 
14 days and the time since the last 0.0,0.2,0.5, and I .O in, of rain was provided for each stom at Surrey Downs. No 
antecedent conditions were reported for Harvard Gulch h a u s e  of the miar id  climate, but it was repoited that the 
area is routinely irrigated with 1.0 to I .5 in/wk which is considered equal to the rate of evaporation. Daily tvaporation 
at the Surrey Downs watershed ranged from about 0.30 inches in the summer to about 0.02 inches during the winter. 

The rainfall and antecedent conditions for the storms simulated are summarized in table 2. Storms at the Harvard 
Gulch site averaged about 1,s hours, and those at the Swey  Downs site averaged about 15 hours. RainfaII in~nsity in 
the Harvard Gulch watershed was generally 5 to 6 times greater on ayerage than in the Surrey Downs watershed, 
OAm, the 60-minute maxiinum intensity recorded in the Harvard Gulch watershed by a single raingage exceeded the 
average rainfall volume for all gages indicating a wide spatial variability. Rainfall in the Surrey Downs watershed 
was relativeIy uniform. 

COMPARISON OF SIMULATED AND OBSERVED FLOWS 

Results of the model-simulated flows and storm volumes {fig. 2 and 3)  are summarized in terms of the percent error 
(departure from observed values) in iable 3 (peak flows) and table 4 (storm volwnes). The percent error is computed 
as; 

Predicted - Observed 
' = [ Observed 

. loo ( 1 1  

where: predicted is [he simulated value of@w or volume, and 
obsened is ihe measuwd value ufyuw or volume 

CASC2D results were obtained only for Harvard Gulch for the May 8, 1981 storm; the results are not included in the 
tables, but are shown in figure 2. Emr for C.4SC2D simulations was - 10 percent for peak flow and -38 percent for 
s t o m  volurne. Also. results of CHUPISWMM, the distributed version of the CUHP model linkcd using SWMM, is 
only available fnr the Harvard Gulch watershed because no simulations were made of the Surrey Downs watershed. 

Simulated peak flows differed from observed peak Aows (table 3) by - 100 to 260 percent at Hamard Gulch and by 
- 100 to 200 percent at Surrey Uowns. The RMS peak flow error ranged from 19 to 1 7 1 at Harvard Gulch and from 40 
to 162 at Surrey Downs. The average RMS peak flow error for all models was 55 for Harvard Gulch and 49 for Sur- 
rey Downs. The standard deviation of the error in the predicted pcak flow ranged from 1 7 tn 92 at Harvard Gulch and 
from 20 to 85 at Surrey Downs. The average standard deviation in peak flow model error is about 40 percent greater 
at Surrey Downs (40) then at Harvard Gulch (3 1). In general, simulated peak flows at the Surrey Downs site tend to 
be overpredicted, wbereas simulated peak flows for some models are overpredicted and some are underpredicted at 
Harvard Gulch. 

PEAK FLOW 

EXPLANATION 

CASC2D + CUHP 
X CUHPlSWMM 

DR3M 
@ HEC 
0 HSPF 
A PSRM 
4 SWMM 

J M O  

Figure 2.--Simulated versus observed peak flows at (A) Surrey Downs, WA and (B) Harvard Gulch, CO. 
for six storms [CASCZD results only available for one storm at Harvard Gulch, Locations shown in fig 1.1 
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Tabie 3. Error in simulated peak flow in relation to observed peak flow [All values in percent]. 

CUHP' CUHP DR3M 
SWMM HEC HSPF PSRM SWMM TR20 

Harvard Gulch Watershed 
198 11518 2.8 3.8 3.7 220 -30 -24 22 -62 
1933i6/5 - 13 -5.0 -2.3 120 -46 -52 25 -98 
1915/1/15 -18 43. - I6 260 -15 -50 83 -100 
19SSi7119 -4.5 -6.0 6.0 210 -2 1 -12 40 -64 
1987/619 -3 8 -15 -4 1 40 -52 -84 -10 -100 
1957/6/30 11  22 -5.2 50 0.74 -17 46 -98 

Mean- -10 7.0 -9.2 1 SO -27 -40 34 -87 
R M S ~  19 2 1 19 171 33 47 44 89 
s . D . ~  17 22 18 92 20 27 3 1 18 

Surrey Downs Watershed 
193013118 4% 62 200 -58 -2 6 89 -8 1 
1950!8/17 39 -23 190 46 -24 89 - 1  I 
198 1/6/30 2.6 27 38 -25 -54 26 - 89 
I 98 I /9i2U -26. 44 26 -64 -67 3.7 -100 
1981i1211 3 57 200 60 -30 100 86 
1951/1115 - 68 -8.7 200 -16 1'7 -23 - 

Mean 28 26 142 15 -36 54 -36 
RMS 41 42 162 52 40 67 74 
S.D. 34 35 85 56 20 43 70 

*. Mean error 

M E A N  = 

t- Root Mean Square error 
where 

RMS = z'- i : n = .%'umber ?C Storms 

i. Sundard Dev~ation 

Simulated stom volumes differed from observed storm volumes (table 4) by -100 to 190 percent at Harvard Gulch 
and by - 100 to 240 percent at Surrey Do~vm. The RMS storm volume ermr ranged from 17 to 101 at Harvard Gulch 
and from 15 to 142 at Surrey Downs. The averagc RMS storm volume error is 56 at Harvard Gulch and 54 at Surrey 
Downs. The standard deviation of the error in the predicted storm volume ranged from 19 to 70 at Harvard Gulch and 
from 16 to 98 at Surrey Downs. The average standard deviation in storm volume error is also about 40 ptrccrlt greater 
at Surrey Downs (62) then at Harvard Gulch (38). In genetal. simulated storm volumes tended to be overpredicted for 
larger storms and underpredicted for smaller s t o m  at both sites, except for the largest storm at Surrey Downs which 
was underpredicted. 

Models based on the SCS curve number (HEC-1 and TR20) for generating runoff generally had the poorest fit. 
HEC- 1 simulations substantially overpredicted peak flows. and TR20 simulations substantially underpredicted peak 
flows; this may indicate the sensitivity of the simulations to userjudgment of the SCS curve number. HEC-I results 
presented represented simulations based on 6 subbasins; results also were provided for a simplified model that used 
only 3 subbasins. The simplified model produced slightly smaller peak flow error, but about the same nmoff volume 
error. An additional HEC- 1 analysis of the May 198 1 storm at Harvard Gulch, performed by the CASC2D modelers, 
had only a -22 percent peak flow error which underscores the sensitivity o f  the model in the SCS curve number. A 
comparison of runoff simulation-techniques in west-central Florida indicated somewhat less. but comparable error, in 
simulated peak-flows and storm volumes for T W O  and HEC-I simulations (Tromer and others, 1996). I n  that 
study, average uncalibrated-model peak-flow and storm-volume error averaged 45 and 43 percent, respectively, for 
T E O  simulations and 105 and 27 percent, respectively, for HEC- 1 simularions. 





Model error was generally smaller for complex-distribution models DR3M, HSPF, PSRM and SWMM than for sim- 
ple distribution-models CUHR HEC- I and TWO. Thc avcrage peak-flow RMS error for the complexdistribution 
models was 36 at Haward Gulch and 50 at Surrey Downs, in contrast the average RMS for the simpladistribution 
modeL was 75 and 92, respectively. The RMS stonn-volume error for comple~-distribution models averaged 46 at 

Hanard Gulch and 27 at Surrey Downs, in contrast to an average RMS forthe simple-distribution mdels  of 65 and 
90, respectively. The error associated with the CUHP was generally similar to the error associated with rhe complex- 
distribution models. however. Michaud and Sorooshim (1  994) also demonstrated that an uncalibrated complex-dis- 
tributiorl model (KINEROS) was more accurate than a simple uncalibrated SCS-curve model. 

The results of this test are not conclusive and do not indicate that one model perfarms bettet than another. The resulu: 
merely show that the error associated with tincalibrated models can be substantial. The design of structures such as 
culverts, storm-sewers, detention basins, and other storm-water facilities based on uncalihated model results could 
result in unnecessary costs when a mndel overpreditcs peak flows and stom volumes, and perhaps result in even 
more severe consequences when these structures are underdesigned because the model underpredicts peak dows and 
storm volumes. 
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SIMULATING SEDIMENTATION IN SALMONID REDDS 

By Carlos V. Alonso, Research Hydraulic Engineer, USDA-Agricultural Research Service, 
Oxford, MS; Fred D. Theurer, Agricultural Engineer, USDA-Natural Resources 

Consewation Service, BeltsviIle, MD; and Robert N. Havis, HAVlS Environmental 
Engineering, Fort Collins, CO 

Abstract: Studies have shown that fine sediment intrusion can significantly impact the quality of 
spawning habitat. Fine sediment intrusion into streambed grave Is can reduce permeability and 
intragravel water velocities, thereby restricting the supply of oxygenated water to developing 
salmonid embryos and the removal of their metabolic wastes. Excessive fine sediment deposition 
can effectively smother incubating eggs and entomb alevins and @. This paper (1) presents a 
synopsis of models developed as management tools to evaluate the impact of stream sediment load 
on salmonid survival, and (2) discusses results obtained from field validation studies conducted in 
the Tucannon River in southeastern Washington and in the Salmon River in central Idaho. 

INTRODUCTION 

Commercial and sport benefits resulting from anadromous fisheries averaged $434 million (US) 
annually in the Pacific Northwest in the 1970's. Because of reduced anadromous fish populations, 
this value represents less than half the potential (Theurer, 1 985). Reduced spawning success because 
of watershed development is one of the major contributors to reduced populations of anadromous 
species. A large body of literature illustrates that fine sediment is detrimental to egg survival and 
developing embryos (Cooper, 1 965; Chapman, 1988). Major reasons for increases in fine sediment 
loading to spawning areas are agricultural development (Theurer, 1985) and forest harvesting and 
associated road building (Platts and Megahan, 1975). 

With increased land and hydropower development, Federal and State action agencies are concerned 
with the impacts of land management practices on instream sediment load and the effects on the 
spawning success of salmonid species. Fieid studies on sediment intrusion into spawning gravels 
are by nature site specific with limited geographic applicability. Because of the complexity and 
variability of environmental factors involved in salmonid survival, there is a need for a simulation 
tool applicable to widespread geographic locations capable of facilitating informed decisions on 
alternate land management practices upstream of salmonid spawning habitat. 

The Sediment Intrusion and Dissolved Oxygen (SIDO) model developed by Alonso et al(1996) 
simulates the environmental variables controlling egg and fry survival in the redd habitat. Currently 
the chinook salmon and steelhead egg survival and fry emergence rates are simulated based on 
sediment particle size distribution, water temperature, and dissolved oxygen in the redd. This model 
was developed jointly by the USDA Agricultural Research Service and the Natural Resources 
Conservation Service (formerly known as the USDA Soil Conservation Service). A preliminary 
draft of the model documentation has been in circulation since 1988 and the final version was 
released in November of 1996. A complete set of documentation, Fortran 90 source code, and 



associated executable software can be downloaded from the SIDO webb site 
ww w.sedla b.oLemiss.edu~cwpdunitlSido. The foIlowing introductory remarks present some 
background on the effects of fine sediment in salmonid spawning habitat, fo1lowe.d by a synopsis of 
the mathematical model, field applications, and comparison of results with field measurements. 

SALMONID SPAWNING HABITAT 

The incubation phase of many salmonid species coincides with periods of high flows carrying 
sediments that can penetrate in the gravel and affect intragravel flow. Conditions of spawning 
gravels prior to spawning and during the subsequent incubation period exhibit considerable time and 
space variability arising fiom climatic changes and the complexity of naturaI watersheds. To 
quantify this variability the chain of processes resulting in intragravel deposition and how their 
individual variabilities affect the substrate environment must be identified and translated into 
realistic, efficient algorithms. 

Salmonid -- ThemEnvironmegt 
species spawn in the gravels of 
freshwater streams. The female 
deposits her eggs in the nest, or redd, 
which is a pocket of gravel from 
which the female has partially 
removed the sediment fines (Figure 1 ). 
Details of the redd construction ,,--*c 

process can be found elsewhere I 
(Burner, 1951; Chapman, 1988). The 
newly hatched fry continue to live in 
the intragravel space htil the egg-sac I ,,,, 
is absorbed. When they are ready to L 

- 
J 

emage from gravel, they must Figure 1. A fall chinook redd measured daily (Burner, 195 1). 

struggle up through the gravel to the 
surface water. The intragravel growth stage represents a critical phase of their life cycle. During this 
period they are susceptible to damages from high levels of fine sediments. Incubating eggs and fry 
require appropriate levels of dissolved oxygen in the intragravel water for adequate survival and 
growth, and intragravel flows must be sufficient to remove the toxic metabolic wastes produced by 
the embryo. High levels of intruding fines reduce the permeability of the gravel substrate resulting 
in lower intragravel flows, as well as reduced interchange of water between the stream and the 
substrate. lntragravel water temperature must remain within a limited range to prevent further 
mortality. Finally, excessive amounts of frne sediments carrying organic matter exert a sediment 
oxygen demand that further d u c e s  the available oxygen, and entrap the fry within the gravel as they 
try to emerge. 

Large populations of spawners returning annuaily to a particular 
location serve to maintain a high quality spawning habitat. A large area of unconsolidated gravel, 
cleaner than the surrounding stream substrate, develops in these areas. However, fine material 
inevitably moves back into the redd environment a f h  construction because the bed profile at a redd 



site induces advective m f e r s  in and out of the substrate. This intragravel circulation carries part 
of the fine sediments transported by the river into the gravel substrate, and the rate of intrusion 
depends on upstream sediment sources and precipitation or snow melt events. Fine sediments can 
infiltrate into clean gravel substrates in one of two ways. Finer grains settle down to the bottom of 
the substrate and fill the gravel pores from the bottom up (Einstein intrusion mode). Coarser grains 
are inhibited from infdtrating all the way to the bottom of the gravel bed. Instead they bridge the 
gravel framework voids creating a seal that traps further intruding fines at some distance between 
the gravel surface and the undisturbed underlaying material (Beschta intrusion mode). Both modes 
of sediment intrusion have been encountered in the field as well as in the laboratory (Einstein, 1968; 
Beschta and Jackson, 1979; Carling, 1984; Diplas and Parker, 1985; Lisle, 1989). The specific 
impacts on the developing embryos and fry depend on particle size and composition. Clays 'and silts 
cause low intragravel hydraulic conductivity, and in excessive amounts they can entomb the eggs 
and fry in the gravel interstices. Larger intruding particles (0.85 rnm to 9.50 mm) may create a seal 
or clogged layer within the gravel framework preventing fry from emerging into the stream. 

SALMONID SPAWNING HABITAT MODELING 

The SIDO model was designed to predict the daily movement of water, sediment, and dissolved 
oxygen within a salrnonid redd when given the (a) stream discharge, @) stream temperature, (c) 
sediment load rate and material composition, (d) local stream channel geometry, (e) initial 
composition of substrate material, and (f) salmonid species parameters. The model calculates the 
water surface profile over the redd, water and fine sediment intruding into the gravel substrate, and 
the daily sediment accumulation, water temperature, and dissolved oxygen status within the redd. 
SIDO was developed to be used as part of a suite of modeling tools to analyze the relative effects 
of upstream management practices on salrnonid spawning habitat. HydroIogic inputs to the model 
can be either from measured data or generated with daily models such as the ARS watershed model 
AnnAGNPS (Cronshey and Theurer, 1998) and the USF&W Instream Water Temperature Model 
(Theurer et al, 1984). The output from the SJDO model can be used with the fiy emergence model 
presented by Miller et al(1998). This model incorporates procedures for determining pre-emergent 
fry survival rate as a continuous function of intragravel water temperature, dissolved oxygen 
concentration, and substrate particle size composition. 

The spawning habitat is viewed in STDO as a mixture of water and sediment moving through the 
habitat while interacting with each other and the habitat. Processes in the habitat are simulated in 
two distinct domains: a stream domain and a redd domain. Output h m  the stream simulation is 
passed on to the redd domain where the movement of water, dissolved oxygen (DO), and fine 
sediments through the gravel substrate is simulated. These two submodels exchange information on 
a daily time step, and are assumed uncoupled although, in practice, a certain amount of feedback 
always occurs, such as with processes involving bed scour and flushing of fines. 

Streamflows are characterized by a one-dimensional representation, and inflows are treated as slowly 
varying and approximated as sequences of steady daily events. Scow and deposition of bed material 
are assumed not to alter the channel morphology to any significant degree during the intragravel 
growth stage. Backwater calculations yield the water surface profile for the channel reach and water 
depths over the redd. Sediment routing is restricted to determining the bedload and suspended 



sediment transport rates in the neighborhood of the stream-redd interface. Modeling of transport 
processes in the redd is restricted ta processes occurring on the plane of symmetry of the redd. Tnis 
entails the assumption that the redd morphology remains, at all times, symmetric with respect to its 
longitudinal vertical section. A finite-difference grid overlaid on this section is used for the purpose 
of solving the water, sediment, and DO transport governing equations by means of finite difference 
schemes. The redd domain is divided into four compartments: the upstream pit zone left after the 
excavation, the disturbed mne which overlays the egg pocket, the egg pocket, and the undisturbed 
stream substrate beneath the redd. Differences in potentiometric head along the stream-redd 
interface drive the intragravel circulation which in turn carries fme sediments into the gravel bed. 
Sediment and dissolved oxygcn are moved into the d d  through advection and gravitational settling, 
neglecting the smaller dispersive transport mechanisms. As the idhating sediment settles in the 
interstices of the gravel framework, the pore space is gradually filled and the substrate permeability 
and intragravel flow are adjusted accordingly. The model computes the daily DO status as a function 
of the DO entering the redd with the intragravel flow ad the DO consumption by eggs, hy, and 
organic carbon carried by the intruding sediment. 

SIDO was developed to account only for the predominantly longitudinal geometric variability of 
short pool-rifle reaches, and sediment intmsion was modeled after conditions in the Tucannon 
River, southeastern Washington, where fines are able to settle unimpeded through the coarse gravel 
so that deposition occurs from the redd's bottom upwards. SIDO was subsequently extended in the 
SSAM model developed by Havis (1992) to accommodate the lateral streamflow variations and 
sediment intrusion of coarser particles resulting in seal formation encountered in the Salmon River, 
centraI Idaho. In the SSAM model the HEC-6 river sedimentation model (HEC, 1977) was 
substituted for the original stream component in SIDO, and channel cross sections were divided into 
subsections where geometq and hydraulic variables are calculated in the vicinity of spawning 
locations of interest. To simulate the intrusion of larger sediment particles tbe Beschta intrusion 
mode was added. A seal is triggered in the gravel framework when the bedload material particle size 
statistics meet the DipIas-Parker criterium (Diplas and Parker, 1 985) and the total bed load mass is 
sufficient to create a seal of finite volume. 

SIDO and SSAM are deterministic models in which processes are linked by mathematical 
representations yielding uniquely defined cause-effect relations. Lisle and Lewis (1992) constructed 
a site-specific stochastic model in which the sediment infiltration rates are statistically dependent 
upon tbe variation of measured bedload transport. This study presents an interesting discussion of 
the relative uncertainty and variability of processes affecting gravel siltation. 

FIELD EVALUATIONS 

r. Southeastern W-Pton; The SIDO model was applied to the Krouse Ranch 
site on the Tucannon River, southeastern Washington. The study reach is located about 1.7 km 
upstream of the Tucannon confluence with the Pataha Creek, and the area supports chinook and 
steeIhead habitat. The reach is about 100 meters long, has an average bankfull width of about 18 
meters, and a bankfull discharge of approximately 25 m3/s. The channel is fairly straight, with a bed 
prufiile incorporating a full pool, glide, and riffle sequence, and the average bed dope over several 
pool-rifle sequences is about 0.009. There was no appreciable vegetation on the channel banks, 



with small trees and bushes growing on the overbank areas. The bed, banks, and transported 
sediment are all remarkably deficient in sand and fine gravel nuring major storm events, 
suspended-sediment loads can be very high; generally, less than five percent of the total suspended 
sediment load is sand-sized material, and less than ten percent of the total sediment load is bed load. 
The model was calibrated using data collected at and near the study reach between 1979 and 1986 
(Alonso er a!, 1 996). Streamflow data was used for the calibration of the one-dimensional stream 
submodel. Five surveyed channel cross sections were selected to characterize the geometry of the 
study reach. Water discharges and sediment loads for the period of September 1 st, 1968, through 
March 30, 1969, were selected for this test because they cover the critical raring period of Chinook 
salmon, and are representative of normal flow periods in the Tucannon River. Data fmm limited 
freeze-core sampling tests was used to calibrate the two-dimensional redd submodel. Freeze-core 
samples were extracted from artificial redds consimcted in areas of the channel bed considered suited 
for spawning. Samples were extracted in the fall and again in the following spring. 

Results from the streamflow 
calculations indicate that this part 
of the model reproduces quite well 
the hydraulics of the study reach 
for a typical range of upstream 70 

inflows. The concomitant mj I I 
lk evolution of critical substrate , , Measured after I m day 

parameters was more difficult to a 
test because of the limited scope of C~mputed ~ R M  20 day 

the available data. This part of the computed atter i ao 

evaluation was largely confined to 
reproducing the main expected 
features of intragravel circulation 
and deposition patter& (Alonso et S I W ~  size, mm 

al, 1996). Some quantitative Figure 2. Changes in substrate composition with sediment 
testing of gravel siltation was done intrusion, Tucannon River, Washington. 

by comparing the model response 
with tbe trends indicated by the freeze-core data. However limited, these tests lent credibility to the 
response exhibited by the intragravel calculations. The sequence of filling patterns indicates a 
defrnte correlation between the rate of deposition in the redd and the sediment loads imported by 
the streamflow. Redd filling is closely associated with the changes in the material composition of 
the gravel substrate. This effect is illustrated in Figure 2 which compares changes in particle-size 
distribution computed in a simulated redd with h e - c o r e  data. Twenty days after construction very 
little fine sediment was observed in the redd. With time, clay, silt and fine sand accumulated in the 
voids and, gradually, the percentage of fines increases towards a maximum, reflected by the 
distribution attained by day 180 when the redd was totally filled with fines. Although the initial and 
final size distributions predicted by the model closely resemble the measured distributions, 
significant differences are evident between computed and observed populations. These differences 
are unavoidable given the level of uncertainty in the freeze-core data, and the expected variability 
between the actual and simulated redds. 



Measuroma 4 

Figure 3. Computed and measured cumulative sediment 
intrusion , Salmon hver ,  Idaho. 

The Poverty Reach of the South 
Fork of the Salmon River in central 
Idaho was used to evaluate the 
SSAM model. The river bed is 
largely gravel and fluvial deposits 
which are rich in sands and gravels, 
The reach is about 1.5 km long and 
bank-to-bank distances average 
about 30 meters. The channel cross 
section geometry was measured at 
twenty three locations and a gaging 

0 station was installed and monitored 
at the reach outlet and at the 
confluence of a tributary. Sediment 
routing calculations employed these 
flow measurements as well as rating 

curves developed fiom suspended and bed load monitoring at the reach and tributary inlets and 
measurements of the stream substrate particle size distribution. The period of study selected for 
analysis represents chinook salmon egg incubation from September 1990 to May 1991. This is a 
period of relatively low flow with a mean discharge of 3.17 m31sec. A field monitoring program 
designed to evaluate sediment intrusion included freeze coring of artificial redds, and installation and 
monitoring of intrusion buckets. 

- 

HECd calculations were evaluated by comparing simulated and measured water surface profiles, 
and bed loads and suspended loads collected at the reach outlet (Havis ef al, 1996). The HECd 
model tended to over-estimate sediment tramport during low flows and to under estimate sediment 
load at higher flows. Silt transport simulations showed similar trends to sand transport. The 
calculated long-term flushing of sand-size particles from the bed substrate approximated quite well 
field measurements. The sediment intrusion and DO models were cali brited using data from 1 0 
intrusion buckets and adjacent 
artificial redds with inserted pockets 
of chinook eggs mavis ei al, 1993). 
Under the relatively low flow regime 5 - 'lo 
of the study period, particle sizes in 8 

5 transport were too small to initiate * 
sealing of the gravel interstices. e 

P 
Hence, the Einstein intrusion mode 
prevailed. Sediment intrusion 
simulations and field data are 
presented in terms of the fraction, by 
weight, of intruded material in a unit $ A . i o A q m  im  s io  2.ia nxl 

DBY 

volume of substrate. This is the Figure 4. Simulated water temperature and DO 
mass of sediment in-g cancenhatiaa cornpared 9 measurements in the Salmon River, 

the porous gravel framework divided Idaho. 



by the original gravel h e w o r k  mass. The mean cumulative total sediment intrusion is displayed 
in Figure 3 along with the 95% confidence interval. The mean and standard deviations of the field 
measurements are given by the error bar. The increase in sediment intrusion rates during the last 
month of the study period is the result of increased bed load rates associated with the beginning of 
the Spring hydrograph. Model simulations of water temperature and DO concentrations are 
compared with field measurements in Figure 4. In the study area of relatively low organic loading 
to the aquatic environment, adequate oxygen was available to incubating eggs. DO concentrations 
appear to be mainly influenced by water temperatwe. Model predictions show general agreement 
with field measurements. 

SUMMARY 

Tools are available to evaluate the effects of upstream development, and increased sediment loads, 
on salmonid spawning habitat. Deterministic simulation models have general geographic 
applicability for evaluating the effects of fine sediment loads from agricultural areas and lands or the 
effects of coarse sediment loads ftom highland forested environments subject to logging and road 
building. The effects of hydrology, water temperature, and oxygen concentration are considered 
in predicting the success of salmonid egg incubation and emergence into the surface water 
environment. The models have been tested using field data and are available through the USDA, 
Agricultural Research Service. 
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INTERNET-BASED DECISION SUPPORT SYSTEMS OF 
HYDROLOGY TOOLS FOR WETLAND DETERMINATION. 
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Abstract: Wetland hydrologic tools have been developed using scope and effect equations used by NRCS for 
application over the Internet to assist in the evaluation of drainage practices on wetland areas. The application of 
these tools over the Internet can provide users a common interface that is processed and maintained at a central 
location. The tools can be accessed with any computer operating system users may have available to them. This 
eliminates he n d  for users to update the program on their system as enhancements are added. 

INTRODUCTION 

Hydrologic and physical characteristics of a watershed are needed by USDA-NRCS to determine whether newly 
designed or existing drainage systems impact wetland hydrologic areas. Many m l s  have been developed by the 
USDA-NRCS to aid in the evaluation of the hydrology of potential wetlands. The= tmls are analytical techniques 
used to supplement the documentation of a wetland determination, often requiring access to extensive database 
information. The acquisition of this information can be difFicult and tedious for even typical hydrologic 
applications, such as obtaining parameters netded from a climatic, soils, or landuse database. Computer-based 
technological mls have aided in the determination of pokntial wetland hydrologic characteristics. 

Wetland hydrologic tmls developd utilizing the Internet provides users of different computer operating systems a 
wrnrnon interface. The tools and related information can be stored on a central computer, reducing user data 
storage and installation space requirements. This study presents the devtlopmcnt of an internet-based decision 
support system @SS) for use with hydrology tools applicable in evaluating a site for wetland hydrology. The 
appropriate tool must be selected to enable site conditions to be evaluated. These m l s  are derived from scope and 
effect equations used by USDA-NRCS and are developed from the Ellipse equation, (USDA, 1997), the Hooghoudt 
equation (Hooghoudt, 1937), the van Schilfgaarde equation (van Schilfgaarde, 1974), and Kirkham's equation 
(Kirkham, 1949). The use of these tmls simplifies the pmxdures NRCS personnel use to calculate wetland 
hydrologic characteristics. Graphical results from the DSS can provide a quick presentation of wetland 
characteristics based on user-selected parameters. 

DESCRIPTION OF EQUATIONS USED IN THE HYDROLOGIC TOOLS DSS 

The Ellipse equation may be used where wetland hydrology is the result of a high water table with a restrictive soil 
layer and the hydrology has been (or will be) altered with drains (surface or subsurface). If lowering of the water 
table for spbcified duration is all that is required to define wetland hydrology, then the ellipse equation is satisfactory 
to approximate this situation (a full description can be found in Chapter 19, EFH, "Hydrology Tools for Wetland 
Determination" (USDA, 1997)). 

Application of Ellipse equation should be limited to the following conditions: 
1. Where groundwater flow is known to be large1 y in a horizontal direction. Examples of this are stratified soils with 

relatively permeable layers acting ap horizontal aquifers. 
2. Where soil and subsoil mattrials art underlain by a barrier at relatively shallow depths which restricts vertical 
flow and forces the groundwater to flow horizontally toward the drain (the actual depth to the impermeable layer 
below the drain (a) is less than twice the drain depth (d), and is less than ten feet.) 

3. Where open ditches are used, or whtrt drains with sand and gravel filters or porous trench backfill materials are 
used (minimum restriction to and convergence of flow). 



The Hooghoudt equation is similar to the ellipse quation except that the depth to the impermeable layer from the 
free water surface in the drain (a), is replaced by an effective depth (de). This substitution makes the equation more 
accurate and widely applicable (greater range of a versus d). Also, the hydraulic conductivity is calculated sepwately 
for layers above and below the drainage feature. This equation is meant to be applied with no standing water above 
the tile line@). Hooghdoudt's equation (modified ellipse) should be used whenever the actual depth to the 
impermeable layer is greater than twice the drain depth (a>2d) but where the calculated drain spacing (S) divided by 
the depth to the impermeable layer is greater than four (SIaM) .  If Slac4, the depth to the impermeable layer is 
considered infinite and other methods should be used (see Chapter 4, NEH 16, Drainage of Agricultural lands 
(USDA-NRCS, 1971)). In the Ellipse and Hooghoudt equations, drainage rate is the normal input, however for 
wetland determination purposes, the drainage rate is calculated from the drainable porosity, depth water table is 
lowered, and the time to lower the water table. The depth the water table is lowered and the time to lower the wattr 
table are established by the wetland hydrology criteria used. 

van Schilf~aarde Eauadon 

The van Schilfgaarde equation was developed for non-steady state conditions, as opposed to the ellipse equation 
(and Hooghoudt) which uses steady state assumptions. It includes a pafameter for time (t) so that different lengths of 
time for the duration of saturation can be examined. A two-step iteration prwess is recommended to use the 
effective depth in place of actual depth, such as was described for the Hooghoudt equation. The van Schilfgaarde 
equation is meant to be applied with no standing water above the tile line(s) and where rainfall is sporadic (moist 
subhumid to arid climates) rather than constant (humid and superhumid climates). 

Kirkbarn's Eauadon 

The Kirkham's equation simulates the gradual lowering of the water ponded above a tile lint or system. It is often 
combined with the Hooghoudt or van Schilfgaarde equation to describe the total removal of the water (ponded and 
water table). Kirkham's quation calculates the time to remove the ponded water, and the other drainage equation 
determines the time to remove the saturation to the specified depth. Kirkham's equation is meant to be applied 
where the tile line(s) lies directly under the wetland, but the site has no surface intake and water ponds. 

Hydraulic Conductivity (K, in/hr, all equations) is the saturated horizontal hydraulic conductivity. The horizontal K 
needs to be equal to or larger than the vertical K to apply the ellipse or Hooghoudt equations. For layered soils, a 
weighted value is used. Hydraulic conductivity should be obtained from field or laboratory methods, but can be 
approximated using the permeability information from a county soil survey, the National Soils database 
(www.sta~ab.iastste.edulsoils), or using MUUF data and computer program. 

Drainable Porosity (f, dimensionless, van Schilfgaarde) is the volume of water that will be released per unit volume 
of soil by lowering the water table. Drainable porosity can be measured in the lab or can be calculated from the 
MUUF program. An adjusted drainable porosity (f ) is used by NRCS to account for water trapped by surface 
roughness (s, inches), therefore f = f+ sl(depth of soil drained) . The ustr may set s=O if unsure of an appropriate 
surface storage value. 

Drainage rate (q, in/hr, Ellipse, Hooghoudt) is the rate at which water must be removed to maintain the water table at 
the desired depth. In drainage design this value is normally prtcipitation andor irrigation amounts. For wetland 
purposes it is used as the average rate at which the water table is lowered to a certain depth, over a certain time, with 
the removal of any infiltrated water over the drainage period, which is not the intended meaning of q in the equation. 
Therefore this value is often the combination of drainable porosity, depth water table is lowered, time to lower water 
table, and the amount of wattr from rainfall or irrigation that must be removed. Therefore q can be calculatsd by: 

q = ((P(depth water table lowered)) + additional water) / (time to lower water table) 



HYDROLOGY TOOLS INTERNET SITE 

The Scope and Effect equations discussed above can be accessad over the Internet at the folIowing site: 

The site is interactive enabling input data to be entered directly on-screen with the results c a l c u W  on-scrcen 
without having to download the program. 

An example of the use of the ellipse equation will be used as shown in the "Hydrology Tools for Wetland 
Deermination", Chapter 19, Engineering Field Handbook (1997). 

For this example, the saturation will be removd in 14 days down to a depth of 12 inches. The drainable porosity of 
the soil is 0.05 RIft. The tile is installed at a depth of 7 feet with an impermeable layer located at 12 feet. The 
hydraulic conductivity is 1.14 inches per hour. 

Step 1. Go to the Hydrology Tools Homepage: 
http://www.sedlab.olemiss.Bdu/javdtools.html. 

Step 2. Click on Ellipse (The image of the Ellipse screen is shown in Figure 1) 
Step 3. Enter the values in the appropriate blocks: 

c=l, f=0.05, k14, K=1.14, D=12, d=7 
Step 4. Click on compute after all values are entered 
Note: you will be given a warning if a value is outside normal or suggested ranges. If you get a warning, click on 

OK to proceed with the calculation. Remember: garbage in, garbage out. 
Step 5. The solutions for S and Le are displayed. (These values should be rounded to the nearest 5 feet to account for 

variability and precision of input values). 
(S=495 ft, k247.5 ft) 

Step 6. Individual input parameters can be changed, then click on compute to see the new results. 
Step 7. Click on the Print command of your browser to obtain a copy of the solution screcn(s) you want for 

documentation purposes. 

In addition to being used to make wetland hydrology determinations, the scope and effect equations can also be used 
to evaluate other hydrology considerations related to wetlands. One of the most common situations involves 
evaluating if a new drainage system in the vicinity of a wetland will have any impact upon the hydrology of the 
wetland. 

Impact of New Drainage System on an Adjacent Wetland 

To use the scope and effect equations to evaIuate the impact of a new drainage system on an existing wetland 
requires a new analysis of the input variables and what they represent. 

In wetland determinations the critical period of concern was 14 days during the growing season for example (use the 
appropriate wetland hydrology criteria). However, in evaluating impacts, the goal is no impact at any time of the 
year, It is now necessary to establish the new criteria for the wetland of concern. A good starting point would be to 
determine the HGM (hydrogtomorphic) subclass of the wetland of concern. This will help establish the source of 
water and the critical perid  for the hydrology. 

In a practical sense, "no impact" is probably unattainable. However, it is possible to Iook at negligible impacts, 
especially in comparison to other conditions in the watershed. Therefore, it has been suggested that the inputs should 
now represent the climatic conditions for the critical puiod of tht wetland. For instance, the van Schilfgaarde 
equation could be applied with a11 inputs remaining the same except for time (t) which would now represent a time 
p e r i d  of concern. This new "t" may Ix the average interval of time ktween rainfall events of 1" or more (time 



between soil profile recharge).New "t" values could be based upon regional precipitationlevaporation records. 
Therefore for the same soils but different climates, the results would also be different, and yet results would be 
consistent across geo-political boundaries (county, state lines). 

Evaluation of water table drawdown bv Evauotranspiration 

For some HGM subclasses of wetland, evapotranspiration may represent a significant driving force in the lowering 
of a water table near a wetland. The E?' may in fact lower the water table to an extent that a drain installed in the soil 
profile may not have any impact on the adjacent wetland (Jacobsen and Skaggs, 1997). 

Again, the inputs must be evaluated for what they now represent. For this situation, following the concepts present4 
by Jacobsen and Skaggs (1997), the new inputs for the Ellipse equation would be as follows. In the Ellipse equation, 
c would now equal the average ET rate (inlday) for the critical period evaluated. The time (t) would be 1, and the 
drainable porosity (f) would be 1. The value of d would now represent (see Jacobsen and Skaggs, 1997) the depth of 
the water table at which the upward flux can satisfy ET. This can be evaluated by the MUUF program. The equation 
is now solved for the lateral effect (Le). This represents the distance from the wetland at which the water table is 
maintained at the depth d by the wetland. The water table will be lower further from the wetland because there is no 
replacement moisture to maintain the water table. Therefore in this situation, a drain placed at a depth less than or 
equal to d and at least Le distance from the wetland will have no effect on the wetland. If a drain is placed deeper 
than d, additional analysis must be made. 

Often other changes in a watershed may completely overwhelm any changes in local drainage conditions. Changes 
in watershed landuse may increase (parking lots) or decrease (row crops to forest) runoff volumes and rates, thereby 
considerably changing the entire water balance of the wetland system. 

It is important that the entire hydrology situation of the wetland be assessed to determine the relative impacts of 
various components of the water balance of the wetland and its watershed. Don't assume that a new drain is the only 
or most important hydrologic impact. 

DISCUSSION 

The Scope and Effect equations are not a miracle answer to wetland drainage questions that some people assume or 
others promote. Rather, the equations provide analysis to a set of parameters imposed. The user must verify that the 
equation(s) is applicable to the site and site conditions, that the underlying assumptions of the quation are met, that 
the source and degree of confidence in the input parmeters are known, and that the results are applied in a practical 
manner knowing the physical system being studied. It is important to andyze the site to insure that drainage 
measures are the greatest impact on the wetland hydrology rather than natural (ET) or man-made (land use changes) 
impacts. 

The use of the scope and effect equation with at least one other hydrology tool will strengthen the confidence in any 
evaluation made. 

SUMMARY 

Technology has been developed that integrates the simplicity of the Internet with scope and effect equations needed 
by NRCS for hydrologic evaluations of wetlands. Simple and easy to use graphical decision support systems enable 
users to apply parameters from any site requiring drainage evaluations. The development of lnlernet tools provides 
users with a common interface among many different operating systems. 

The Internet tools described here provide one means that NRCS personnel can use for an effective evaluation of the 
hydrology from a site. Users unfamiliar with the scope and effect procedures can quickly learn and apply 
technology that is simply to utilize. As more tools and information is added to the Internet site users can simply 
revisit the Internet site without having to reinstall programs onto their computer. 



Eventual implementation of this tool into NRCS field offices is one objective of a more comprehensive wetland 
modeling project supported by the USDA-NRCS Wetland Science Institute. This modeling effort involves 
development of wetland processes into the continuous version of AGNPS. Model evaluations of various 
management practices affecting wetlands can provide action agencies with additional information on which practice 
is more effective in improving water quaIity . 

This bulletin was based upon the Hydrology Tools Coursebook (USDA, 1995) developed by Donald E. W d w a r d  
(ed.), National Hydrologist. Conservation Engineering Division, Washington, D.C., and the hydrology tools task 
group. 

Included we the results of discussion of participants at the NRCS inter-region scope and effect meting, November 
18, 1997, Bmkings, SD. on the use and applicability of the scope and effect equations to new drainage systems 
impacts on wetlands. 

The Scope and Effect internet site was developed under a cooperative project agreement between h e  USDA, 
Agricultural Research Service, National Sedimentation Laboratory, and the NRCS Wetland Science Institute. 
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Figure I. Ellipse quation as shown on the Hydrology Tools Internet site with example parameters. 



AmAGNPS INPUT PARAMETER EDITOR INTERFACE 

R. L. Bingner, Agricultural Engineer, USDA-ARS, Oxford, Mississippi, 
R. W. Daden, Supervisory Mathematidan, USDA-ARS, Oxford, Mississippi, 
F. D. Theurer, AnnAGNPS Project Manager, USDA-NRCS, Beltsville, Maryland, 
C. V. Alonso, Supervisory Research Hydraulic Engineer, USDA-ARS, Oxford, MS 
P. Smith, Hydrologic Unit Water Quality Project Manager, Ft. Collins, Colorado 

Abstract: AnnAGNPS has been developed cooperatively between USDA's ARS and NRCS 
as a replacement for AGNPS 5.0. Continuous watershed processes have been incorporated 
into AnnAGNPS, such as varying soil moisture, crop growth, climatic conditions, and 
operational management decisions. This requires many additional input parameters in order to 
utilize AnnAGNPS as a water quality management tool on large watersheds. A graphical user 
interface has been developed to aid users in the selection of appropriate input parameters 
describing watersheds and farming practices, and to run the simulation model. Automatic 
determination of many input parameters has also been incorporated into the interface. 
Enhancements to the USDA-NRCS HUiWQ model interface with AnnAGNPS will allow 
users a common interface for several watershed models. 

INTRODUCTION 

For large watersheds, the collection of necessary model input parameters can be tedious, time 
consuming, and error-prone. This study presents technology that combines geographical 
information systems (GIS) and AnnAGNPS model requirements to simplify and improve the 
accuracy needed in the development of a database for large ungaged watersheds for long-term 
evaluations of conservation management practices. An intuitive, PC-based, graphical user 
interface has been developed that leads users through the developmental steps needed to apply 
the water quality model, AnnAGNPS. This technology provides the user minimal involvement 
in the database management required to utilize Ann AGNPS . Compatibility with input 
parameter datasets developed for the single-event version, AGNPS 5 .O, has been developed 
into the interface providing users the option of converting old input datasets into AnnAGNPS 
format. Additional parameter information can easily be added by the interface to provide a 
new AnnAGNPS input dataset. 

By pinpointing major pollutant sources, AnnAGNPS helps planners focus their corrective 
actions at those source locations. Effective utilization of GIS and graphical user interface 
technology with water quality models can provide natural resource managers with simplified 
tools to evaluate best management practices within a watershed. 



AnaAGNPS INPUT EDITOR INTJ3RFACE DEVELOPMENT 

Scientists at the U. S. Department of Agriculture (USDA), Agricultural Research Service 
(ARS) National Sedimentation Laboratory have developed a partnership with the USDA, 
Natural Resource conservation Service (NRCS) to develop advanced te~hology needed to 
implement the AGNPS model and AnnAGNPS, the continuous version of AGNPS, in NRCS 
field offices and other locations. This cooperative effort is intended to produce a robust and 
accurate watershed parameter generator based on GIS that can also k added as an 
enhancement to the US DA-NRCS W/WQ project. 

The AnnAGNPS watershed input parameter editor is developed using standard ANSI 
FORTRAN 77 or higher and combined with MS Visual Basic. The current version is a stand- 
alone PC-based program requiring MS Windows 3.1 or later. The program dso provides 
Windows-based GIs visualization of the watershed stream network and associated flow paths, 
along with other topographic features. The topographic dataset needed by AnnAGNPS to 
determine the flow directions for the water quality attributes and channel characteristics of 
each cell are automatically generated from a DEM. The interface then allows users to 
manually enter appropriate values for the rest of the input dataset parameters. 

The interface is composed of a series of on-screen menus that guide the user through the 
process of entering the necessary watershed parameters. Titles to each series of screens are 
alphabetized into menus as shown in Figure 1 .  After a selection is made the appropriate 
screen is displayed. Input parameters can then be entered within each designated area. Each 
subwatershed area, which is designated as a cell, requires a significant level of inputs. For 
example, in the cell data screen shown in Figure 2, information on the soil, field, reach, and 
many of the topographic parameters are needed. As the user selects parameters that are within 
the range of values acceptable to the model, the background for that parameter space will turn 
blue. For parameters that are out of specified ranges or if no parameter is filIed in that is 
required then the space turns red. The user has the option of accepting the values that are 
highlighted in red, but the interface at least informs the user of possible errors. 

Additional cells can k created or modified while in each on-screen menu. If a cemn set of 
parameters are duplicated among all of the cells then those parameters can easily be copied to 
other cells. Additional on-screen help is available as the user moves the cursor around the 
screen and over a parameter's input box. Suggested input ranges are also provided along with 
background information on the parameter of interest. 

After the user has provided as much information to the input editor as needed to adequately 
describe the watershed, the interface will generate the input files needed to run the 
AnnAGNPS program. Modifications to input parameters can then be easily made from the 
interface for a series of evaluation runs. 





Figure 2. The Cell Data form used by the AnnAGNPS Input Editor. 



HEC-RAS (RIVER ANALYSIS SYSTEM) 

Vernon Bonner, P.E.; Chief, Training Division 
Gary Brunner, P.E.; Senior Hydraulic Engineer 

HydroIogic Engineering Center, US Army Corps of Engineers 
609 Second Street; Davis, CA 95616 

INTRODUCTION 

The HEC-RAS River Analysis System (HEC, 1997a,b,c) is a one-dimensional river modeling system 
designed for interactive use in a multi-tasking environment. Version 1, released in July 1995, 
provided steady-flow water surface profile calculations for a river network with sub-critical, 
supercritical, or mixed-flow regime on computers with MS WidowsTM operating system. The 
program has been developed based on a single defmition of the river geometric data for all modeling. 
River networks are defined by drawing, with a mouse, a schematic of the river reaches fiom 
upstream to downstream. As reaches are connected, junctions are automatically formed by the 
program. After the nctwork is defined, reach and junction input data can be entered. The data 
editors are called by pressing the appropriate icons in the Geometric Data Window, or rexh data can 
be imported from HEC-2 data sets (HEC, 1990). 

Cross sections are located by river, reach, and river station. Pressing the cross-section icon provides 
the data entry editor. Data are defined by station-elevation coordinates, up to 500 coordinates arc 
allowed. There is no maximum number of cross sections. The section data are stored in a 
downstream order based on rheir river-station numbcr. Cross sections can be easily added or 
modified in any order. Cut, copy, and paste features are provided, along with separate expansion 
or contraction of the cross section's two over banks and channel. Cross-section interpolation can 
create additional computational sections based on a "string model" linearly linking adjoining 
sections, User-defined chords can be added to reIate portions a each section to the next section, 

HEC-RAS, Version 2, provides sevwal added capabilities including the option to import and utilize 
three-dimensional (3D) river reach and cross-sectional data from a data exchange file. This paper 
highlights some major new features in Version 2 of the program. 

HEC-RAS Version 2.0 

Bridges. All bridges are modeled using the same physical definition of the bridge. The user can 
select one or several modeling methods to apply for low-flow and high-flow conditions. Low-flow 
methods included friction, momentum, and Yarnell methods. High-flow options included friction 
or pressure and weir equations. Pressure flow provides a gate equation for free-surface tailwater and 
pressure equation for fully submerged wrlditions. With support fiom the Federal Highway 
Administration, HEC has added WSPRO (FHWA, 1990) low-flow bridge hydraulics to HEC-MS. 
The approach is a variation of the friction-based calculations, The HEC-RAS Hydraulics Reference 
(HEC, 1997~) provides a complete description of the methods used in this option. 











which can be created or edited with a text editor, and is easily read and understood by reviewers. 
Records in the data file can be grouped into two types: file and obiccts. I I EC7-RAS can read 
geometric data from an exchange tile composed of t h ee  file sections: ( I )  a header containing 
descriptions that appIy to all data in the file. (2) the stream network containing reach locations and 
connectivity, and (3 j model cross-sections containing tht ir  locations on the stream network and 
cross-section coordinates. 

The stream network section contains records dcfining reach endpojnts and identification number 
(ID), pIus thc reach data. At a minim~ml, the stream network must contain at least two endpoints and 
one reach. Each rsach is defined by a multi-record object that includes: an IT), the strcarn centerIine 
XYZ coordinates, and river stations. The XY values are the planar coordinates and Z is the 
elevation. In IIEC-RAS, the elevation and river stationing are optional dala in the ccnterline 
definition. River station valuss are assumed to be in miles for LngIish units and kilometers for SE 
units. 

The contains the cross-section objects. Each cross-szction ~nust includc 
rccords identifying: the stream, reach and river station; and defining a 2D section cut line and a 
series of 3D locations on the cross-section. The cut-line object is an array of XY locations defining 
the cross section in plan view. as show-~ill in figure 5 .  The cross-section object consists of a label 
"SURFACE LINE: " and the 3D coordinates, written as comma-delirnjted XYL real-number triples. 
Also, the section's left and right bank stations and the downstream reach lenglhs can br defined with 
the cross sections. 

Developing an HEC-KAS model wit11 irnportcd d a ~ q  first requires starting a new prqicct. Then one 
would open the Geometric Data editor, select Files, and then select Import GI S Data. A file browser 
screen appears allowing you to select the data exchange filc. The progmm reads the iile and displays 
the river-reach graphic based on the imported dab. 'The HEC-RAS program maintains the XYZ data 
for graphical displays and to provide output to the data exchange f i lc .  For hydraulic computations, 
the prograln translates the XYZ coordinates into 2D cross-sections. Thc translatrd data arc sllown 
in the program's cross-section editor. The modeler will need to provide additional data like: 
Manning's n, contraction and expansion coefficients, plus bank stations and reach lengths if they are 
not included in the exchange file. The modeler will also have to add data defining all hydraulic 
structures in the reach to complete thc geometric data model. Flow data and boundary conditions 
are required fbr the flow-data file. Then, the model would be ready to conlpute profiles. The 
program operation and features are the same as they we for user input data, except for the XYZ 
graphic which displays the water surface in the 3D terrain model. Figure 6 is an XYZ display nf the 
lower resch of  the Wailupe River model, under flood-flow conditions. 

IIEC-RAS can write an oulput tile in the data exchange file format. In the Main mcnu, under File, 
is an Export GIs Data option. Selecting this option allows you to n ~ i t e  an cxc11ange filc with model 
results. In the filc header section. the progranl writes thc date and time for the output, the number 
of reaches, cross sections, and profiles. Version 2 allows the user to input a profile name, (e.g., 100- 
year) which is used its the proti Ie identification Iabei. 
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CCHE2D: A TWO-DIMENSIONAL FREE SURFACE FLOW AND SEDIMENT TRANSPORT MODEL 
FOR NATURAL RIVERS 

By Randy Bowk,Coardlnator of Computing Fwillty Operadon, Ccnter lor Comprrtatlonal Hydrcwkmce and 
Endneering, The University of Mls~Mppl, Udvtrdty, MS 386m AWul KhmQoat-Dactoral b h  
Assodate, same PddFeBB, Yafel Jla,Restftch Assistant ProCmr, mme rddmq and Sam Wang,F* A. P. 

hmard Dldngukd h-r, M W  CCHE, mnt a d d m  

The CCHE2D is a computational mftware package, dtvtloped 'at the Center for Computational 
Hydroscience and Engineering (CCHE), Universiv of Mississippi, for solving free surface, steadylumteady, 
wbulent flows with sediment muport capability. CCHE2D is budad  with the graphical user environment know 
as HydroVision, dm developed at the CCHE, which provides a gaphid user interface (GUI) for grid generation, 
drnulation conbd and scientific visualization. 

The CCHE2D mdel  dong with rhe Hydrovision GUI provide a robuat softwan package for modeling practical 
river flow problem. The wetting md drying of the n&s during the simulation prmcas allow for easy handling of 
submergence and exposition of the land dunring f l d  propagation with a specified discbarge hydrograph at the 
upstream end. The model has been thoroughly tested by simulating both laboratory experiments and field situations 
and has bctn found to be bolh stable and accusak under a variety of conditions. 

The model is targeted for use as a practical engineering tml for solving problems of natural rivers with or without 
hydraulic  structure^ including b d  aggmdation or degradation, local scour, bank and bend migrations, etc. The 
model can also be used for assessing the impact of new or afready present hydraulic structures, such as dike, bridge 
abutmnts aud piers, grade control structurta, ctc., on the envhuwnt and ecology of a given river rewh, In short 
tbc CCHE2.D male1 along with HydroVidon provides a robust, stable e l  for natural rivers with sediment 
bwprt .  The madel can be used both for determining the local flow and bed change details m n d  thc hydraulic 
s t r u m  ad general flow and morphological conditions for r reasonably long river reach for steady or unsteady 
flow situations. 

The mathematical Model is b a d  on thc depth-averaged Navier-Stokes equations for flow nodel and sediment 
continuity equation for b d  and bank changa-The turbulent stresses are appximated wilh Boussineq eddy 
viscosity con* The turbulem eddy viscosity i~ approximated either by assuming parabolic disbibution in vertical 
diraction or by the mixing length hypothesis. The s c c d  approach is found to be more suitable for revem flows, 
shear layers, and flow behind hydraulic structures. The d r n e n t  transpwt is modeled using van Rijn's k d  lod 
formula, however, the users a n  specify or input a different sediment transpot formula valid for the case under 
investigation. 

The above set of equations are solved using well documented efficient element metbod with explicit tim stepping 
schem, The spatial domain is discretized using shctured grid with qualateral elements and q w h t i c  
interpolation functions. 

Results are prewnted which &mnstrate the application of the CCHE2D model and the HydroVision to a variety of 
situations. In particular teh cornputad results of bed a g p W o n  and degradation results arc compared to 
experimtntal data. Simulations of Hotophia ueek, a m r a l  stream in nmth Mississippi, illustrate simulation of 
hydraulic structures and flood wave propagation. 

Tbt graphical user environment know as HydroViSion provides a cross platform gmpbical user interface (GUI) for 
grid generation,simulation control and scientific visualization for the CCHE2D model. Hydrovision' s intuitive 
interface speeds the devtlopment of numerical simulations by providing automatic gtid generation based either on 
cross section survey data or wtcr boundary geometry combined with r computer aided design inrcrfaee for direct 
graphical editing of the efficient element grid; graphical ~nput of initial coadistim, such as bed roughness and 
initial surf= eltvation; graphical specification of boundary conditions; simulation control and simulation 
monitoring from the GUI; and scientific visualization and hml copy capabilities. 



THE CCHE2D MODEL 

The governing equations solved by the CCHE2D model are bricfly explaid he.. For 
complete &tails the reader is diracabd to the CCHE technical re+ by Jia and Wang (1997a). 

The momntum equations for depth-integrated two dhwionai turbulent flows in a Cartesian coordinate system m: 

where u and v are &pth-integrated velocity components in x and y directions, respectively, t is the timt, g is the 
gravitational acceldoa, h is the water surfact elevation, r is the density of water, h is h e  l d  water depth, fc, is 
the Corioli6 pameter, k, , Sy , ty, , b, are depth iategmtd Reynolds stre~ms and rb, , by are shear smws on 
the bed and flow interfam. 

Free surface elevation for the flow is calculated by the continuity equation: 

when? his the free aurfw elevation, A is the ma of an elemnt, s is the length d a line segment along a curved 
boundary of an ekmnt, h is thc water &pth at ihe egrnent and ii is the direction unit-vector of tbe segment 
pointing outwards . 
The turbulence Reynolds stresses in the equations (1) and (2) are approximated according to tk Bousinesq's 
assumption, as follows: 

Two methods for calculating eddy viscosity me avaiwle in the current m&l. First, the eddy viscosity coefficient 
vt is calculated using the depth integrated parabolic eddy viscosity formula : 

d u+ i s  6kar velocity, k is the von W m m ' s  constant (0.41) and V is the relative depth of the flow. AXy is  a 
caflicient to adjust the v due of the eddy viscosity. Its &fault value is M to 1 and it can be adjusted by users &om 
1-10. 



I n  addition to this approach, the depth integrated mixing length eddy viscosity mdel is also available: 

& 
The depth intepted veldty gradient dong vertical mwdhtc Z is inWd to account far the effect of 
turbulence generated from the kd surface. The eddy viscosity d e 6 d  by (9) woald be zwo in h a  unifm flow 
condition without this perm. It is determined in the way that eddy viscosity shall be tbc rmm as that of the uniform 
flow in absence of other tmns. Assuming the flow is of logarithmic profile dong tbe depth of the water, the vertical 
@ent should k 

au u, --- 
az a (1 1) 

equation (1 1) is integtatd vertically to obtain depth weraged vertical gradient, which is represented by 

where U is total velocity, UI is the total shear velocity and C, is a coeficient. Instead of directly calculating h, 
this coefficient is assigned in such a way that equalion (9) shall recover equation (7) in the abatnct of all the 
horizontal velocity gmdients (uniform flow). Thus, the aasigned value i s  2.34375. Another importsnt problem 
regarding both mixing length model and parabolic mode1 is the wdl effect. Very close to the wall, the distance to 
the wall should be used a~ the length scale instead of that to the bbd. This is taken care of in the &I. 

Sedimnt transport &ling in the current version of the CCHE2D m&l is ba& on equilibrium bed load tranapm 
of uniform materials. The bed load transport formula developed by van Rijn (1993) is adopted, 

where 

and when D, is the parameter, T is the Id shear smss parameter, s is the ratio of the density of the sediment to that 

of the water, and z, is critical shear stress according to Shidds . 

Bed load qb at solid walls and out let bound8he.a satisfies tk condition 

aqb - = o  
an 

and at the inlet bundsry, it is quires to prescribe qb =constant. 

Numerical Scheme: The aforementioned system of equations (1) and (2) are solved by using the Efficient Element 



,Metbod initiated by Wang and Hu (1992). A c o l l d o n  approach is Wtcd in the finite element method to 
dismtiae the mathematical equations. In this version of the CCHE2D rnodtl, the mass conservation is e x p s e d  by 
the integral e q u h  (3). Because the mlution of the continuity equation is &coupled from that of the momentum 
equations, it is very simple to solve equation (3) and update the water surf- dtvadon. 

All the unsteady governing equations are solved by tbe h t b  order Runge-Kulta method 7 h i s  explicit scheme 
mkm it very simple to mar& in titne, During the simulation, the ti= step & is djuskd automatically. The 
adjummt i~ controlled by the CFL number, which should always be h tban one, and the error norm. 

VerMcation and Appbtbm:  A few IGGUIU me given to illu6Uate the mOde1's Wil i t ies ,  these results are taken 
from the CCHE technicd report by Jia a d  Wang (1997b). Figures 1 and 2 show comparison of computed results 
obtained udng CCHE2D with channel aggdatiotl flume experinmt data ( h i ,  1981) and channel degradation 
experiment data (Newton, 1951) mpctively. lo botb c w s  the trends of channel bed change agmr with those 
observed in physicd experiments. 

Fqure L Verification of sediment ttansport m&l using aggradation experimnta. 
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Figure 2 Verification of sediment transport model udng &@tion experiments. 

The next two figures show application of the m&I to simulate flow in a natural c h l .  The vector plot in Figure 
3 shows the flow patterns behind hypohdcal spur dikes placed in a scction of Hotophia cmk. Figure 4 shows the 



sirnulath of another section of the same creek with a fld wave passing though. Initially dry areas of the flood 
plains were submerged under the flooding and became dry again in the retreat period of lhe flwd. 

Figure 3 Simulated flow field mund spur CUM in Hotophia Creek. 

SlwWmnW flow kHasphlaCra*IhlW*l 

Figure 4 A F l d  Wave hopgation 



HYDROVISION 

HydroVision is a highly interactive visual interface. It allows the usx to generate a nonuniform stmcmred msh 
with quadrilateral clemnts, either via a computer aided design (CAD) interface, which allows for  pacification of 
ekvations from a topogmpbic map or automatically from cross-~ctional data of natural rivers. The ueer can apcci fy  
zones within the compuwiod area having differeat roughnew. A steady total dhhage at the inlet d o n ,  specific 
discharge at boundary ndes or a diwharge bydrogqh at tlae inlet d o n ,  can be specified u inlet boundary 
conditions. Monitor stations can be specified h the computational domain and the tim history plots of t h  p i n t s  
can be displayed while the drntllatim is underway. This featun helps in assessing the convergence of the model in 
case of steady flow simulation and yields useful inhmmion in tbe of unsteady flow. At tbt samt time a 
graphical display of the ocamalized maximum c h g c  of velocity and surfwe water elevation i s  provided to monitor 
the execution of thc run. The find results of Initial and final water smace elevation, v e l ~ t y  v e c m  and 
magnitude, bed shear m s s  etc., can be visualized arad saved as a postscrip file for printing sad presentation. 

The HydroVldon interface with a generated grid is shown in Figure 5. In this case tbe grid was p m t e d  using 
m s  ptctim s w e y  data Figures 5,6  d 7 show tbe waing of tbe badmy  conditions, monitoring the error 
norm# of an simulatim in progress, a d  tbe vIlualizatim of a CCHE2D simulation. Tbe en& interface is discussed 
in detail in CCHE uchnkal report by Bowie and Khan (1 997). 

Figure 5 Setting Bouadary Conditions in HydroVision 



Figure 7 Visudization of CCHEZD Results Using Hydrovision 
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SUMMARY 

CCHE2D combined with tbe HydroVidoa GUI b an effective taol for studying natrrral channels. l%e model can be 
used to simulate the eFfecbIvewss of a hydraulic structure, tbs quality of fish habitat wltb a high degree of =curacy. 
TtbC interface allows the user to makc djustmtntu to the geomtlry or bouadary conditions and perform new 
simulations very quickly. 
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NEXT GENERATION FLOOD DAMAGE ANALYSIS PROGRAM 

By Robert Carl, Hydraulic Engineer, U.S. A m y  Corps of Engineers Hydrologic Engineering 
Center, Davis, California; Michael Burnham, Chief, Planning Analysis Division, U.S. Army Corps 

of Engineers Hydrologic Engineering Center, Davis, California 

Abstract: The Hydrologic Engineering Center (HEC) has developed a next generation Flood Damage 
Analysis computer program (HEC-FDA) for formulating and evaluating flood dan~age reduction plans. The 
program design is consistent with federal and Corps of Engineers policy and technical requirements. It 
includes risk-based analysis procedures. HEC-FDA calculates expected annual damage and equivalent 
annual damage using hydrologic, hydraulic, and economic data. It produces tabular and graphical output that 
can he used to evaluate the innundation reduction benefits of alternative plans and project performance. It 
uses Xbase formatted database files to store input data and output results which can be accessed by 
commercial programs. The graphical user interface (GUI) utilizes a cross-platform software library for easy 
porting to many platforms. The program operates on Microsoft Windows NT and Microsoft Windows 95 
platforms. 

INTRODUCTION 

Backwound: One of the primary Civil Works Missions of the U.S. Army Corps of Engineers is to provide 
flood protection for communities in the United States. The Corps has reduced flood damage by 
implementing rnan y s tructurd and nonstructural measures. It has evaluated proposed alternative measures 
using a variety of tools ranging from hand cdculations, mainframe batch computer programs, mainframe 
programs ported to personal computers, sophisticated Geographical Information Systetns related programs, 
and now the new next generation HEC-FDA. Corps regulations dictate analysis procedures and reporting 
requirements. With time, these have changed to meet the changing needs of the country and to utilize new 
science and technology. 

Reauiremen_ts: The Corps recently enacted regulations requiring the use of risk-based analysis procedures 
for formulation and evaluating flood damage reduction measures (US ACE, 1996b). Historically, without 
or existing conditions were evaluated using expected annual damage calculations which are computed by 
integrating a damage-frequency function. The damage-frequency function is derived from combining the 
discharge-frequency, stagedischarge, and stage-aggregated damage functions. Except for the discharge- 
frequency function, these functions all represented the best estimate - there was no attempt to quantify 
uncertainty in the functions other than to perform some sensitivity analyses. With the implementation of the 
risk-based regulations, all Corps studies must use the new procedures. The procedures require quantifying 
the uncertainty in the discharge-frequency, stage-discharge, stage-damage functions, and incorporating it i t~to 
the economic and performance analyses of alternatives. HEC-FDA utilizes the Monte-Carlo numerical 
analysis procedure (Benjamin et a1 ., 1970) to compute expected annual damage while explicitly accounting 
for the uncertainty i n  the basic functions. 

RISK-BASED PROCEDURES 

The damage-frequency function is derived from three basic functions: discharge-frequency, stage-discharge, 
and stagedamage. Alternatively, a stage-frequency function may be used in place of the discharge-frequency 
and stage-discharge functions. The uncertainty in the functions is quamified using a variety of parameters 
and techniques. For example. the uncerlajnty in the discharge-frequency functions is reflected in the 
equivalent length of record. If the function is computed using gaged data, the length of the gaging record 
is a good indication of the analyst's uncertainty in that function. At the other extreme, the stage-damage 



functio~ls arc derived froin Morite-Carlo simulations using uncerta~nties in several parameters including thc 
first floor stage of structures, the estimated depreciated replacement value of the structure, etc. For every 
expected annual damage Monte-Carlo simulation, the three basic functions are sampled to derive the sampled 
damage-frequency function which is integrated to de~ermine the expected alnusl damage. It may take se vc~al 
hundred thousand simulations before converging on the estimate of damage with an acceptable error. 

PROGRAM STATUS 

Provisional Version 1.0 of the HEC-FDA program was first released to only the U.S. Army Corps ut' 
Engineers in January 1997. Version l .O was released in January 1 998 and is available to the public. During 
the last year, HEC (and their contractors) have made subsliu~tial changes to the database code, the CiUI, and 
the calculation procedures. It has added new capabilities to analyze regulated frequency functions, interior- 
exterior stage functions, nodinear geotechnical failure criteria, and levee wave overtopping. 

SOFTWARE DESIGN 

HEC-FDA is an object-oriented program written mostly in the C++ language. The software development was 
divided irirtl four components whir h were written by different people including both HEC engineers arid 
private contractors. There are four software components: 

(1 ) Databases - all interaction to the databasc is done through  he diirabase code. 
( 2 )  Graphical User Interface (GUI) - all user input data are entered in the GUI screens, 
(3) Stage-Damage Monte-Carlo Simulations - all calculations for computing the stage-aggregated 

damage function with uncertainty is done in this component. 
(3) Expected Annual Damage Monte-Carlo Simulation - all the calculations to determine expected 

annual damage, equivalent annual damage and project performance is perf~rrned in this 
component. 

The graphicaI user interface (GUI) software utilizes the Visix Corporations "Galaxy" library (Visix Software 
Inc., 1994), and the database soft ware utilizes the Sequi tzr Corporation's CodeBase library (Sequiter 
Software Tnc., 1996). The stage-aggregated damag simulations are  written in C++ using objecr-oriented 
design. The expected annual damage Monte-Carlo simulations are written in FORTRAN. The Galaxy 
library facilitates porting the GUI to multi-pl atforms including UNlX systrt~~s with minimal code changes. 
The CodeBase library enables storing the input and output data in standard Xbase formatted files which 
allow the user to edit the data using many commercial software programs (such as database or spreadsheet 
programs). 

Bcfore soft war^ codirig began, HEC developed a requirements document. It provided a sound foundation 
upon which related design and development work could be built. In addition, a field group reviewed the 
design from a practitioner's standpoint. However, during software development, many substantial changes 
were made to all areas of the prngram design. The object-oriented design nllowcd concurrent modificaiivns 
to all components of the program and facilitated the isolation of software bugs. Object+rien ted development 
required new skills and new tools. Both have steep learning curves. To ashieve project goals, HEC made 
a substantial investment in C++ training and the acquisition of software, particularly the Galaxy lihrilry. 
'l'hese were costly in time and staff resources. New code problems surfaced. For example. C++'s dynamic 
memory allocation and deallocation are powerful but difficult to program and the resulting soft ware bugs 
have caused frequent execution failures in the early versions of the program. 











EVALUATION AND RESULTS 

The evaluation component displays data validation information and facilitates the calculation of expected 
annual damage and equivalent annual damage. Before calculation, all supporting functions must be properly 
defined. HEC-FDA produces a table which indicates the plan I year combinations for which valid functions 
have been defined and which specific functions are not properly defined. It also tabulates the last 
computation date and time and indicates results that are out-of-date due to modification of supporting data 
such as discharge-frequency functions. The analyst can select those plan / year combinations for which 
caIculations are performed. 

The results component displays a wide variety of information including expected annual damage and 
equivalent annual damage by plan, year, reach, and category. The calculated functions such as damage- 
frequency can also be tabulated and plotted. The equivalent annual damage results are displayed including 
the discounted damage and amortization. Project performance tables display information that is used to 
measure the hydrologic efficiency of a flood damage reduction plan. Performance is measured in terms of 
the risk of flooding in any year, over a specified number of years, or if a specific hypothetical or historical 
event occurs. Plan performance uses the risk-based analysis of the hydrologic (not economic) functions. 

CONCLUSIONS 

The HEC-FDA program is a state-of-the-art computer program that provides a comprehensive analysis tool 
for forn~ulating and evaluating flood damage reduction plans. It has a modem user interface and facilitates 
transfer of data between other commercial programs and databases. It includes a sophisticated risk-based 
analysis capability or it can be. used for traditional calculations. The computational procedures and output 
reports are consistent with Federal aiid U.S. Amy Corps of Engineers policy and technical regulations. 
"Version 1 .OM was released in January 1998 and it includes a user's manual and test data. 
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Abstrect: In the field of distributed hydrologic models, the geometry of distributed grid cells represent a 
predefined condition and limitation associated with a particular model. Typically a square-cell geometry i s  
adopted for distributed models since most terrain data is in a square-grid mesh. However, current methods 
for flow routing with a square-grid surface have l~mitations since such algorithms involve arbitrary flow 
directions (4 or S directions). There are continuing efforts to improve these problems. For example, 
TAPES-C model (Moore and Grayson, 1991) uses contour lines and flowpath lines as cell boundaries to 
form a flow net so that each cell has a naturally defined flow direction. However, hydrologic models 
developed based on TAPES-C can only be applied to a flow net type of cell format. 

The Equivalent Rectangle Simplification (ERS) method is an effort to provide a general algorithm to 
handle slope flow routing for distributed hydrologic models without setting arbitrary flow directions or cell 
geometry requirement. For any polygon cell (triangle, rectangIe, ..., etc.), the weight of each edge is defined 
as the proportion of drainage area that each edge has within the cell. The ERS caIcuIates the weight for all 
the dges and generates a virtual rectangle called Equivale~lr Rectar~gle (ER) which has the same area, same 
slope mgIe, same aspect, same length, and same physical characteristics as the cell. An ER of a cell has 
only one edge (upper) receiving flow and one edge (lower) discharging flow. The hydrologic sirnularity 
between a cell and its ER is proven lo have great approximation by pattern matching analysis and 
hydrograph comparison. Therefore, water balance and flow routing for the cell can be performed as an one- 
dimensional calculation whereby flow discharges througtl the edges of the cell are then distributed by their 
edge weights. Since one edge is shared by two cells, the discharging flow from one cell will become the 
receiving flow by the olher cell. A forward routing scheme can then be applied over a distributed watershed 
from upper cells to lower cells. 

The flexibiIity of the ERS methodology allows a variety of walershed cell distribution to be utilized for 
simulation purpose. As an exampIe, the ERS is used in the Object Watershed Link Simulation (OWLS) 
model with application to the Bear Brook Watershed in Maine (BBWM). The watershed consists of both 
irregular triangular and irregular rectangle cells with different sizes. The simularion results are encouraging. 

INTRODUCTION 

Watershed hydrologic models are mathematical tools that can be used to simulate the water balance and 
transport processes within a basin. As the result of modern development in computer rechnologies, 
complicated and detailed simulations of a watershed become possible. There is a tendency in hydrologic 
model development to couple more and more physical rules and equations in the description of hydrologic 
processes. Since the variation of landscape characteristics within a basin are often large, the technique of 
subdividing a watershed into small, relative homogeneous land units (cells) become necessary. A model 
that employs physical rules for the description of hydrologic processes and sub-divides a watershed into 
many small cells is categorized as ph ysically-based, distributed hydrologic model. 



A cell is a small area in a watershed representing a relatively hornog~neous characterization of geology. 
hydrology, soil, vegetation and topograph. Therefore, a natural cell may not have a regularly shaped 
boundary condition. Nevertheless, many hydrologic models require a certain pre-defined size and shape of 
cells, as well as their spatiat orientarions. For example, a square cell i s  one of the widely adopted shapes 
utilized by many distributed hydrologic models because of the format of terrain data (e.g. digital elevation 
model, or DEM data) and the convenience of making up the cell mesh. Inter-connections between cells and 
the distribution uf flow to ~~eigl~bor cells are accomplished through the hydrologic flow routing procedure. 
However, current methods for flow routing with a square cell surface may be inadequate since the 
algorithm involves arbitrary flow directions (4 or 8 directions). This arbitrary method may cause biased 
prediction of flow process i n  a basin. In an attempt to orercome this problem, the TAPES-C model (Moore 
and Grayson, 1991) uses ctjnfour lints and flowpath lines as cell boundaries to form a flow net so that each 
cell has naturally defined flow direction. However, hydrologic models based w this procedure are 
dependent on a flow-net cell format. 

In this paper, we introduce a methodology called Equivalent Rectangle Simplification (ERS) to solve the 
arbitrary flow rouling problems and to add flexibility to physically-based distributed hydrologic models. 

THEORY 

The ERS method is used to simplify the geometry of a cell, represented as a polygon with n edges and n 
nodes. into a rectangle which has the same soil and vegetation. same area, same slope, same center 
location, and same total length (or total width, or width-to-length ratio) as the original cell (Figure 1). Each 
edge of a ccll has n weighting, which is determined by the relative area of a given cell providing water to 
that edge (Figure 2). This weighting was used to determine the amount of water that could cross a particular 
edge (zero when none, -9 identifies an upper edge that is receiving water from an upslope cell). By 
assuming that the physical performance of the cell can be approximated by that of its equivalent rectangle, 
hydrologic information can be calculated for the equivalent rectangle and then distributed to the edges of 
the cell by their relative weightings (e.g., discharge) or directly assigned to the edges (e.g., water depth). 

The terminology equi~*ulenr means both cells have the same area, same slope, same soil and vegetation 
condition, same soil depth, some center location. same aspect and both are planar. They will also have same 
amount of precipitation inputs, solar radiation inputs, infiltration rate, surface water depth, soil moisture 
conlenl, amount of flow generated from the surface, soil and macropore system. However, they can be 
different in shape and consequently the pattern of flow draining from each cell could be different. An 
equivalent rectangle for an irregular cell is constructed so that it satisfies these conditions. In or&r to 
implement a one-dimensional hydrologic calculation, the rectangle nlso needs to have two sides parallel to 
the aspect direction in addition to an upslope boundary and a downslope boundary. 

There are an infinite number of rectangles that might satisfy the above requirements, however three types 
of rectangles are probably the most reasonable choices for an equivalent rectangle (Figure 1): 

A. A rectangle having the length equal 10 the projected length of the cell on the slope direction. 
B. A rectangle having the width equal to the projected width of the cell on the contour direction. 
C. A rectangle having the same 1ength:width ratio to the projected 1ength:width ratio of the cell. 

Given these options, additional eveluations are needed before deciding which provides an appreciate 
hydrologic approximation of the original cell. 

Figure 3 and 4 demonstrate an analysis of surface runoff rvuti~~g for equivalent rectangles with type A 
(same length) and type B (same width) for several cell shapes (triangle and prism shapes were selected for 
ease of analysis). I n  borh figures, an assumed rainfall event of 3 mm per time step with a duration of 3 time 
steps has been applied at time steps 2, 3, and 4. The cells of different shapes are assumed to be planar and 
no diffusion occurs during flow routing along the surface. For both figures. there are two groups of cells, 
one with shorter slope length and the olher with longer slope length. I n  the group with shorter in slope 
length, the equivalent rectangular cell will take exactly one time step to route the generated flow out of the 



cell. In the group with longer slope length, all cells requires more then one calculation time step to finish 
flow route. Each group has three types of cells with pyramid, triangle and prism shape respectively, 
representing the cells with wider downslope boundary, wider upslope boundary and wider center body. All 
the cells are assumed to be 10 cmz in area and are impermeable. Each cell will expect to generate 3 cm3 of 
flow from each time step during the rainfall period. Taking into account the time consumed by flow 
routing; hydrographs were calculated using a spread-sheet. 

equivalent rectangle 
Same in: 
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original cell center point, planar, Lo=L 
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w,= w, - 
Different in: Case B : 
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edges, shape wo= w, 

- 
-Ll 

Resulting Same in: ' 
velocity, dirchurge, Lo=L 
water depth 

Case C: 
aspect 

--- = --- 
r, r, 

aspect 

aspect 

Figure 1. Equivalent rectangl~.  

uvpect, flow direction 

Figure 2. Edge weights of a cell. 

In Figure 3, all cells within a given group have the same length even though shapes are varied. For the 
group of cells with a shorter slope length, runoff responses are instantaneous and all cells produce the same 
hydrograph. For the group of cells with relatively longer dopes, a pyramid-shaped cell tends to have a 
faster rising limb and slower falling limb. A triangle-shaped cell has a reversed runoff pattern and a prism- 
shaped cell tends to smooth the hydrograph peak. The duration of runoff for the different cell shapes are 
the same. The Equivalent Rectangle, however, produces flow in a linear manner and represents the average 
situation for the group of cells. 
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Figure 3. Equivalent Rectangle SimplificaUon, Equal Length ERS. 

In Figure 4,  all cells with different shapes have been constructed to have the same width. For the group of 
cells with shorter slope length, runoff responses are quick but varied. Ler us assume that the equivalent 
rectangle has a slope length such that one calculation time step is required to drain all its water, then dl 
other cells will have longer length in order to have the same area. 11 will require more then one calculation 
time step to drain water from these cells. As shown in the Figure 4, the hydrograph of a pyramid-shaped 
cell can be reasonable equivalent by the rectangle, but hydrographs from triangle- and prism-shaped cells 
will be delayed about one time step in comparison to the equivalent rectangle. For the group of cells with 
relative longer slopes, this advanced outflow phenomenon of the equivalent rectangle becomes more 
obvious. In addition, flow from the equivalent rectangle tends to have a higher instantaneous peak than any 
other shapes. 

For a type C rectangle, which has the same width-to-height ratio, we may expect outflow patterns lo wcur 
between those found for type A and B cells. Flow advancing and a higher peak of the equivalent rectangle 
may also be expected. Therefore, we can conclude that: an equivalent rectangle to a cell should have the 
same Icngth as the slope length of that cell. 
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Figure 4. Equivalent Rectangle Simplification, Equal Width ERS. 

APPLICATION 

The ERS method has been used in the Object Watershed Link System (OWLS) model (Chen, 1996). The 
OWLS model is a physically-based, distributed, 3-D, vector-based watershed hydrologic model. 

The Model Structure: The OWLS model 1s constructed using the concept of Object-Orientation 
methodology. A watershed is represented as a 3-D object, which consists of a group of linked 3-D cells (or 
basic land units), a 3-D boundary and a 3-D stream network. Each cell object consists of a group of linked 
3-D edges and each edge is linked by two 3-D nodes. The hydrologic components are also expressed as 
linked objects. All objects in the OWLS model are distinct with their own characteristics. The structure of 
the OWLS m d e l  not only provides a higher computing efficiency, but also a greater flexibility and 
capability for watershed dynamic hydrologic simulation than fraditional distributed hydrological models. 

The Sub-Models; The OWLS model consists of four sub-models: (1) The Data Processing Model handles 
all data preparation for other sub-models. It converts data from raw ASCII format to the OWLS format, 
including DEM data conversion, precipitation distribution, air temperature interpolation, and air 
temperature extension; (2) The Geomorphological Mcdel automatically delineates watershed boundaries, 
flow-paths, possible stream channels by a vector-based algorithm. It produces a vector-based database for 
watershed cells, boundaries and stream channels and provides a harmonious simulation base for the 



hydrologic and visualization model; (3) The Hydrologic Model is represented by several layers in vertical 
dimension: the canopy layer, the surface layer, and the soil tayer which also contains a macropore pipe 
component. The hydrologic model simulates processes that occur on a forested watershed. including 
rainfall, interception, solar radiation and associated evapotranspiration, snow accumulation and melting, 
infiltration, ex-filtration, macropore flow, surface overland flow, subsurface flow, and flow routing on 
hilIslope and within channels. The ERS method is used in the hillsIope flow routing, which includes flow 
routing for different types of horizontal flows (surface, subsurface and macropore flow). The horizontal 2- 
D flow routing problem is simplified into I-D by the ERS method and routed by the non-linear kinematic 
wave finite differential calculations (Chow et al., 1988). The ERS technique dramatically reduces Ihe 
complexity of the tlow routing model and increases the flexibility and calculation speed of the model; (4) 
The Visualization Model is a significant component of the OWLS watershed model. It is specially designed 
for watershed hydrologic simulation and animation. The OWLS model also provides data outputs in text 
format for custom graphics. 

The Watershed: The OWLS model has been applied to the Bear Brook Watershed in Maine (BBWM). 
The watershed is located in East Maine (44O52'15" Latitude, 68'06W" Longitude), approximately 60 
lulometers from the Atlantic coastline in the northeastern United States (Figure 5). The BBWM is a paired 
watershed study funded by the U.S.EPA since 1987 as part of the Watershed Manipulation Project (WMP) 
within the Nalional Acid Precipitation Assessment Program (NAPAP). NAPAP was designed to assess the 
causes, effects, and strategies for controlling acidic precipitation. 

The study site of the BBWM consists of two continuous first order streams: East Bear Brook (EBB) and 
West Bear Brook (WBB). On each swam, a catchment outlet was selected and gauged so that both streams 
have about the same catchment area (EBB=10.7 ha and WBB=10.2 ha). Both watersheds are 
topographically similar, and are thus ideal far a paired watershed study. Borh watersheds have a maximum 
discharge of about 0.01 rnrnlhalsec or 0.15 m3/s. Annual water yield relative to incoming precipitation for 
WBB ranges from 68 to 77% while 
EBB ranges from 62 to 68%. The soils 
in the two watersheds are thin 
spodosols developed from till 
(Erickson and Wigington, 1987). The 
bedrock consists predominantly of 
metamorphosed and deformed pelites, 
with minor calc-silicate gneiss, and 
dikes and sills of granite (Norton, et. 
al., 1992). Folists are common near 
and at the summit. Minor, poorly- 
drained soils are present in the upper 
part of EBB and a smaH area midway 
up the WBB. The depth of the 
watershed soils range from 0 to 5m, 
typically 1 to 2m. Vegetation of the 
BBWM is dominated by hardwoods EBB - East mar BIOO~ 

WBB -West W a r  Br& 
including american beech, sugar maple, 
red maple, with minor amounts of 
yellow birch and white birch. 
Softwood, mixed, and hardwood stands 
cover approximately 25, 40, and 35% 
of the total watershed areas 
respective1 y. The climare at BB WM is 
cool and temperate, with a mild 
maritime influence. The mean annual 
temperature is about 4.9% with an 
observed range of -t3S°C to -30°C. I I 

Summer dnil y maximum temperatures Figure 5. Bear Brook Watershed in Maine 
commonly exceed 2S°C and winter 





Figure 8. CaIibration results from the OWLS model 
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Figure 9. Comparison of Flow Simulation Results from 
Different Cell Patterns in the EBB. 
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Abstract Advances in two-dimensional, raster-based hydrologic mudeling, integrated with 
geographic information systems, offer military land managers a valuable decision-making tool to 
better understmd and manage the impacts caused by intensive mechanized maneuver training on 
watersheds within military lands. CASC2D is a physically-based, distributed watershed model 
which has been integrated with GRASS, a geographic information system, to simulate the effects 
of multiple land use scenarios on large watersheds. The model csn effsctively simulate the effects 
of spatially varied rainfall events, surface and channel runoff and upland erosionMeposition. The 
CASC2D model has been applied to several watersheds on military Iands to simulate the effects of 
multiple land use d o s .  The impacts caused by large-scale maneuver training, such as soil 
compaction and loss of vegetative cover, on hydrologic response can be spatially simulated in the 
model by adjusting critical parameter values based upon fietd measurements and tracked vehicle 
testing, This modeling approach was appf ied to a 50 square-mile watershed within the U. S. A m y  
Pinon Canyon Maneuver Site in southeastern Colorado. The preliminary results suggest that the 
CASC2D model can provide land managers with visual and quantitative data on watershed 
processes that can assist them with mitigation approaches and best management practices to 
minimize erosion and water quality impacts of military training. The model's design also lends 
itself to a wide range of watershed modeling applications on federal lands. 

Military land managers must contend with the multiple environmental effects of large scale 
maneuver exercises on the landscape. Intensive training exercises involving hundreds of seventy- 
ton tracked vehicles and numerous off-rod wheeled vehicles can cause severe disturbance to the 
soil surface and lead to degradation of vegetative cover, increased surface erosion, sediment 
production and deterioration of water quality in adjoining watercourses. Since land-based training 
exercises often impact thousands of acres of land it is difficult to account for the frequency and 
patterns of disturbance and to quantify their erosional effects. Nevertheless, land managers must 
comply with existing environmental statutes and be able to optimize land rehabilitation efforts to 
minimize future erosion problems. 

Currently, the approaches to measuring and predicting soil erosion rely on the use of 
lumped-parameter, semi-empirical relationships such as the Revised Universal Soil Loss Equation 
(RUSLE). While such approaches provide an aggregate measure of sediment production at the 
watershed scale they do not account for internal watershed processes such as deposition on 
down-slope areas and sediment transport in stream channels. These latter processes can be 
significant in determining where to apply erosion control measures such as revegetation, sediment 



control stmctures or bank stabilization. 
The complex spatial and tempord distribution of military land disturbance, coupled with 

the spatial variability of raidill-tunoff processes in semi-arid regions where many maneuvers 
occur, dictate the need for more advanced hydrologic and erosion modeling capabilities that can 
better depict and predict the land use- watershed regime. The development of physically-based, 
distributed hydrologic/erosion models offer military land managers a valuable tool for simulating 
the complex relationships between military land use and watershed response. The compatibility of 
these two-dimensional models with raster (grid-cell) inputs, derived fiom geographic information 
systems, facilitates a more detailed understanding of the dynamic rainfall-runoff processes. This 
modeling approach was applied a SO square-mile watershed within a military training area in 
southeastern Colorado where intensive maneuver activities occur. A two-dimensional, raster- 
based rainfall-runoff model, CASC2D, was integrated with a geographic information system, 
Geographic Resources Analysis Support System (GRASS), to demonstrate the potential for 
analyzing watershed responses under a variety of training impact scenarios (Doe, 1992). 

DESCRIPTION OF WATERSHED 

The Taylor Arroyo watershed encompasses a 50-square mile area of semi-arid grasslands 
and upIands in southeastern Colorado (Figure 1). It is located internal to one of several large 
training areas within the U.S. Army Pinon Canyon Maneuver Site (PCMS). The baseline 
hydrology of the watershed has been studied and documented by von Guerard et al. (1987,1993). 
Mean annual precipitation is 12 inches, distributed primarily as intense convective thunderstorms 
duting the months of July-October and snowfall during the winter. The dominant hydrologic 
processes within the watershed are infiltration and channel flow. Infiltration is controlled primarily 
by the antecedent soil moisture conditions and the hydraulic properties of the surface layer. 
Subsurface flow from singular rainfall events is negligible. Runoff and sediment flow to the 
watershed outlet is controlled by a dense network of ephemeral channels. The 100-year peak 
discharge for the Taylor Arroyo hss been estimated at 19,700 ft3/sec, with peak discharges of less 
than 1,000 ft3/sec typical for most Water Years. Annual suspended sediment loads have been 
computed between 400-4,000 tondyr. A system of nine automated rain gauges and one stream 
gauge near the outlet is operated by the U.S. Geological Survey (USGS) (Figure la). 

, # ' \  

Figure 1. General location of the Taylor Arroyo watershed. 



CBARACTERIZATION OF MANEWER IMPACTS AND WATERSHEDS 

Intensive land-use practices, such as tracked vehicle maneuvers, take place within military 
training weas with resulting impacts on the watershed regime. TypicaIIy, large maneuver tracts of 
land me subdividsd into irregularly shaped areas, which are then dIocated to and managed for 
training by military units based upon the scale of the exercise, diversity of terrain required and 
condition of the land. While the terrain may in some cases dictate the delineation of training area 
boundaries they arc more likely determined by the alignment of major transportation roads, 
cultural features and live fire impact areas. Consequently, training area boundaries depict a land 
management unit that is inconsistent with analyzing hydrobgic and erosional processes. 

A watershed is a fundamental natural unit, the characteristics of which define the paths and 
rates of water and sediment movement across the landscape. Watershed boundaries are delimited 
by terrain form and can be easily derived from digital elevation model @EM) data using GIS 
routines. In many cases, a natural watershed m y  cross several training area boundaries, or vice 
V e r a .  

The notion of a "maneuvershd" can be used to conceptualize the hydrologic boundaries 
of a natural watershed within a military maneuver area (Doe, 2 992). Since training frequency and 
distribution, hence disturbance, are characterized by training areas, the delineation and 
quantification of land use impacts within these boundaries can be superimposed upon the primmy 
watershed boundaries. This approach was used to delineate the portions of the maneuversheds 
within the study which experience different intensities of land use impact. The spatial 
characteriation of maneuver impacts is a critical consideration in managing the watersheds on 
military lands. This chmacterization can be effectively simulated in a spatially distributed model 
using a geographic information system. The changes in watershed response over time will be 
largely dictated by where and to what extent the watershed has been disturbed. 

The characterization of mrineuvw impacts was accomplished by delineating a raster 
overlay of grid-detls where known or anticipated disturbance occurred. Field data collected from 
tracked vehicle impact studies within the watershed were then used to determine the intensity of 
disturbance, based upon the type, nwnber and frequency of vehicle passes. The impact study dolta 
was combined with ather data on soil texture and soil hydraulic characteristics to quantify the 
percent change in soil bulk density and porosity. This information was then u s 4  to quantify 
changes in critical soil hydraulic parameters for those grid celIs in the model where disturbance 
occurred. The modified soils layer was then used as a data input to CASCZD, with the disturbed 
soil hydraulic conductivity values assigned. Using this approach a variety of land use scenarios 
were created and simulated using the CASC2D model, 

The remaining data input layers, consisting of the watershed boundaries, soil texture, 
surface roughness and channel configuration, for each watershed were created in GFUSS as 
described fully in Doe (1992); Doe, et al. (1996), @den (1992) and Saghafian (1992). The 
Watershed Modeling System (WMS) provides an efficient graphical user interface for running 
CASC2D (Nelson, 1996). WMS can be used both as a pre-processor to prepare grid-cell input 
files imported from GRASS and as a post-processor to display simulation results. 



CASCZD RAINFALLRUNOFF MODEL DESCRIPTION 

CASC2D is a distributed, single-went, rainfall-runoff model. The model is fully 
documented in Julien and Saghafian (199 1). CASCZD has been applied to  several watersheds for 
hydrologic analysis. Saghafiart (1992) calibrated and validated early versions of the model on a 
small, semi-arid watershed, the Mack's Creek in Idaho, to examine hydrologic response due to 
spatially-varied infiltration. Ogden and Julien (1993, 1994) used weather radar data with the 
model to test runoff sensitivity on both the Mack's Creek and Taylor Arroyo watersheds to 
temporally and spatially varied rainfall precipitation, Johnson et al. (1 993) independently 
calibrated and tested CASC2D with observed data &om five rainfall events on a small watershed 
in Mississippi. 

The primary features of CASCZD include the Green and Ampt method for infiltration, a 
two-dimensional, explicit solution of the diffusive wave form of the de St.-Venant equations for 
overland flow, and a one-dimensional, explicit solution of the diffusive wave formulation for 
channel routing. Three hydraulic parameters (saturated hydraulic conductivity, capillary pressure 
head at the wetting front, and soil moisture deficit) are required to solve the Green and Ampt 
equation. The parameter values were determined from infiltrometer tests in the field, and 
compared with classifications of Rawls et al. (1983). The model also contains provisions to 
a w u n t  for interception and detention storage, but these were not used in the simulations. To 
calculate surfice runoff the model solves the two-dimensional equations of mntinuity and 
momentum which describe gradually-varied overland flow. Resistance to flow is described by 
Manning's equation. Finite-width channel flow routing is performed in a similar fashion but in 
only one direction dong the channel path. The overland flow and channel flow are hlly coupled 
to allow lateral inflows and outflows dong the channel lengths. 

The physical watershed domain in CASC2D is characterized by square (raster) grid cells. 
Raster data files for elevation, soil texture and surface roughness must be prepared. Although 
spatial variability is allowed from one grid cell to the next, each cell is represented as a 
homogeneous unit. The channel network is delineated in a file indicating the network connectivity 
and the physical characteristics of the various channel segments. The size of the surface feature 
files and channel network file is largely dictated by the user-selected grid cell resolution. For the 
simulations mentioned herein grid cell sizes of 300 meters were used initiaIly due to computational 
power limitations. Advances in computing and user interfaces allow simulations to be easily 
performed at the 30-meter cell resolution. 

Uniform or spatially-distributed rainfall data may be input to the model. For spatially- 
distributed rainfall data the inverse distance-squared algorithm is used to distribute the rainfall 
across the entire watershed. Simulations using both the distributed and uniform rainfall cases were 
performed, In the distributed r a i d 1  case, data collected from nine rain gauges within the 
watershed for a 3-hour storm was input to the model. 

Rainfall-nmoff simulation is performed for each grid cell at a user specified time step. 
First, the existing surface depth, including the rainfall depth added during the time step, is r e d u d  
by the infiltration capacity of the grid cell's occupying soil, based upon the user specified Green 
and Ampt parameters. Then, the remaining surface depth, if any, is routed to adjacent cells 
according to the water surface slope. The overland flow is routed in two orthogonal directions 
within each grid cell. The model also enables simulation of run-on and subsequent re-infiltration, 
which occurs when surf..ce runoff from upstream cells infiltrates into pervious downstream cells. 
Finally, the runoff from overland cells which reaches the channel cells is routed through the 



channel network to the watershed outlet. 
CASC2D provides the user with a number of simulation options to include a visual color 

display of both the static and dynamic characteristics of the watershed simulation. Spatial outputs 
fiom the mode1 may be captured at grid-cell scale at any time during or at the conclusion of the 
simulation. These outputs include ponded depth of intiltration and depth of surface flow. The 
discharge over time at the watershed outlet can also be recorded to provide a cumulative measure 
of how the watershed response has changed for different land use scenarios. 

EROSION AND SEDIMENT TRANSPORT ROUTINES 

Modeling soil erosion is the process of mathematidly describing soil particle detachment, 
transport and deposition on the land surface. Two important aspects of this modeling process are 
to detennhe the sediment sources from upland areas and the total sediment delivery to the 
watershed outlet. It is critical that land managers be able to determine those portions of the 
watershed which are most susceptible to the erosive forces of water so that appropriate 
intervention strategies can be undertaken. 

Within CASC2D the mechanics of soil erosion from overland flow are calculated using a 
modified version of the Kilinc-Richardson equation. This equation was derived from flume 
experiments using simulated rainfall. The resulting equation was modified to consider various soil 
types, vegetation, cropping fixtors and conmation practices (Julien, 1995). The equation is 
calculated for each grid cell to determine the available sediment. The sediment transport and 
deposition is quantified by three grain sizes - sand, silt and clay. In the model's overland transport 
scheme a hierarchy for moving available sediment is applied. The priority for transport out of an 
individual grid cell is given to material already in suspension, followed by material previously 
deposited in the cell and finally, from the resident soil surface in the cell. The upland erosion 
routine is calculated for each grid cell towards the downstream outlet. 

Johnson (1997) and Johnson, et al. (1997) applied the upland soil erosion scheme in 
CASCZD to both a small, 5-acre farm plot and to the 8.25 square-mile Goodwin Creek in 
Mississippi using actual storm event data with promising results. Proper calibration of the soil 
erosion scheme for Taylor Arroyo requires additional field measurements from known rainfall 
events. Sediment data from the Taylor Arroyo outlet gauge, monitored by the USGS, and from 
research data collected internaIIy in the watershed provide an initial source of data for this 
purpose. 

SIMULATION OUTPUTS AND ANALYSTS 

Four different maneuver scenarios were developed and simulated for the Taylor Arroyo 
watershed. The scenarios were defined by the distribution and intensity of impacts within specified 
portions of the watershed. Although the scenarios do not represent any particular training event 
they are representative of the spatial extent and intensity of maneuver activities within tk 
watershed. For purposes of quantifying the scenarios and changes in the values of critical soil 
hydraulic parameters in the model, three distributions of disturbance - 1) 24 percent, 2) 44 
per&, and 3) 77 percent and three intensity levels of disturbance - 1) none, 2) medium, and 3) 
high, were defined (Doe, 1992). The disturbance for each scenario was spatially distributed to 
aggregate areas (grid-cells) within the watershed that have historically been damaged by 
maneuvers. 



The three levels of disturbance were correlated to changes in porosity for different soil 
textures, based upon the methodology and Green-Ampt infiltration parameters defined in Rawls 
md Brakensiek (1983). The revised values for the Green-Ampt parameters were then assigned to 
those grid-cells in the mode1 where the appropriate intensity level of maneuver disturbance 
occurred. It is important to note that other soil d a c e  fttctors, such as surfwe roughness and 
depression storage, may be altered by intense land use activities. In the model simulations, these 
additiod factors were not changed. However, if detailed field data were available, these 
parameters muld be altered as well to account for disturbance effects. 

Using combinations of the maneuver scenarios, as defined above, and selected rainfall 
scenarios, simulations in CASC2D were performed for the undisturbed and distufbed cases. The 
rainfall-runoff outputs from each simulation were then compared both graphically and spatially to 
determine the changes resulting from land use. The results are iIIustrated by the cumdative 
hy drographs (Figure 2). 

- -  - 

Figure 2. Hy drograph envelopes for maneuver disturbance scenarios an Taylor Arroyo watershed. 

The results indicate that significant changes in watershed response occur under different 
impact scenarios. Similarly, the rainfall intensity, amount and distribution are also important 
controls on the watershed's behavior. The hydrograph envelopes portray the aggregated response 
of the watershed for particular maneuver events. As the lwei and intensity of mmeuver impacts 
increase there is a corresponding increase in the peak discharge and output volume, and a 
decrease in the time to peak and infiltration volume. Another perspective on watershed response 
under different maneuver scenarios can be achieved by analyzing the spatial distributions of 
infiltration depth at grid-cell scale throughout the watershed. Using the inherent grid cell 
calculation capabilities of GRASS, the percent change in intiltration depth between the 
undisturbed case and maneuver was computed and spatially analyzed, 

Another advantage of spatial modeling for land management is evident in performing data 
output analysis from the simulations. When the soil is compacted by maneuvers, the infiltration 
capacity is decreased. Intuitively, one would expect that in all of the disturbed areas (grid-cells) 
the resultant infiltration depth would therefore be less than in the undisturbed case. Likewise, for 
any given location internal to the watershed (e.g., a specified grid-cell), the resultant infiltration 
depth in that grid-cell would be the same for a given rainfall event, whether or not other poftions 
of the watershed remain undisturbed or disturbed. However, the model results indicate that this 
does not hold true due to surface run-on from upstream portions (e.g., grid cells) of the 



watershed. This so-called run-on effect is the result of differences in the infiltration properties of 
adjacent soils md their spatial position in the watershed. Up-dope soil areas (grid-cells) which 
have reduced infiltration properties, resuIting from maneuver impact, will generate more overland 
flow than in their previoudy undisturbed state. As this additional overland flow is routed down- 
slope through the watershed it may encounter soil areas with higher infiltration capacities which 
can absorb the additional runoff and hence, exhibit an increase in infiltration depth. Such 
counterintuitive changes within the watershed would be impossible to detect in a one-dimensional, 
non-spatial model. 

CONCLUSIONS 

Spatial dynamic modeling of &all-runoff processes and erosioddeposition can provide 
military land managers with an increased understmdiig of the relationships between intensive land 
use, such as mechanized maneuvers, and their associated environmental impacts. The CASCZD 
model simulations on the Taylor Arroyo watershed illustrate the potential for analyzing the 
changes that occur in watershed response under a variety of Iand use scenarios. At the grid-cell 
scale, many of the watershed's internal processes, such as overland flow and sediment deposition, 
can be simulated and measured spatially as model outputs. Such information is very useful to 
identifying land management strategies that can mitigate the undesirable effects of land use. 
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THE SIMULTANEOUS HEAT AND WATER (SHAW) MODEL: 
A RESEARCH TOOL FOR MANAGEMENT DECISIONS 

G.N. Flerchinger, Research Hydraulic Engineer, USDA Agriculturai Research Service, 
Boise, Idaho; S.P. Hwrdegree, Plant Physiologist, USDA Agricultural Research Service, 
Boise, Idaho; and G.L. Johnson, Meteorologist, USDA Natural Resources Conservation 

Service, Portland, Oregon 

INTRODUCTION 

As computer simulation models become increasingly sophisticated, their ability to address complex 
problems is enhanced. Unfortunately, complex models are typically associated with complex input 
requirements and difficult interpretation of model results. Thus, as research models become more 
complex, the gap widens between models developed by researchers and models that a natural 
resource manager can use as a practical tool to make informed decisions. In many instances, 
however, the information gained and the benefit realized far outweigh the difficulty in applying a 
model. Additionally, input requirements can be simplified through development of a user-friendly 
interface to aid the user in applying the model. 

The Simultaneous Heat and Water (SHAW) Model, originally developed to simulate soil freezing 
and thawing (Flerchinger and Saxton, 1989), simulates heat, water and solute transfer near the soil 
surface and has been used to predict climate and management effects on soil freezing, snowmelt, 
runoff, soil temperature, soil water, evaporation, and transpiration (Xu et al., 199 1, Flerchinger et 
al., 1994, Hayhoe, 1994; Flerchinger et al. 1996a; Flerchinger et al. 1996b; FIerchinger and Pierson, 
1997; Flerchinger and Seyfried, 1997). The detailed physics in the SHAW model coupled with its 
user-interface (Modshell for Model Shell) make it a useful tool to address many potential 
applications. The purpose of this paper is to demonstrate two applications where the SHAW model 
has been used as a decision aid for resource management. The first application used the S W W  
model to simulate temperature and water conditions at the soil surface to assess the effects of 
climatic variability on establishment of native grass species after wildfire. In the second application, 
the model provided information to assess the potential risk posed by the migration of contaminants 
from an abandoned landfill site; the soil water balance, percolation to ground water, and contaminant 
transport were simulated at the site. 

THE SHAW MODEL 

The Simultaneous Heat and Water (SHAW) model simulates heat, water and solute transfer within 
a one-dimensional profile and includes the effects of plant cover, dead plant residue, and snow as 
illustrated in Figure I .  Unique features of the model include: simultaneous solution of heat, water 
and solute fluxes; detailed provisions for soil freezing and thawing; and simulation of transpiration 
and water vapor transfer through a multi-species plant canopy. Input to the model includes daily or 
hourly weather observations and parameters describing plant, snow, residue, soil and site 
characteristics. Daily or hourly predictions include evaporation, transpiration, percolation, surface 
energy fluxes, soil frost depth, snow depth, runoff and soil profiles of temperature, water, ice and 
solutes. 
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Figure 1. Physical system described by the SHAW model. (T, is temperature, u is windspeed, h, is 
relative humidity, St is solar radiation, i is precipitation, TT is soil temperature, and B, is water 
content .) 

APPLICATIONS FOR MANAGEMENT 

Ran~eland Reveyetation: The Bureau of Land Management estimates that resource values are 
impaired or threatened on millions of acres of rangeland in the western United States. A major 
contributor to resource degradation on these lands is the spread of undesirable non-native annual 
weeds after wildfue. Current planning tools for rangeland restoration rely on gross approximations 
of species adaptation to mean annual precipitation and soil texture. Unfortunately, micro-climatic 
requirements for successful plant establishment are much more restrictive than those required for 
persistence of mature plants. This approach, which has had limited success, does not take into 
account seasonal and yearly variability in seedbed temperature and moisture, which are critical to 
gernzination and seedling establishment. 

This application demonstrates the utility of the SHAW model to predict near-surface soil temperature 
and moisture conditions for assessment of native grass establishment after wildfire. Simulated soil 
temperature and moisture conditions were input into a seedling establishment model to assess 
probability of germinat ion success for a spring planting scenario under historic weat her conditions. 

Model Validation: The site selected is near Orchard, Idaho located approximately 50 km southeast 
of Boise, Idaho where the USDA Agricultural Research Service maintains a microclimatic sensor 
network to provide input and validation data for the $HAW model. Three separate replications of 
soil temperature and water content profiles are collected for burned plots at each of three sites that 
vary in soil texture. Hourly observations of air temperature, wind speed, humidity, precipitation and 
solar radiation are also collected. 



The SHAW model was parameterized with the aid of Modshell, which estimates soil hydraulic 
properties from soil texture. The model was initialized on November 1, 1994 using observed soil 
temperature and water content at the Orchard site. Figure 2 shows simulated and measured average 
daily soil temperature at a 2-cm depth far site 3, a silt loam soil, from November 1 through May of 
1995. Model efficiency for this period at this site was 0.95; efficiencies for site 1 (a sandy loam) and 
site 2 (a loamy sand) were 0.85 and 0.91, respectively. Temperatures through the seedling 
germination period, which occurs in April and May, are most important. Simulated and measured 
hourly temperatures for the first hai f of May are plotted in Figure 3.  

Model Application: Historic soil temperature and moistwe information are not available for most 
wildland areas affected by fire. The SHAW model can be used to simulate post-fire soil temperature 
and moisture content using either observed or stochastically -generated weather time series from a 
nearby climate recording station. Recently, a methodology for spatially-interpolating the parameters 
of the GEM (Generation of weather Elements for Multiple applications) weather generator was 
developed and tested, enabling time series generation at any location, even where a representative 
climate station is not available (Johnson et al. 1997). For this example, a 30-year record of weather 
data from the Boise National Weather Service office, approximately 30 km from the Orchard site, 
was used for $HAW model input. The site was assumed to have burned in late summer, leaving a 
bare soil surface. The model was initiatized using typical soil temperature and water content profiles 
in mid-August. A separate model run was then made for each year to simulate soil temperature and 
moisture for bare, post-burn conditions at the sandy loam site given an April 1" planting date the 
following spring. 
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Figure 2. Simulated and measured average daily Figure 3. Simulated and measure hourly 2-cm 
2-cm soil temperature from November 1 soil temperature for early May for the silt loam 
through May for the silt loam soil at Orchard, soil at Orchard, Idaho. 
Idaho. 



Results from the Germination Model: Simulated soil temperature and moisture conditions for 
each of the 30 years were input to a hydrothermal germination response model to evaluate 
germination success for four native grass species: bottlebrush squirreltail, sandberg bluegrass, 
bluebunch wheatgrass, and thickspike wheatgrass. The germination model estimates germination rate 
as a function of seedbed microclimate for any temporally varying temperature regime between 0 and 
35 "C and water potential between 0 and 2.5 Mpa. Figure 4 shows the range of conditions over 
which these species are expected to germinate (Hardegree, 1996). Of the 30 years simutated, 
bottlebrush squirreltail was expected to successfully germinate only 17 % of the time. Probability 
of success for sandberg bluegrass was 7%, bluebunch wheatgrass was 33%, and thickspike 
wheatgrass was 17%. These results are consistent with the information contained in Figure 4, which 
shows that optimal germination conditions are narrowest for sandberg bluegrass (b). 

Given the probability of germination success listed above, a land manager could make informed 
decisions about which grass species or mixture of species to seed. With additional information, such 
as soil moisture content prior to planting and long-term weather forecasts, seeding strategies could 
be tailored for the particular year to optimize probability of success. 

Contaminant Trans~ort Modeling: Small uncontrolled waste disposal sites are a known and 
perhaps significant source of ground-water pollution. Chemicals and waste products have historically 
been discarded at small landfill sites with little or no regulation. Many of these landfill sites have 
since been closed. One such site is the Mwtaugh landfill located in southern Idaho. As with many 
abandoned landfill sites, the threat this site poses to water quality is uncertain, 

Figure 4, Days required to reach 3% total germination for (a) bottlebrush squirreltail, (b) sandberg 
bluegrass, (c) blue bunch wheatgrass, and (d) thic kspike wheatgrass as  a function of water potential 
and temperature. 



Numerical models of contaminant fate and transport can be a cost-effective tool for assessing the 
potential hazards that a site may pose and for evaluating potential remediation measures, but seldom 
are models available which can simulate all aspects of contaminant fate and transport under complex 
site conditions. This application demonstrates the role that the SHAW model played in the site 
investigation and remediation of an abandoned landfill reported to contain unknown quantities of 
disulfoton, an acutely toxic pesticide. A detailed description of the contaminant transport modeling 
conducted at the site is given by Flerchinger et al. (1 997). 

Site Description: Murtaugh landfill is an approximately 2.4-ha (6-acre) tract of land owned by the 
U.S. Department of Interior Bureau of Land Management (USDIIBLM). The site was operated as 
an open landfill with little or no regulation from the 1920's until 1972. Large quantities of pesticides 
reportedly disposed in several trenches at the site prompted the BLM to initiate a site inspection 
(Weston, 1988). One dnm sampled contained disulfoton, an acutely hazardous waste. Initial trench 
excavation estimated that somewhere between 10,000 to 27,500 containers were present in the 
trenches, each containing an estimated 5 to 10 L of contaminant. Area water wells were sampled 
with no detection of contamination. 

Soil surveys indicated that the top soil at the site is about 0.3 m (1 ft) thick (Wells, 1989). Below the 
top soil is a deep loess soil which rests upon the basalt formation and contains a relatively 
impermeable caliche layer, which is a hardened layer formed by the precipitation of calcium 
carbonate and other soil minerals. The caliche layer is between 4.6 to 6 m (15 to 20 ft) below the soil 
swface and varies from a 0.6-m (2 R) thick hard layer to scattered broken pieces or absent. The basalt 
top follows the surface topography closely at 6 to 9 m (20 to 30 ft) deep. 

Model Application: Because of the complexity of site conditions and contaminant properties, a 
combination of three models was applied to simulate the fate and transport of disulfoton and its 
metabolites at the Mwtaugh landfill. Since a large percentage of the annual precipitation occurs in 
the winter months and frozen soil is commonly present during this period, the SHAW model was 
used to predict evapotranspiration, percolation and runoff at the site. The $HAW model was used 
to simulate a detailed water balance of the site along with aqueous-phase transport and degradation 
of disulfoton. Other models applied at the site included: a 3-dimensional aqueous-phase transport 
model applied to the depth of the ground water (approximately 160 m or 490 ft deep); and a 2- 
dimensional non-aqueous phase liquid (NAPL) transport model. 

Trench excavation revealed that some buried containers had already corroded to rupture. Based on 
results from Wdton et aI. (1989) under similar climatic and soil conditions, it was conservatively 
assumed that the buried containers would fail over a 5-year period, during which all the chemicals 
currently present would leak out into the trenches. The maximum and minimum estimated volume 
of disulfoton was used to calculate a constant leaking rate spread uniformly over the 30 m x 100 m 
trench area as  a steady-state- influx boundary condition at a depth between 3.5 to 5.5 m. Deep 
percolation calculated by the SHAW model was used as input to the other models. 

Weather conditions input to the model were supplied by the climate simulation model, CLIGEN 
(Nicks and Gander, 1994), which was used to generate daily weather data for the Burley, Idaho, 
located 30 km east of Murtaugh. A unit gradient boundary condition was set on the bottom of the 



9-m (30-ft) simulated profile. 

Model Results and Recommendations: The surface water balance simulated by SHAW indicated 
that the annual evapotranspiration averaged 262 mm from the Murtaugh landfill, which accounted 
for nearly all of the precipitation. Runoff averaged 1 1 rnm annually and was most often associated 
with snowmelt and frozen soil.Percolation was zero most of the time, except for a few wet years 
which accumulated approximately 8 mm of percolation over 100 years, which was used as an upper 
boundary condition for the 3-dimensional aqueous phase and 2-dimensional non-aqueous phase 
transport models. 

Figure 5 shows the concentration profiles from the SHAW simulation at end of the 5-year leaking 
period and after 1 0 years assuming the maximum estimated volume of contaminant. Much of the 
simulated transport occurred during the 5-year leaking. The maximum concentration was 
approximately 5,000 ppm, much higher than disdfoton water-solubility, indicating that soil water 
was insufficient to dissolve the leaking chemical and that a non-aqueous phase (NAPL) disulfoton 
would exist. When degradation of solutes was considered, disulfoton concentration drops to a very 
low level while its toxic metabolites remain at high concentration. Figure 6 shows the concentration 
profile of disulfoton and its toxic oxidative metabolite at the end of the 10-year simulation period 
based on the SHAW simulation. Simulations using the minimum estimated amount of contaminant 
showed very littSe migration. 

Results of the contaminant fate and transport study are summarized as follows. 
(I) Only slight percolation was predicted at the Murtaugh site because of the low precipitation 

and relatively large potential evapotranspiration. 
( 2 )  The low permeable caliche layer deters downward movement of dissolved chemicals. 

Without the caliche layer, however, contaminants can reach the fractured basalt very easily 
depending on the assumed volume of contaminants present. 

(3) When primary degradation is simulated, disulfoton disappears a few years after leaking. 
However, fate of toxic metabolites remains uncertain. 
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Figure 5 .  Concentrat ion profile of disulfoton 
simulated by the SHA W model with maximum 
estimated amount of contaminant. 
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Figure 6 .  Concentration profile of disulfoton 
and its oxidative metabolite simulated by the 
SHAW model 10 yrs after the beginning of the 
5-yr leaking period . 



Site Remediation: Further site investigation revealed that the actual amount of contaminant present 
is close to the minimum estimates rather than the maximum. Based on the contaminant transport 
modeling, it was deemed that migration of contaminants to ground-water sources was not likely. 
Thus, costly removal of contaminants was not necessary. Closure of the site incIuded access 
restriction and covering the site with 0.6 m (2 ft) of fill material to reduce the likelihood of surface 
contamination and subsurface exposure to rodents. Access wells were installed to sample 
contamination within the unsaturated zone beneath the trenches for monitoring of contaminant 
migration. Because this remedy results in hazardous substances remaining on-site above health-based 
levels, a review will be conducted by the BLM within five years after commencement of remedial 
action to ensure that the remediation continues to provide adequate protection for human and 
environmental health. 

SUMMARY 

The SHAW model simulates heat, water and solute transfer near the soil surface and within the soil 
profile. The flexibility and detailed physics incorporated into the SHAW model give it the ability 
to accurately simulate temperature, water and solute conditions for a myriad of applications 
including such complex problems as: m o f f  related to seasonally frozen soils; surface energy and 
water balance; percolation to ground water; evapotranspiration and plant water use by competing 
plants; and near-surface temperature and water conditions for such processes as seedling 
germination, plant establishment, and insect population dynamics. This ability enables natural 
resource managers to evaluate various management scenarios to make better-informed decisions 
which can lead to considerable cost savings. Two such applications of the SHAW model as a 
decision aid tool are presented in this paper. 

MODEL AVAILABILITY 

The SHAW mode1 is freely available from the Northwest Watershed Research Center web site 
(http:/lars-boi.ars .pn.usbr.gavlindex. html) or by contacting the author (Gerald Flerchinger, 800 Park 
Blvd., Suite 105, Boise, ID, 83712; Phone: (208) 422-0716; Email: gflerchi@nwrc,ars.pn.usbr,gov). 
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Abstract: Water Quality Analysis Simulation Program--5 (WASPS) is a computer program that 
provides a framework for modeling water quality. WASP5 can be used to evaluate intraphase or 
interphase exchange processes such as settling, suspension, adsorption, desorption, volatilization, 
or hydrolysis as well as contaminant transport . It can also simulate the partitioning of chemicals 
and metals in the air, water, or soil. However, assembling data for the WASP model is labor 
intensive. The time consuming data assembly process has created the need for a set of pre- and 
post-processors to integrate databases and simplify data manipulation. 

Two modeling analysis tools have been developed as part of a system for use with WASPS. The 
Graphical Data Processor (GDP) was developed to process, aggregate, and evaluate the availability 
of large quantities of biological, ecological, and water quality data. WASP Builder was developed 
to graphically display the segment-node-linkages of a riverine environment. It also allows users to 
build and modify the daa groups of the WASP5 input files in a Windows environment. 

INTRODUCTION 

Temperature, salinity, oxygen, and simple nutrient budgets can be modeled with existing water 
quality models. However, toxics change rapidly with time and distance, limiting the use of existing 
water quality models. The processes by which toxics react, transform, or are adsorbed onto 
suspended materials need to be incorporated into existing models. Water Quality Analysis 
Simulation Program--5 (WASPS) is a computer programming system for modeling toxics, 
nutrients, and metals. WASPS can be used to evaluate which intraphase or interphase exchange 
processes can be used to simulate the partitioning of chemicals and metals in the air, water, and soil. 
These processes include settling, suspension, adsoxption, desorption, volatilization, or hydrolysis. 

Due to the complexity of these processes, correctly assembling data for WASP5 is difficult and 
time consuming. The first objective of this project was to develop data processing tools for 
assembling and processing riverine water quality, ecological, and biological modeling data sets. 
The second objective was to develop a user-friendly tool to assess toxic and metal transformation 
and transport in rivers. The Colorado State University Integrated Decision Support (IDS) Group 
with cofunding fiom the Bureau of Reclamation (Reclamation) Land Suitability and Water Quality 
Group and the U.S. Environmental Protection Agency (EPA) Offrce of Water is meeting these 
objectives by developing user-friendly analysis tools for EPA's WASPS model. Two modeling 



analysis tools, the Graphical Data Processor (GDP) and WASP Builder, have recently been 
developed for use in editing, aggregating, evaluating and displaying large amounts of water quality 
data for modeling projects. Both GDP and WASP Builder will be part of the WASP Analysis 
Tools (WASPAT) system. WASPAT contains additional tools for data pre- and post-processing. 

GDP, a data pre-processor, allows users to identify time periods that have data suitable for a 
WASP5 analysis. The second tool, WASP Builder, allows the user to visualize the link-node layout 
of a riverine water quality model and edit the model input data sets in a Windows environment. 
Both tools allow users to more easily process data sets and apply them to the transport of toxics and 
heavy metals in a riverine environment. The current development efforts for WASPAT have 
focused on the toxic metals component (META) of WASP. The tools use an object-oriented 
Graphical User Interface (GUI) system developed with Microsoft Visual C++ on a MS-Windows- 
95 operating system. Graphics Server 4.50 supports the graphical displays in GDP. 

This project focuses on application of the WASP5 model to a riverine environment. However, with 
slight modifications, these tools and GUI could be adapted for a variety of models, environments, 
and client needs. Future links to additional EPA models such as MINTEQ and BASINS (Better 
Assessment Science Integrating Point and Nonpoint Sources) are being investigated. Additional 
funding is sought to continue development, integrate existing water analysis tools into the 
h e w o r k ,  and expand the usefulness of the WASP model. For example, GDP currently processes 
data from EPA's STORET database, U. S. GeoIogical Survey's WATSTORE database, and ASCII 
delimited files. This tool could be used "as is" or adapted to assemble and process a variety of data 
types for various models. 

ANALYSIS TOOLS 

Graphical Data Processor 

GDP allows the user to determine the availability of STORET, WATSTORE, and ASCII delimited 
data for a WASPS analysis. First, users select the data files that they want to analyze. This group 
of files is called a project. After selecting files for a project, a set of five windows appears in the 
main display window (Figure I). The Project Files window displays the files associated (data files, 
parameter aggregation tiies, etc.) with the GDP project. The Units Conversion window allows 
users to convert data into comparable units of measure. The Data Aggregation window allows 
users to combine similar parameters from the same station or combine data for one parameter from 
different stations. The Notes window allows users to record notes or document their actions in the 
form of a text file. For example, the users could combine dissolved lead and total lead from one 
station into an aggregated parameter named "lead." The user could also combine total lead data 
from three different stations into an aggregated station named "Group 1 ." The Data Availability 
window allows users to create graphs that display time periods when data are available using daily 
or monthly time steps. It can also graph water quality data values in monthly time steps. The user 
can also determine periods of time where data are available for a given parameter from different 
stations or when a station has data regardless of prameter type. 







Table 1. Descriptions of data groups (Ambrose et al. 1993). 

Data Group 

Data Group A, Model Options 

Data Group B, Exchanges 

Data Group C, Volumes 

Data Group D, Flows 

Data Group E, Boundaries 

Data Group F, Waste Loads 

Data Group G, Parameters 

Data Group H, Constants 

Data Group 1, Time Functions 

Data Group J, Initial Concentrations 

FUTURE GOALS PENDING FINANCIAL SUPPORT 

Data Group Function 

For model identification data and simulation control options. 

Contains dispersive exchange information. Dispersion occurs between 
segments and along a characteristic length. 

Supplies initial segment volume information, 

Supplies flow and sediment transport information between segments. 
Flows may be constant or variable. 

Supplies concentrations for each system at the boundaries. All system 
concentrations must be supplied for each boundary. 

Defines the waste loads and segments that receive the waste loads for both 
point and diffuse sources. 

Contains appropriate environmental characteristics of the water body. 
Pameters are spatially variable. 

Contains appropriate chemical characteristics or constants. 

Contains appropriate environmental or kinetic time functions. 

Contains initial concentrations for each segment and each system. 

To date, efforts have concentrated on developing aids and graphical displays for input data. Some 
work is required to provide additional capabilities to the user for the input process. There is also a 
need to develop aids and graphical displays for model outputs, including sensitivity analysis and 
field verification. Given sufficient funding, potential areas of development could include: 

[1 Linking to EPA's watershed management software, BASINS, to provide data input for the 
WASP model and provide BASINS users with modeling capabilities that the current steady- 
state toxics model, TOXIROUTE does not have. 

[3 Incorporating Geographic Information System (GIs) capabilities into WASPAT to allow 
users to visualize the linear representation (link-node) of the system and the location of 
sampling stations, streams and features such as  cities, treatment plants, roads, etc. 

0 Allowing the user to run MINTEQA2 external from the WASPAT interface and exchanging 
files could help users determine the dominant chemical reactions and the data associated 
with them in the WASP METALS option. f resently, EPA's MINTEQA2 model is used to 
determine dominant chemical reactions and associated coefficients. 

Investigating expanding WASPAT to support the EUTRO and TOXl options. The present 
development focuses on the metals component of WASP. However, much of the data 



required by META overlaps with the data required by EUTRO and TOXI. It is desirable to 
provide the capability of editing data sets for both EUTRO and TOXI using WASPAT. 

0 Developing the capability to fill in data using statistical approaches such as linear and non- 
linear interpolation, multivariate regression, and synthesis of data from surrounding stations 
could greatly enhance water quality models. Filling data gaps has been an important issue 
when working with existing data from STORET, WATSTORE, and project specific data. 

0 Allowing users to incorporate data from EPA's River Reach Files for Building Networks 
could improve modeling efflciency EPA's River Reach Files include data for segment or 
reach numbers, sequence numbering, segment length, reach names, segment velocities at 
various flows, reach elevation differences, mean temperature, mean pH, roughness 
coefficient and other data that could be used to populate a WASP input file. 

[3 Allowing the DYNHYD model to run interactively from the WASPAT interface to generate 
flows for a WASP run could prove beneficial. Tools developed for a WASP sensitivity 
analysis could also be used for DYNHYD to determine flow parameters. 

0 Developing screening tools. This includes developing linkages to remote sensing 
techniques such as AVIIUS and databases such as the USGS National Geochemical Data 
Base. Other screening tools could identify problem drainage areas by linking to the 
National Uranium Resource Evaluation (NURE) data for the Conterminous Western United 
States or compare indices, hazard protocols, baselines for metals, state and federal water 
quality standards, and detection limits. 

O Developing a decision support system to integrate biological, recreational, economic, 
technical, legal, and political concerns could improve project planning. 

0 Developing error checks that detect improper input coefficients and input ranges would 
improve the confidence of modeling results. These value added features could be designed 
to detect the range of values physically possible for a parameter to have (screen for typos 
and bad data) and provide guidelines for values commonly used under different types of 
conditions. 

Proposed Testing and Imp femen tation 

To demonstrate the usefulness of WASP, the system should be tested on a fast moving stream (l-ugh 
flow) dominated by colloidal loads of toxic metal compounds and a slow moving stream (low flow) 
dominated by dissolved species of toxic metals. 

Proposed Graphical User Interface Wiptdow for Sensitivity Analysis 

Developing an interface window that automatically generates a sequence of sensitivity runs to 
investigate major forcing functions and dominant coefficients would improve the understanding of 
the WASP model. This interface would provide the user with the ability to generate multipIe input 
files for WASP runs and to analyze the differences in the output for user specified parameters. The 
user could select and graph the parameters and segments they wanted to track for a set of model 
runs generated with the sensitivity tool. 



Proposed D~~Limetitafi~iI and Teck~~ology Transfer 

As functions are added to GDP and WASP Builder hard copy and on-line documentation will be 
updated. In addition, documentation is needed for the most advanced research version of the 
WASP metals subprogram, META Version 2.0. A programmers reference has been generated to 
document the routines developed for the interface. Refereed journals and conferences will be used 
to transfer the technology to potential users in the public and private sectors. Technical appendices 
containing common combinations of chemical reactions in streams with toxic levels of metals could 
also be generated. 

DEMONSTRATION 

Interested parties are invited to request a demonstration version of the software. 

Software Demonstration: Project Management: 

Dr. Luis Garcia 
Colorado State University 
Integrated Decision Support Group 
601 South Howes Street, #410 
Fort Collins, Colorado 80523 USA 
E-mail: garcimengr. Colostate.EDU 
Telephone: (970) 49 1 -5 144 
FAX: (970) 49 1-2293 

Merlynn D. Bender 
Bureau of Reclamation Technical Service Center 
Land Suitability and Water Quality Group 
Denver Federal Center, P.O. Box 25007 (D-8570) 
Denver, Colorado 80225 USA 
E-mail: mbender@do.usbr. gov 
Telephone: (303) 236-83 84 x 278 
FAX: (303) 236-01 99 

SUMMARY 

Simplifying the pre- and post-processing of WASP input data can save time and labor. Two data 
pre-processors, GDP and Wasp Builder have been developed. GDP allows the user to assess data 
availability for a modeling project. It also allows users to aggregate data from different stations and 
aggregate parameters. WASP Builder helps users visualize their model by displaying the node-link- 
segmentation. The Windows environment also simplifies data editing. Numerous ideas for 
simplifying WASP data processing remain. 
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Abstract 

A near real-time flod-simulation system is k ing developed by the U.S. Geological Survey (USGS) in cooperation 
with Du Page County Department of Environmental Concerns for a 15-mile reach of Salt Creek in Du Page County, 
Ill. The Hydrologic Simulation Rogram-FORTRAN (HSPF) is being utilized to simulate rainfall-nmoff for input to 
the Full EQuations (FEQ) model for dynamic-wave routing. The meteorological inputs for the rainfall-nmoff 
simulation are obtained by Internet access and radio-telemetcred precipitation gages. Boundmy conditions for the 
dynamic-wave routing model are obtained from telemetered stream-elevation gages and rating curves. The interface 
for data-base management, developing and processing simulation files, and analysis of simulation results is the 
program GENeration and analysis of model simulation SCeNarios (GENSCN). 

The flood-simulation system is being developed to estimate the downstream effects of diverting sueamflow into or 
out of the Elrnhurst Quarry Flood Control Facility, located about 10 miles from the downstream boundary, under 
various real-time or forecasted rainfall distribution scenarios. The flood-wave characteristics of the stream system 
are highly dependent upon the distribution of rainfall in time and space and, thus, the most effective management of 
diversions is dependent on the ability of facility managers to quickly simulate rainfall and snowmell effects on the 
stream system. 

The full benefit of understanding the complex m d e l  output from dynamic-wave routing can be realized only when 
the results can be quickly visualized and analyzed. Time series and model input files must be efficiently managed 
and the database made user friendly. Current operational procedures for the f l d  control facility are partly based 
upon operator intuition, which does not provide a systematic means to evaluate alternative operational schemes. The 
interfaced system makes it possible to test and compare various potential rainfallldiversion scenarios. This 
demonstmion includes the GENSCN interface with operational HSPF and FEQ mdels for Salt Creek. The system 
includes clickable maps, animated water-surface profiles, and a variety of graphical and analytical tools for 
evaluating the output scenarios, 

BACKGROUND 

Du Page County is a rapidly urbanizing area about 17 miles west of the city of Chicago in Cook County, Illinois. 
Following heavy flooding in August 1987 that resulted in millions of dollars of damage in the metropolitan Chicago 
area, the State of Illinois gave the counties surrounhng Cook County the responsibility to fund and implement storm- 
water management plans. Subsequent flooding has emphasized the value of both flood-mitigation facilities and data 
collection networks for planning and flood warning. Du Page County has designed and built one of the largest non- 
Federal off-line flood-control reservoirs in the Nation, the Elmhurst Quarry Flood Control Facility along Salt Creek 
(fig. 1). Storage provided in the quarry is about 8,300 acre-feel. The diversion works includes an 140-fcut broad- 
crested fixed side weir, an 8@foot variable-elevation side weir, and a 7-foot by 7-foot sluice gate located at an 
elevation below the fixed weir. Water flows into a diversion conduit and then through two emergency shutoff gates 
to a vonex drop shaft. The shaft Ieads to a tunnel under a highway and into the quarry. After possibility of flooding 
has passed, the water stored in the quarry is pumped out through an aeration process and back into the creek. 
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Figure 1. Salt Creek watershed and location of gaging stations on Salt Creek. 

The Salt Creek watershed (fig. 1) area is 115 mi2 to the U.S. Geological Survey streamflow-gaging station 
(05531500) located 8.8 miles upstream from the mouth. Based on the hydraulic characteristics of flooding, the 
watershed may Ix divided into three sections. lie upper watershed (52 mi2) is the section upsham from Busse 
Woods reservoir. The middle section extends downstream to the junction of Sugar Creek and includes the narrow 
section from the junction of Spring Brmk to the USGS streamflow-gaging station 0553 1300 (91 m i h a  at Ihe gage 
including the upper watershed). The Elmhutst Quarry Flood Control Facility is located in the narrow part of the 
middle section. The lower section may be considered to start at the junction of the Sugar Creek tributary with Salt 
Creek. 

Continuous simulation rainfall-runoff simulation linked to dynamic-wave routing models were utilized to determine 
the flood-reduction potential of the Ehhurst Quarry project over its economic life span. Subsequent modeling has 
demonstrated that the unique hydraulic characteristics of the watershed require near real-time modeling to make 
effective decisions about planned diversions. The timing of the flood wave in the lower watershed is highly sensitive 
to the temporal and spatial distribution of rainfall; and consequently, the ability to generate scenarios in near real- 
time is needed. Hypothetical scenario generation based on predicted rainfall is valuable both to increase lead time in 
flood warnings and lo allow for a safe return of flood waters to the creek. The purpose of this paper is to describe 
the application of the hydrologic, hydraulic, and scenario-generation programs to the near real-time flod-simulation 
system. 

For intense, single storms of uniform rainfall, major flooding in the lower section of the watershed may be caused by 
local runoff from the downstream watershed tributaries, rather than by the flood wave traveling from upstream. For 
multiple or long-duration storms, the timing of the arrival of the flood wave from the upper watershed is also 
important because the effect of local inflows may be added to the flood wave arriving from upstream. The simulated 



average travel time for  he flood crest from the upsueam boundary gage to the Quarry was about 11 hours for a 
uniform rainfall assumption for about 100 storms. The time-to-peak of the flood wave from the lower tributary areas 
to the mainstem was about 4-8 hours for selected events. Thus, the Elmhurst Quarry Flood Control Facility is of 
greatest benefit for the relatively rare multiple or long-duration rainfall event, which compounds the two flood 
waves. Snowmelt also has been a contributing factor to flooding in this area. SnowmeIt routines are included in the 
continuous simulation rainfall-runoff model used, the Hydrologic Simulation Program-FORTRAN (HSPF) 
(Bicknell and others, 1997). 

The ability to rapidly simulate flooding will improve the information base available for reservoir operation. 
Alternative strategies for operating the sluice gate on the flood controI shcture can be evaluated and compared prior 
to taking action. In order to achieve rapid hydrologic and hydraulic simulation, automated methods are needed for 
data retrieval, reformatting, error-checking and data estimation, and storage. Additionally, the links between the 
hydrologic and hydraulic models need to be streamlined, and graphical and other analyses of the mdeled results 
must be available for quick review to aid in operational decision-making. These improvements form the basis of the 
flood-simulation system described in this paper. 

HYDROLOGIC AND HYDRAULIC MODELS 

Continuous rainfall-runoff simulation coupled with one-dimensional, unsteady-flow modeling has been mandated by 
Du Page County for flood-plain delineation and planning purposes. Design and operational planning have been 
accomplished using an approach based on the same hydrologic and hydraulic models that are used for flood-plain 
mapping. There are many advantages to this approach. U s  of continuous simulation hydrologic mdels removes 
the need for estimating antecedent or initial moisture conditions because moisture balances are maintained 
continuously in the model for the extended period of the model run (usually many years). The development and use 
of a standard runoff time series incorporating the selected rainfall gagenand-use combinations and regionalized 
parameters throughout the county provides for consistency and reliability in projecting the effects of structures, 
diversions, and land-use changes on stream flows. The continuous runoff series can be coupled to a one- 
dimensional, unsteady-flow model that enables the simulation of backwater and flood-plain storage (Bradley and 
others, 1996). This is important where there are many control structures, and watersheds of low-gradient relief. 

The continuous simulation rainfall-runoff model used in Du Page County, HSPF, is being modified by John Kittle, 
Ir., and others to meet the unique needs of the real-time flood-simulation mode (Alan Lumb, U.S. Geological Survey, 
written commun., 1996). A binary output file of unit runoff time series suitable for direct input as lateral inflows to 
the one-dimensional, unsteady-flow hydraulic model Full EQuations (FEQ) (Franz and Melching, 1997) has been 
added to HSPF version 12.0. HSPF is being modified to maintain the state variables in memory, so that the model 
can be stopped and updated without manually listing the starting state in the new simulation run. 

The Full EQuations (FEQ) model, developed by Dr. Delbert Franz of Linf ey, Kraeger Associates, Ltd., solves the 
full, dynamic equations of motion for one-dimensional, unsteady flow in open channels and through control 
structures. The FEQ model code and field test results have been do~umented by the USGS (Franz and Melching, 
1997; Turner and others, 1996; Ishii and Turner, 1997). Equations for flow and elevation throughout the stream 
system resulting from the application of principles of conservation of mass and conservation of momentum are 
approximated by an implicit finite-difference approximation and solved in an iteralive solution scheme that includes 
interpolation for function-table values at computational nodes. Thus, FEQ can oulput flow and water-surface 
eIevation at any specified node in the modeled stream system. FEQ is uniquely adapted to m d e l  a wide variety of 
fixed and variable-geometry hydraulic controls including weirs, bridges, culverts, dams, and pumps using function 
tables computed with its companion program, Full Equation UTLities (FEQUTL) or other hydraulic models (Franz 
and Melching, in press). FEQ can be applied to simulate a wide variety of sueam configurations including looped 
networks, lateral inflow, and wind-affected flow. FEQ has been utilized by the Illinois Department of Natural 
Resources Office of Wa~er Resources for the operational management of an upstream reservoir on the Fox River in 
norrheastern Illinois William Rice, Illinois Department of Natural Resources Office of Water Resources, oral 
commun., 1996) and for planning and analysis purposes (Knapp and Onel, 1992) in addition to the flood-plain 
mapping and project analysis work done in Du Page County (Lan and others, 1996). 
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A MODULAR APPROACH TO INTERACTIVE WATERSHED MODELING 

By John L. Kittle, JLKittle Consulting, Decatur, Georgia; Paul R. Hummel, AQUA 
TERRA Consultants, Decatur, Georgia; Paul B. Duda, AQUA TERRA Consultants, 

Decatur, Georgia; Alan M. Lumb, U.S. Geological Survey, Reston, Virginia 

Abstract: As the requirements for hydrologic modeling expand and change, the need for a 
flexible modeling system becomes essential. AQUA TERRA Consultants, in conjunction with 
the U.S. Geological Survey, is developing an interactive hydrologic modeling system known as 
GenScn (GENeration and analysis of model simulation SCeNarios). The system supports all 
aspects of modeling, from model setup and data management to model calibration to analysis of 
alternatives. 

GenScn is intended for a wide range of hydrologic situations and locations. Thus, the ability to 
incorporate a suite of models within the system has been a continuing focus during development. 
Current technology allows existing model codes to be compiled into Dynamic Link Libraries 
(DLLs) which may then be accessed by the system. This allows model codes to be incorporated 
into the system as they are, without rewriting them in a different language. 

In developing GenScn, care is being taken to develop reusable components to perform specific 
tasks such as mapping, plotting, and time-series data management. This results in clearly defined 
and easily tested module codes which may then be used within other modeling systems with 
minimal effort. 

User interaction with GenScn is through a Graphical. User Interface (GUI). Significant effort is 
being made to minimize a user's effort to perform tasks and to allow direct manipulation of the 
elements of the system. An on-line help system allows the user to access information about 
specific portions of the system's windows. A hypertext version of the model's user manual may 
also be accessed. 

The system is being tested in several locations (Truckee-Carson River Basins, Guadalupe River 
Basin, DuPage County, IL) and can easily be adapted to other locations. Geographic Information 
System (GIs) data can be used in GenScn to generate maps and tables which aid in the analysis. 

Use of watershed models like the Hydrological Simulation Program-FORTRAN (HSPF) 
(BickneIl, 1 997) traditionally involved using a text editor to build an input sequence to describe 
a watershed's physical and water management characteristics. For large, complex river basins, 
input sequences were often thousands of lines long when water quality was simulated in addition 
to the hydrology. The process of making changes was time consuming and complex. In addition, 
analyzing results from several model runs required manually and tediously keeping track of time- 



series data sets from all scenarios at multiple locations for several consiituents. The analyzer 
often had to reformat the results and use separate programs to analyze results and prepare the 
needed tables and graphs. 

The development of GenScn came as a response to the need to make HSPF input sequences 
easier to build and HSPF output easier to analyze. The requirements for the soflware were 
refined based on experiences with ANNIE (Lumb, 1989 and Flynn, 1995) and the HSPF Expert 
System (Lumb, 2994). The scenario generator provides advanced interaction with the HSPF 
input sequence and integrated analysis capabilities. The program provides an interactive 
framework for analysis built around an established and adaptable watershed model. The results 
of different scenarios can be easily compared and analyzed because the model and analysis tools 
are linked in one package and use a common data base, 

A scenario consists of an input sequence, its output reports, and associated time-series data. Each 
input sequence describes a scenario. Once the model is run for a particuIar scenario, output 
reports and time-series data specified in that scenario's input sequence are available for analysis. 
A new scenario is created by copying an existing input sequence, modifying this input sequence 
to describe the new scenario, and then running the model. Where specified by the input sequencc, 
output files and time-series data are automatically generated when the new scenario is run for 
comparison with other scenarios. 

When changes to the input are complete, the HSPF model can be executed. HSPF checks the 
validity of the input sequence. Changes that are incomplete or inconsistent are referred back to 
the user for further refinement. 

After execution is complete, the user may interactively specify results to be analyzed. Data to 
analyze may be specified by selecting scenario, location, and constituent names. Locations may 
also be specified graphically by clicking locations on a map. Results can be viewed either on the 
display screen or on printed output. 

Results are available as tables and plots of the simulated data or results of statistical analyses of 
the data. A wide range of plots can be specified, including a standard time-series plot, a time- 
series plot of the difference between two time series, a bar chart, a flow-duration plot, a scatter 
plot of one time series versus the difference between two other time series, a scatter plot of two 
time series including an optional 45 degree line and regression line, and an event frequency plot. 
Statistical anaIyses include comparing two time series over a range of class intervals and 
constituent duration analysis. lncluded in the duration analysis is a lethality analysis 
methodology which links frequency data on instream contaminant levels to toxicity information 
resulting from both acute and chronic laboratory bioassays. 

A METAPHOR FOR WATERSHED MODELING 

A successful user interface for watershed modeling displays information to the watershed 
modeler in a manner consistent with the modeler's world view and needs. The goal of the 



interface is to provide layers of information - a summary of information about the project in the 
main window along with a multitude of other windows which show additional information. This 
includes details about the watershed, model parameters and results along with complete 
documentation of the model's algorithms. The GenScn user interface has a main window which 
uses a map to show the watershed's spatial characteristics, text boxes which summarize locations 
where detailed information is available, scenarios which have been simulated (for model runs) or 
collected (for observed data), and constituents for which data is available. From the main 
window the user can activate a scenario, edit the description and parameters for the scenario, and 
run the model. The user may d y z e  results by selecting desired scenarios, locations and 
constituents and then selecting the time-series data available. A span of time and the analysis 
tool(s) are then selected to generate the desired tables, graphs, statistical summaries, or 
animations. 

REUSABLE COMPONENTS 

The design of reusable components has played a key role in the development of GenScn. The 
result of using these components includes (i) reusability within GenScn (references from 
different locations or with different parameter sets) (ii) reusability within other modeling 
systems, and (iii) more easily defined and tested modules. 



A significant effort has been invested in developing a suite of modules for the graphical and 
tabular display of time-series data and other analysis results. The modules allow the programmer 
to set initial values for the parameters which define the plot or listing (e.g. data values, number of 
curveslcolumns, text labels). All plots and listings allow the end user to customize them to their 
liking using pull-down menus. 

Initially GenScn used the Watershed Data Management (WDM) FORTRAN library of 
subroutines for time-series management. A set of subroutines were developed to interface 
between the Visual Basic GenScn code and the existing FORTRAN routines. This allowed the 
well-tested and well-documented WDM code to be preserved. 

During development of GenScn, it was necessary to incorporate different types of time-series 
data (i.e. storage and model formats). To make GenScn work with these different data types in a 
consistent manner, a generic data structure was developed. Specific routines for each data type 
were written to fill the data structure. GenScn was then able to use this data stnrcture in the same 
manner for all types of data. 

Several other analysis tools were developed using existing FORTRAN codes which had already 
been tested and documented. The codes were compiled into DLLs and then called by GenScn 
using new code which interfaces to the DLLs. The duration and comparison analyses were both 
developed using this method. Another tool which allows the generation of new time series based 
on existing time series was also developed in this manner. 

DEFINITION, SIMULATION AND ANALYSIS OF A SCENARIO 

As an example of a possible scenario generator operation, assume we want to investigate the 
effect of severe drought. We might define this drought as a given period where precipitation is 
reset to three fourths of the normal amount. We will create a new scenario to simulate this 
drought period. We will perform this simulation using HSPF, and then we can analyze the results 
by comparing flows under normal conditions to flows under these drought conditions. 

The steps to build the above scenario example are as follows. From the main scenario generator 
window. select the "BASE(a calibration of the existing basin) scenario in the "Scenario" frame. 
Next, click the "Activate" button in the same frame. This brings up the GenScn Activate BASE 
window. Then click the "Save Ast' button to create a new scenario from this existing scenario. 
Call the new scenario u ~ ~ ~ ~ ~ H ~ w .  Now we have a new scenario, but this scenario is identical 
to scenario "BASE" until we modify it. Select "EXT-SOURCES" in the "Block frame. Change 
the multiplication factor for the precipitation source record to 0.75, representing three fourths of 
the normal precipitation. Click the "OK" button to save the revised ExtSources block. Next 
click the "Savet' button to save this new drought scenario. Now we can click the "Simulatet' 
button to the HSPF model for this scenario. When the simulation is complete, return to the 
main window to begin the analysis of results. 

The steps to view the results of the drought simulation (at one location) are as follows. In the 
"Locations" frame. select "GUADVICT". In the "Scenarios" frame, select "BASE" and 
"DROUGHT". In the "Constituents" frame, select "FLOW". Find time series which match 



these criteria by clicking the "+" button in the "Timeseries" frame. Suppose we would like to see 
daily flows for the normal and drought conditions plotted together. Select the "Ana1ysis:Graph" 
option from the menu bar or click the graph icon in the "Analysis" frame. Next, click the 
"Generate" button to produce the graph. The legend in the top left comer indicates which line is 
"BASE" and which is "DROUGHT". Compare the plots to see how much the flow is affected by 
these hypothetical drought conditions. 

COMMUNICATION WITH OTHER SYSTEMS 

I 
1 

GenScn is designed to work with data from other systems. Time-series input data can be used in 
GenScn in a variety of standard formats, including Relational Data Base (RDB - ASCII files of 
tab-delimited columns), WATSTORE (Hutchinson, 19771, and WDM. With these formats, data 
can be imported fiom various sources including the USGS NWIS database, commercially 
available data sets on CDs, the USGS World Wide Web site, and other sources used extensively 
within the USGS and EPA. The suite of tools produced through the USGS and EPA for the 
WDM system allow data in GenScn to be utilized by a wide range of other applications. 
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The data format used by the mapping capabilities of GenScn is the Environmental Systems 
Research Institute (ESRI) shape file. This format allows spatial data to be shared with GIS tools 
such as ArcView or ArcInfo. 

GenScn is also designed to use GIs data as input for building the initial scenario. Data 
specifying characteristics of a watershed can be input interactively or through RDB formatted 
files. This characterizing data consists of basic watershed parameters such as stream segments, 
their connectivity, lengths, slopes, and con~buting areas. The input formats for these data allow 
easy transfer from GIS to GenScn. 

EXTENDING GENSCN TO NEW REGIONS 

GenScn can be extended to new regions provided GIs coverages, time-series data, and 
characteristics of the stream network are available. The process of extending GenScn to a new 
region consists of building two files specifying the format and location of this data. 

The first step toward setting up GenScn for a region is to create the new project file. This task is 
accomplished h m  within GenScn by selecting 'New Project' €iom the 'File' pull-down menu. 
The user will be prompted to specify the names of the WDM file, the HSPF message file, any 
RDB file of time-series data, and the map file. If the WDM file does not exist, GenScn will 
create it, and the user will have the opportunity to add observed data to this file as described 
below. The HSPF message file is provided with the GenScn software. The map file name 
should be specified, and if the file does not exist it may be created interactively. Once these file 
names are entered the user can click 'OK' and the project file will be created. Use 'Save Project' 
from the 'File' pull-down menu to save the project file. 

The map file also can be created within GenScn. The map file contains information about the 
layers to be included on the map as well as other default map parameters. Layers to be displayed 
on the map must take the form of ESRI shape files. One of the map layers should be a shape file 
of gage locations. 

Time-series data can be imported for use in GenScn by clicking on 'Observed' in the scenario list 
and then clicking 'Activate'. Tn the current release of GenScn the user will be presented with the 
option of entering observed data in RDB or WATSTORE daily values formats. Modules to 
import data from additional formats may be added at a clearly defmed point in the GenScn code. 
After choosing one of these options the user proceeds to a window to enter information 
specifying the name of the file in which the data resides. Once specified the user may click on 
begin, and then for each data set in the file a set of parameters can be specified including the 
eight character scenario, constituent, and location attributes. 

The GenScn 'New Scenario' feature converts a set of tabular input files which describe the 
characteristics of a watershed to a HSPF User Control Input (UCI) file. This feature is accessed 
by clicking on the 'Ned button within the scenario frame in the main GenScn window. The user 
is prompted to specify the names of six input files, which are designed to be obtained from GIs 
coverages. 



EXTENDING GENSCN TO OTHER MODELS 

Although originally developed using the HSPF model, GenScn has been designed to be able to 
work with any surface water model which generates time-series results. GenScn does require 
each time series to be defined by a unique combination of scenario, location, and constituent. 
Several models have been incorporated into the GenScn system. 

Results from the Full Equations (FEQ) routing model (Franz, 1996) were incorporated into 
GenScn by writing modules which read the time-series results from the FEQ output files and 
adapt them into the time-series data structure used by GenScn. This allows resuIts h m  different 
FEQ scenarios to be compared. It also allows FEQ results to be compared with results from 
other models in GenScn. Future enhancements include building a DLL version of FEQ so that 
the model can be run from within GenScn. 

Two additional examples of models which could be incorporated into GenScn are the Diffusion 
Analogy FLOW model (IDAFLOW) (Jobson, 1 989) and the Branched Lagrangi an Transport 
Modeling system (BLTM) (Jobson, 1997). DLL versions of these models could be developed 
allowing them to be called from within GenScn. Their results could be adapted to the GenScn 
time-series data structure to allow GenScn's analysis tools to be used on them. 
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Abstract The Stochastic Analysis, Modeling and Simulation (S AMS) Package is written in C and 
Fortran and runs under modern Windows Operating Systems such as Windows NT and Windows 
95. Modeling capabilities in SAMS include single site and multisite systems such as univariate and 
multivariate Autoregressive Moving Average (ARMA), Periodic Autoregressive Moving Average 
(PARMA), and disaggregration approaches. An application to the Nile River basin in Africa is 
performed for demonstration in which a monthly multivariate model is first fitted to the historical 
streamflow sequences of three sites and a series of stochastic traces is then generated for each single 
site. In these synthetic series, the cross correlations between different sites as well as the 
autocorrelations of each site are preserved as desired. 

INTRODUCTION 

Stochastic modeling and simulation of hydrologic time series has been widely used in water 
resources system planning and management for various purposes including decision making and 
project assessment. Typical examples are determining the capacity of a reservoir, evaluating the 
reliability of a reservoir of a given capacity, and evaluating the performance of an irrigation system 
under uncertain irrigation water deliveries (Salas et al, 1 98'0; Loucks et al, 198 1). 

Mathematical models are typically needed for stochastic simulation of hydrologic time series such 
as strearnflow processes. For this purpose a number of stochastic models have been suggested in 
literature (Salas, 1993). Using one type of model or a n o h  for a particular case at hand depends 
on several factors such as, physical and statistical characteristics of the process under consideration, 
data availability, complexity of the system, and overall purpose of the simulation study. Given the 
historical record, the model should be able to reproduce the historical statistics. This is why a 
standard step in streamflow simulation studies is to determine the historical statistics. Once a model 
has been selected, the next step is to estimate the model parameters, then to test whether the model 
represents reasonably well the process under consideration. Thus, the needed simulation study can 
be performed based on the fitted model. 

A variety of mathematical and statistical software have been developed since the advent of digital 
computers several decades ago for compulations of varied degree of sophistication. For instance, 
IMSL, STATGWHICS, STATVIEW, ITSM, MINITAB, SASETS, SPSS, and MATLAB, etc., 
are well known packages. These packages can be very useful for standard time series analysis of 
hydrologic processes. However, despite of the availability of such general purpose programs, 
specialized software for simulation of hydrologic time series such as strearnflow have been 
attractive for several reasons. One is the particular nature of hydrologic processes in which periodic 
properties are important in the mean, variance, covariance, and skewness. Another one is that some 
hydrologic time series incIude complex characteristics such as long memory. Still another one is 
that many of the stochastic models useful in hydrology and water resources have been developed 



specifically to fit the needs of water resources, for instance temporal and spatial disaggregation 
models. Examples of specifically oriented software for hydrologic time series simulation include 
HEC-4 (U.S A m y  Corps of Engineers, 1971), LAST (Lane and Frevert, 1990), and SPIGOT 
(Grygier and Stedinger, 1990). 

The LAST package was developed in 1977 and 1978 by the Bureau of Reclamation for the purpose 
of modeling univariate and multivariate hydrologic time series. This package was originally 
designed to run on a rn-e computer, but later it was modified for use on personal computers. 
Even though various additions and modifications have been made to LAST over the past 20 years, 
the package has not kept pace with either advances in time series modeling or advances in computer 
technology. This is especially true of computer graphics. 

Following is a description of the newly developed software package, SAMS, which is specially 
designed for the stochastic simulation of hydrologic time series such as monthly streamflows under 
modern personal computer operation system. 

THE SAMS PACKAGE 

SAMS, as expressed by its name, is a computer 
software package that deals with the Stochastic 
Analysis, Modeling, and Simulation of hydrologic time 
series. It is written in C and Fortran and runs under 
modem windows operating systems such as 
WINDOWS NT and WTNDOWS 95. The package is 
designed in a interactive way that communicates with 
user through dialog windows and enables the user to 
choose different options that are currently available to 
cany out the task. 

The main functions of SAMS can be classified into 
three categories: 1) statistical analysis of data, 2) 
stochastic model fitting including parameter estimation 
and testing, and, 3) synthetic data generation (see 
Fig. 1 ). It has the capability of analyzing single site and 
multisite, annual and seasonal data and the results of 
the analysis can be presented in either graphical or tab1 

I 
Fig. 1 SAMS main menu 

liar forms, or written to output files. 

The first major function (Data analysis) consists of plotting, normality checking, transformation, 
and statistical characteristics calculation. Plotting the data may help detect trends, shifts, outliers, 
or errors in the data. Probability plots are included for verifying the normality of the data. Data can 
be normalized by using different transformation techniques. Currently, logarithmic, power, and 
Box-Cox transformations are available. SAMS computes a number of statistical characteristics of 
the data including basic statistics such as mean, standard deviation, skewness, serial correlations 
(for annual data), season to season correlations (for seasonal data) and cross conelations (for 
multisite data). These statistics are important in investigating the stochastic characteristics of the 
data. Figure 2 displays the menu for showing the desired statistical characteristics of the data. Once 
an item is selected, SAMS will prompt the user to an output window that will present the results in 
tabular or graphical formats. 
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Fig. 2 Statistical analysis of seasonal data menu 

The second main function of SAMS is model fitting. It includes parameter estimation and model 
testing for alternative univariate and multivariate stochastic models. The current version of S AMS 
includes the following models: 1) univariateARMA@,q) model, 2) univariate periodic 
PARMA(p,q) model, 3) multivariate autoregressive or MAR@) model, 4) multivariate periodic 
autoregressive MPAR(p) model, 5) spatial disaggregation model, and 6) temporal disaggregation 
model. Two estimation methods are available, namely the method of moments (MOM) and the 
least squares method (LS), MOM is available for all the models while LS is available only for 
univariate ARMA(p,q) and Y W ( p , q )  models. Figure 3 shows the menu for fitting an MPAR(p) 
model. Regarding annual disaggregation models, 
MOM is used for parameter estimation based on 
Valencia-Schaake or Mej ia-Rousselle methods while 
for annual to monthly disaggregation Lane's Enlor$wmNunk ... 1 
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do-am stations, substations are the next stations 
upstream, and subsequent stations are next further 
upstream stations. The first scheme fits a univariate 
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data at key stations are disaggregated into annual 
values at the substations which in tum are further 
disaggregated into annual data at the subsequent Fig. a stochastic menu 



stations. The second scheme fits a 
multivariate MAR@) model to the 
mual data for the key stations and 
the rest of the disaggregation into 
substations and subsequent stations 
is done in a similar manner as in the 
first scheme. In addition, if monthly 
data are des id ,  the annual values at 
all stations are fiuther disaggregated 
~ o n t e a n p o r r i l l ~ o n ~  

The third main function of SAMS is 
data generation. Data generation is 
undertaken based on the models, 
approaches, and schemes as 
mentioned above, The model 
parameters for data generation can 
be those which are estimated by 
SAMS or they can be provided by 
the user. Figure 4 shows the menu 
for generating data horn a seasonal 
multisite model. The statistical 
characteristics of the generated data 
are presented in graphical or tabular 
forms along with the historical 
statistics of the data. They can be 
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printed and/or written on special 
output files. Fig. 4 Generation of multisite seasonal data menu 

EXAMPLE 

For demonstration's purpose, an analysis was conducted to the streamflows of the Nile River 
system. The monthly streamflow records of three sites for the period 1913-1989 were under 
modeling, of which Malakal is in the White Nile River basin, Khartoum is in the Blue Nile River 
basin, and Aswan is located in the downstream area of the Nile River basin. Since the White Nile 
River and the Blue Nile River are actually tributaries of the Nile River, these data are considered 
multivariate. Besides, the result of statistical analysis for the historical data show that the flow rates 
(with order of milliards of m3/month) possess long memory. An MPAR(3) model was selected to 
fit the historical data in order to preserve their autocorrelations as well as the cross correlations 
between sites. Note that the data were transformed into n o d  domain by logarithmic 
transformation before being fitted by the model. The model parameters were estimated using 
method of moment (MOM) which were then used to generate synthetic series. One hundred 
samples of synthetic multivariate monthly flows each 77-years long were generated based on the 
fitted model. The average statistics computed fiom the generated samples can be compared to their 
historical counterparts by running the "Statistical Analysis of the Generated Data" function. As a 
result, it is shown that all the historical basic statistics including the monthly means, standard 
deviations, skewness coefficients, and coefficients of variance are well preserved in the synthetic 
series. Typicdly, the month-to-month wmlations (as shown in Figures 5,6, and 7) and month-to- 
month cross correlations (as shown in Figures 8,9, and 10) are also well preserved in the synthetic 



series. This indicates that the selected model is able to preserve both temporal and spatial 
dependencies of the multivariate data under study. 

Fig. 5 Comparison of month-to-month correlations for Site 1 - Malakd 

Fig. 6 Comparison of month-to-month coneIations for Site 2 - Khartoum 
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Fig. 7 Comparison of month-to-monlh correlations for Site 3 - Aswan 

Fig. 8 Comparison of month-to-month cross correlations between Site 1 and Site 2 



I r n .  

Fig. 9 Comparison of month-to-month cross correlations between Site 1 and Site 3 

Fig. 10 Comparison of month-to-month cross correlations between Site 2 and Site 3 
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MODSIM DECISION SUPPORT SYSTEM FOR RIVER BASIN 
WATER RIGHTS ADMINISTRATION 

By Roger Larson, Hydraulic Engineer, U.S. Bureau of Reclamation, Boise, Idaho; 
John Labadie, Professor, Dept. of Civil Engineering, Colorado State University, Ft. Collins, Colorado; 

Marc Baldo, Research Associate, Dept. of Civil Engineering, Colorado State University, 
Ft. Collins, Colorado 

The MODSIM general purpose decision support system is presented for integrating hydrological and 
institutionaYadministrative modeling capabilities in river basin management. MODSIM includes a powerful graphical 
user interface allowing interaclive placement of river bash network objects on-screen h any configuration. Data import 
and editing is accomplished through familiar spreadsheet-style tools, with cross-platform implementation on Unix 
workstations and Windows-based PC's. MODSIM and the GUI development take advantage of C++ modularity and 
integration for future feature capability and maintenance. Capability is provided to distinguish between natural flow 
water rights and various storage contract arrangements for water entitlement accountmg, exchanges, storage ownerships, 
water service contracts, and rent poouwater banking. MODSIM is also suitable for conjunctive use studies through an 
in-built meam-aquifer interaction model, or linkage with more realistic groundwater models such as MODFLOW 
through use of unit response functions. Spatially referenced graphical output of MODSIM results is provided, along 
with a scripting language for customized reporting. As a demonstration, MODSIM is applied to deriving relative yields 
from various proposed storage rental and realbcation scenarios in the Snake River Basin. 

INTRODUCTION 

Adjudication of natural flow rights, Native American water right claims, recovery efforts for recently identified 
endangered species, environmental quality, and changes in traditional water use and efficiencies are among some of the 
critical issues which may impan the futurc availability and distribution of water in many river basins of the Western 
U.S. Water resource investigators are challenged to provide detailed information to decision makers for predicting 
impacts on both physical river system features (i.e., river flows, reservoir contents, diversions, and hydropower 
generation) and entitlements (i.e., natural flow entitlements, storage accnral, and carryover storage). MODSIM is 
presented herein as general purpose decision support system for fully integrating the physical, hydrological, 
administrative, and legal aspects of these complex jssues in river basin managment. 

MODSIM is applied to demonstrating the anticipated impacts of alternative water supply schemes, physical system 
features, flow and diversion entitlements, and water use scenarios in the Snake River basin as a case study. Accounting 
procedures are developed and incorporated into MODSIM which effectively simulate the administrative distribution 
procedures used by the ldaho Department of Water Resources and U.S. Bureau of Reclamation (IJSBR). The 
accounting procedures determine flow and diversion entitlements under appropriative doctrine natural flow rights and 
various reservoir storage contract rules, including storage ownership contracts, service contracts, and rent pool 
agreements. 

Complex operational conditions that need to be addressed indude maintaining target minimum streamflows at various 
points along the river system, adhering to reservoir rule curves, and satisfaction of Native American water right claims. 
River snails and chinook salmon are endangered species in the Snake River system for which recovery plans have 
introduced changes in reservoir and river operations. The USBR is actively seeking available water from willing sellers 
having storage ownership contracts and nahral ff ow rights in excess oftheir needs. AvaiIable flow rights and reservoir 
space are targeted to help meet flow objectives and mitigation of endangered species recovery plans. In addition, 
imgation practices in the Upper Snake River basin continue to improve in efficiency, resulting in reduced diversion 
demands and return flows, which in turn result in changes in reservoir release schedules. Urbanization in some areas 
of the basin have altered the use, demand and return flow timing patterns, as well as spatial distribution of groundwater 
storage in the system. Additional changes in ownership, use, and operation of the water resources of the Snake River 
are also being proposed. MODSIM provides a means of incorpomting all these complex issues into an integrated 
decision making environment. 



MODSIM DECISION SUPPORT SYSTEM 

Decision support systems (DSS), as an appropriate methodology for water resource plaming and management, have 
been described in Labadie, et al. (1989). The classic definition provided by Sprague and Carlson (1 982) describes a 
DSS as "an interactive compufer-based support system that kelps decision makers uiilize dara and models to solve 
umtructwedproblem~. " The DSS includes: (i) model base management subsystem (MBMS); (ii) data base management 
subsystem (DBMS); and (iii) dialog generation and management subsystem@GMS) for managing the interface between 
the user and the systetn. 

A screen display of the graphical user interface for the MODSLM decision support system is shown in Fig 1 .  The 
MODSIM DSS operates under Microsoft Windows 95 and NT, although an X-Window version under UNIX is also 
available. The DSS is constructed around an open architecture permitting access to input and output data and allowing 
modification and verification at all levels of the modeling process. Where possible, the input and output data files for 
the various nlodules selected for use in the DSS are stmctured as ASCII data base text files. The graphical user interface 
for the DSS provides geo-referenced data base capabilities whereby the user can create and link river basin network 
objects on the screen, and then populate data for that object by simply using a mouse to activate h e  object and open a 
variety of data base windows. All data required for the DSS can be input in this manner, although lengthy sets of time 
series data for streamflows, demands, etc., can be input automatically via text files with the same name as the node. 

The main menubar for the DSS is located at the top of the network editor window in the interface. The menus are used 
to load and save a MODSlM network, run the model, import and export data, select and display graphs; create, edit and 
generate tabular reports; access various utilities, and more. The interface contains tools (icons) for creating all nodes 

Figure 1. Graphical User Interface fat MODSIM Displaying Upper Snake River Basin Network 



and links in the network, as well as moving objects, deleting objects, providing annotation on the network for clarity, 
mergjng (and splitting) the display of multiple links between nodes for better graphical display, generating graphical 
plots of data associated with any object; and provides on-line MOSAIC help features documenting any aspect of the 
interface and model. 

The drawing area displays the network which can be created and edlted by the user. A zoom feature is provided 
allowing the user to resixe h e  network to any desired factor for display clarity and convenience. Scroll bars are 
available on the edges of the drawing area that scroll the drawing area across the raster. Clicking with the left mouse 
button within the drawing area performs whatever task the current exclusive tool specifies. Clicking or1 an object in the 
drawing area with the right mouse button makes that object active, which is characterized by a change in color of the 
object. Whcn the object is made active, an irtitial data base window associated with that objectpops up. Nex~and Prev 
buttons in the the data base window can be activitated to access ail data base windows associatd with that object (Fig. 
I).  The popup spreadsheets allow the user to edit data associated with the active object. Object types are nodes (both 
storage md nonstorage), I&, and text annotations. Since nodes and links have many data values, several spreadsheet 
windows are available for each. 

The Map Window allows display of physicat representations of the geographic location of the network in either vector 
or raster formats. Each node in the network can be represented on the map with a user defmed map symbol which can 
be selected among several different shapes and colors. Map Window Settings include: background color, symbol color, 
symbol size, and zoom factor. Map symbols can be used to locate nodes within the network editor window. Maps can 
be loaded into the map window using the FileLoad map window menu item. A file requester appears, displaying any 
valid vector and raster files that can be loaded. 

The Settings item in the Main Menu Bar displays numerous menu items, including SettingslKun Type [for management 
or calibration runs]; SettingsITirne Scale [monthly, weekly or daily time increments; calender start date for run; total 
length of simulation run]; SettingslConversions Table [units conversion options for input data files]; 
SettingslGroundwater Return [defining groundwater modeling parameters]; Settings/Hydrologic State [allowing users 
to edit the number of hydrologic states, the hydrologic state subsystems. and boundary values for targets]; SettingsLag 
Factors [maximum number of lag factors in the stream-aquifer modeling; user generated or model generated lag factors]; 
Settingshlodel Convergence [controls maximum number of iterations for convergence in poundwater calculations]; 
and SettingdRaster Dimensions [allowing editing of dimensions of the raster upon which the network is drawn]. 

Before attempting to access the on-line documentation or create a graph from the model output, certain preferences are 
set within the interface. Thae preferences can be edited usingthe File/Prefaence menu item. Onceselected, ihis menu 
item displays a Preferences popup, which contains a standard menu bar, a text field box, a save button, and a list box 
containing settable prefkrences. One ofthe important preference iteins is External Utils. This preference is used to edit 
the list of external utilities that can be called from the interface. Selecting this preference displays the External Utilities 
Editor popup. This popup consists of a standard menu bar, a text field box, a list box containing the list of external 
utilities currently defined, an External Util Name text field, and a New button. The user can easily create a new External 
Ut~lity, such as a utility for reformattu~g an output file or executing a spreadsheet software package. The DSS also 
includes a scripting language called SIMARGS allowing the user to develop customized output reports, graphical plots, 
and color-coded graphical displays. 

MODSIM RIVER BASIN NETWORK FLOW MODEL 

Network Flow Optimization Model: The simulation of large-scale, complex water resource systems requires efficient 
methodologies for analyzing system components in a fully integrated manner. The generalized river basin network 
model MODSIM employs a state-of-the-art network optimization algorithm for simultaneously assuring that water is 
allocated accotding to physical, hydrological, and institutional aspects of river basin management, including stream- 
aquifer interactions. Earlier versions of MODSLMhave been successfully applied to a number of complex river basin 
systems, such a5 the Rio Grande River Basin (Graham, et al., 1986); the Poudre River Basin in Colorado (Labadie, et 
al., 1986); the Upper Colorado River Basin (Law and Brown, 1989); the Upper Snake fiver Buin (Frevert, et al., 1994), 
and South Plane River Basin (Fredericks and Labadie, 1995). In all of these cases, some form of priority-based water 
ailocation dominates management of the system. 



Although technically speaking, MODSIM is an optimization model, the attempt is to employ optimization methods as 
an efficient mechanism for performing simulation. The minimum cost network flow problem is solved via an eficient 
minimum cost network flow optimization algorithm over each successive time period in the simulation: 

minimize c,q, 
t f A  (1 

subject to: 

I )  q u )  for all PEA (3) 

where A is the set of all arcs or l~nks in the network; N is the set of all nodes; 0, is the set of all links originating at 
node i (i.e., outff ow links); I, i s  the set of all links terminating at node i (i.e., inflow links); q, is the integer valued flow 
rate in Imk P ; c, are the costs, weighting factors, or priorities per unit of flow rate in link Q ; I ,  is the lower bound on 
flow in link 4; and u, is the upper bound on flow in link a. 

The link lower and upper bounds are depicted as themselves being functions of the arc flow in Eq. 3, which is necessary 
for inclusion of stream-aquifer interactions such as return flows during the current period. The solution procedure is 
to employ successive approximations, whereby a set of feasible flows is initialized, the bounds are set, and a new 
solution obtained which may differ from the initial solution. If so, the bounds are adjusted based on these new flows, 
and the procedure continues until convergence. All hydrologic information, both surface and subsurface, is represented 
in the network by appropriate specification of the arc bounds. Administrative and water right priorities are assigned 
by specification of the (negative) link costs in Eq. 1 .  The data base for the network optimization problem is completely 
defined by the link parameters for each link P: [ I ,  , u, , c,], as well as the sets 0, .  I,, N and A .  The link parameters 
are automatically defined by MODSIM, based on hydrologic and administrative data provided by the user. 

MODSIM employs an efficient dual coordinate ascent procedure based on Lagrangian relaxation, EE developed by 
Bertsekas and Tseng (1994) for solving the network flow optimization problem. Comparative studies have shown 
Lagrangian relaxation to be far superior to the popular out-of-kilter (OKM) algorithm, as well as other primal-based 
network algorithms. 

Reservoir Storape Tawets and Priorities: The costs cis on the active storage l inh representing carryover storage 
in the network are computed as foHows to reflect storage right priorities: 

The user selects priority OPRP, as an integer ranking number between 0 and 5000. Notice that the computed cost c , ~  
is a negative number which, in a cost minimization objective, actually represents a benefit associated with carryover 
storage. This is not an actual economic benefit, but simply a mechanism For ranking water allocations according to 
decreed rights. An option available in MODSIM allows a water right decree date to be entered in place of the priority 
ranking OPRR, , which is then automatically translated by MODSIM into the correct ranking order. 

Evaporation loss is calculated in MODSIM as a function of average surface area in the reservoir over the current period, 
based on user input area-storage tables. Since average surface area in a reservoir is normally unknown until calculations 
are completed for the current period, an iterative process is usually required for accurate calculation of evaporation loss. 
However, this additional computational burden is avoided in MODSIM by a procedure whereby evaporation loss is 
included in the active storage links, and then subtracted from these values prior to providing initial storage levels for 
the next time period. 

MODSIM provides numerous ways of specifying ideal target storage leveIs T, and operating priorities OPRP, . They 
may be directly input for each period, or conditioned on user-defined hydrologic states of the system. Multiple 
hydrologic states may be defined by the user, such as current storage levels in various selected reservoirs in the system. 
This allows consideration of a wide variety of reservoir operational strategies, including balancing storage between 
several reservoirs. 



C o n s u m p t i v e D o m a n d d  MODSIM automatically creates demand linkr which 
originate at each demand node and convq flows with demands assigned as upper bounds and lower hounds set a! zero. 
This allows shortages to occur if water supply is limited and the demand is ofjunior prior~ey. Demands may be defined 
as historical diversions, decreed water right amounts, predicted agricultural demands based on consumptive use 
calculations (performed outside the model), or projected municipal and industrial demands. 

The link costs on the demand links are calculated using a formula similar to Eq. 4: 

C, = - (50000 - 10. DEMR,) 

As with reservoir priorities OPRR, , the user must select priorities DEMR for demands between 0 and 5000. Again, 
if shortages must occur, then demands with lower priority (i.e., junior water rights) are denied flow first. For inefficient 
water application, MODSIM is capable of calculating return flows via groundwater or surface water, as described in 
more detail in Frcdericks and Lribadie (1995). Again, the option of entering a water right decree date may be used in 
place of directly entering the priority ranking DEMR, . Multiple links may also be connected to a demand, representing 
several decreed water rights with different priorities. The maximum possible total delivery is dictated by the lower of 
the sum of the decreed water rights, the demand assigned to the node, and the capacity of the diversion structure or 
structures delivering the flow. 

MODSIM also provides for demands for water which are not terminal; i.e., instream flow demands whicfijhw-ihrougk 
the demand node and remain in the network for possible downstream diversion. In effect, this corresponds to demands 
with 100% return flow which is unlagged. This includes demands for instream flow uses for navigation, water pollution 
control, fish and wildlife maintenance and recreation which can be assigned water right decree priorities like any other 
demand. Flow-through d e m a d  are also useful for augmentation plans, exchanges between basin water users, and 
develupmcnt of reservoir releaso operating rules. They have also been used for model calibration purposes, where a 
flow-through demand is assigned at a sbeamflow gaging station site, and the demands corresponding to actual measured 
flows are given the highest priority in the basin. 

Water Exchanees and Credits: The ability of water users to formulate exchange agreements and plans for 
augmentation have become an important part of water administration in many over-appropriated river basins. For 
example, a water user may own storage rights in a reservoir from which it is physically impossible for the owner to 
directly receive releases. In this case, the owner may enter into an exchange agreement whereby direct river flow is 
diverted out of priority by the storage right owner, with an equal amount of flow released from the reservoir to sat~sfy 
senior water right holders that would be otherwise injured. MODSIM provides a variation on the flow-through demand 
allowing users to define exchange d e m a d  and exchange links. 

An exchange demand is based on flow occurring in another link in the basin. The demand in this case is conditioned 
solely on the amount of flow in the link being watchedby the demand. A credit demand is established based on flow 
in the watch link. Again, an iterative structure is required where, initially, the demand is set to zero. Upon solution of 
the network flow algorithm, the flow observed in the watch link is assigned as a demand at the exchange demand node, 
and the network solution is repeated. Since it is important that flow in the watch link agrees with the flow diverted to 
the dernand, iterations proceed until the flows are equalized. An exchange link operates in much the same way as an 
exchange demand, except that the upper bound on the =change link is based on the flow observed in the watch link. 

Reservqir Storage Riphts and Accounts: For reservoirs with storage right accounts, it is necessary to treat them as 
off-stream reservoirs, but in such a way as to be equivilent to an on-stream configuration. As shown in Fig. 2, the 
reservoir 1s represented as off-stream storage, with an accrual link and a release link returning to the river, as well as 
a bypass link representing flow passing directly through the reservoir. Each storage account in the reservoir is treated 
as a separate child reservoir. Thepurew reservoir is not directly connected to the network by the user, and is used only 
to maintain targets on total storage and total release, as well as account for total evaporation loss, total reservoir 
seepage, and hydropower production allocated to each child reservoir. In effect, nodes 2,3, and 4 all reprcscnt a single 
reservoir containing two storage accounts. 

The accrual links can be assigned negative costs as related to a fill decree priority. They can also be specified as 
variable capacity links if the there are time limitations on the fill period. Zero link capacities can be set for those perlods 



where the reservoir is not allowed 
to fill. In addition, accrual link Parent Reservoir 
can be assigned as seasonal 
capacity links, with the seasonal 
capacity corresponding to the 
amount of the fill decree. Refill 
priorities may also be assigned for 
any desired period. 

Although accrual to the storage 
accounts via the accrual links in 
Fig. 2 are governed by the normal, 
priority based allocation process 
of MODSIM, once water is 
available in a storage account, it "Child" Account 
must be released to the owner as Reservoirs 
needed to meet demands. This 
implies a process which is not 
governed by a priority-based Figure 2. Storage Accounts and Storage Ownership 
network flow allocation. The 
storage ownership link shown in Fig. 2 is related to one of the accrual links to the child account reservoirs. This 
guarantees that the owner of the storage right receives water fiom the correct account. 

In order to allow for allocation of releases £rom storage accounts to the owners of those accounts, MODSLM includes 
an additional iterative step which is performed after allocation of all natural flows or direct diversions according to water 
right priority, including accruals to storage rights. The storage allocation step follows the naturalflow allocation step 
in MODSIM. During the natural flow allocation step, releases are not allowed from the storage accounts, and diversions 
to the storage ownership links are also temporarily turned ofl The storage allocation step is only performed in 
MODSIM if storage ownerships exist in the network. In those cases where owners of storage accounts are unable to 
physically receive reservoir releases from their accounts, MODSlM allows exchange mechanisms to take place whereby 
releases are made to downstream senior water right holders, and in return, the storage right owner is allowed to divert 
water out of priority. 

IMPACTS FROM STORAGE ACQUISITION IN THE UPPER SNAKE BASIN 

Management personnel at the USBR require information on relative yields and operational impacts from acquiring 
certain amounts of natural flow and storage contract water for proposed instream flow maintenance. Yield is dependent 
on the location of the water right or storage contract, the priority date, and the use of the water. Where and how the 
proposed water is to be used in the future will determine changes in river flows, reservoir contents, and impacts on other 
natural flow and storage water entitlements. MODSIM was applied to developing a network representation of the Snake 
River upstream of Brownlee Reservoir for these purposes. 

A base slu& was completed as a basis for comparison which includes the existing physical features of the system, 
operational criteria, and water rights I storage contracts. Several studies were completed assuming different quantities 
and reservoir priority locations of storage water acquisition. Water is assumed to be purchased from various water users 
and used to meet an incremental instream flow objective at Milner Dam during August of each year. Storage water 
upstream of Milner Dam is currently regulated to satisfy demands upstream of this point in the river system. The 
nonexceedence curve shown in Figure 3 is an example of the results from one of these studies, showing how often and 
to what magnitude a 40,000 acre foot storage ownership in Iiirie Reservoix could be made available at Milner as an 
incremental demand, assuming there no other deviations fiom the base study assumptions. Other information provided 
includes: changes in reservoir storage levels, streamflows at key locations, shortages, and storage accrual for other 
contracted space holders. 



CONCLUSIONS 

Table 1 is a summary of six Annual Ririe Allocation 
scenarios where specified blocks of 
water have been reallocated to 40KAF Systbrn Draft 

a 
insl~eam flow water requirements at 
Milner Dam. American Falls 
Reservoir provides the optimum 
yield characteristics in the system 

The MODSlM river basin network model has been applied to integrating complex hydrological, operational, and 
institutional mechanisms in the Snake River basin. Information on relative yields and operational impacts from 
acquiring certain amounts of natural flow and storage contract water for proposed instream flow maintenance is obtained 
through application of MODSIM, which is able to Mly incorporate the dependence of yield on the location of the water 
right or storage contract, the priority date, and the use of the water. These studies are crucial in determining where and 
how proposed available storage water is to be used in the future and its impact on river flows, reservoir contents, and 
impacts on other natural flow and storage water entitlements. MODSIM was applied to developing a network 
representation of the Snake River upstream of Brownlee Reservoir for these purposes. Since the Snake River system 
is operated in a manner in which many implicit exchanges take place in a given year, it is difficult to derive this kind 
of analysis hformation h m  historical data or other modeling tools that have been used h the past. The decision 
support structure of MODSlM allows these complex network structures to be easily constnrcted in a powerful graphical 
user environment. A variety of graphical ploaing tools allows rapid assessment of the impacts of the various scenarios. 

because of its location (and SDWRO 

associated water supply) and its 
prioriv date relative to Palisades 
and Ririe Reservoirs, and has the 
most junior priority date of any $ - 
memoir in the basin. Column 4 
labels in Table 1 indicate the 
amount of storage space from the 

- 

specified reservoir allocated to the 
insbeam flow function. For 1 
example, label PAL1 OUK indicates 
that 100,000 acre-feet of Palisades 

1 
Reservoir space is allocated to the 
Milner instream flow demand. 

1 
Results period of show record, that, there for the is specified an 85% Oao.O L-' 0 2  NP-KI- a* 0.9 0.0 t .a 

probability of yielding 36,000 acre- Figure 3. Nonexceedence Probability Distribution for Annual RIrie 
feet or more from allocating 40,000 Allocation 
acre-feet. For the same 85 
percentile ofyears, a yield of the full 100,000 acre-feet is expected from an allocation of 100,000 acre-feet in American 
Falls. One could expect only 12,000 acre-feel ( 1  2% yield) from Palisades Reservoir allocation of 100,000 acre-feet in 
5% of the years. 



Table 1, Annual yieM results for case study (acre-ft) 
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THE MODULAR MODELING SYSTEM (MMS) - THE PHYSICAL PROCESS 
MODELING COMPONENT OF THE WATERSHF,D AND RIVER SYSTEM 

MANAGEMENT PROGRAM 

G.H. Leavesley, S.L. Markstrom, M.S. Brewer, and R.J. Viger, Hydrologists, U.S. 
Geological Survey, Denver, Colorado 

Abstract: The Modular Modeling System (MMSJ is an integrated system of computer 
software that has been deveIoped to provide the research and operational framework 
needed to support physical-process model development and application. MMS supports 
the development, testing, evaluation, and application of the wide range of modeling 
capabilities needed to address the issues associated with basin-scale water management. A 
geographic information system (GIs) interface, the GIs Weasel, has been integrated with 
MMS to support model development, application, and analysis. MMS has been coupled 
with Riverware, an object-oriented reservoir and river-system modeling framework, using 
a shared relational database. The resulting database-centered, decision support system 
provides the tools needed for evaluating and applying optimal water-allocation and 
management strategies to complex, operational decisions on multipurpose reservoir 
systems and watersheds. The development and application of this decision support system 
are major objectives of a cooperative effort by the U.S. Geological Survey and the Bureau 
of Reclamation called the Watershed and River System Management Program. 

INTRODUCTION 

The interdisciplinary nature and increasing complexity of environmental and water- 
resource problems require the use of modeling approaches that can incorporate knowledge 
from a broad range of scientific disciplines. These modeling approaches must be flexible 
and able to address a wide range of study objectives, data constraints, and spatial and 
temporal scales of application. Models needed for river-basin management may include: 
(1 ) watershed models for simulating reservoir inflows and s treamflow from unregulated 
basins; (2) one-dimensional and two-dimensional hydraulic models for application to 
selected river reaches where channel-flow characteristics may affect channel morphology 
or biological habitats; (3) sediment-transport and chemical-transport models to address a 
variety of water quality issues; (4) agricultural models to address land-management and 
irrigation practices and the fate and transport of nutrients and pesticides; and (5) 
biological and ecosystem models that address critical habitat issues. 

The integration of this wide variety of modeling capabilities and their application to 
water-resources management is a major focus of the Watershed and River System 
Management Program (WARSMP). WARSMP is a cooperative effort between the U.S. 
Geological Survey (USGS) and Bureau of Reclamation (BOR) to develop an operational, 
database-centered , decision support system for application to complex, water-management 



issues. The decision support system couples the U.S. Geological Survey's Modular Modeling 
System (MMS) (Leavesley et a]., 1996a; Leavesky zt  al., 1996b) with the Bureau of 
Reclamation's Riverware tools (Fulp et al., 1995) using a shared relational database. MMS 
facilitares the integration of a wide variety of models and their application to water- and 
ecosystem-resource management Riverware is an object-orien ted reservoir and river- 
sys tern modeling framework developed to provide tools for evaluating and applying 
optimal water-allocation and management strategies. The objectives of this paper are to 
provide an overview of the concepts and capabilities of MMS, the database-centered 
decisions support sys tern, and their application to the WARSMP effort 

MODULAR MODELING SYSTEM OVERVIEW 

MMS is an integrated system of cornputer software that provides a common framework in 
which to hcus  multidisciplinary research and operational efforts to develop, evaluate, and 
apply a wide range of modeling capabilities across a broad range of spatial and temporal 
scales. MMS uses a master library that contains compatible modules for simulating a 
variety of water, energy, and biogeochemical processes. A model is created by selectively 
coupling the most appropriate process algorithms from the library to create an "optimal" 
model f or  the desired application. Where existing algorithms are not appropriate, new 
algorithms can be developed. 

The conceptual framework for MMS has three major components: pre-process, model, 
and post-process (Fig. I) .  All three components retrieve data from and store data in an 
underlying data storage scheme. The storage scheme may be composed of one or more 
data structures ranging from simple flat ASCII files to Structured Query Language (SQL) 
databases. Data management interfaces (DMTs) handle the transfer and reforlna tting of 
information among system components and the data structures. DMIs are essential to the 
interaction of the three components and are the only elements that are data-structure 
specific. Thus, changing data storage structures requires changing only the DMI. 

The GIs Weasel supports MMS as a pre-processing component. However, it can also 
provide GIs post-processing capabilities for the visualization and analysis of spatial and 
temporal model output fields. 

Graphical user interfaces (GUIs) provide access to all the features of MMS and the GIs 
Weasel. The present framework has been developed for UNIX-based workstations and 
uses X-windows and Motif f'or the GUls. The GUTS provide an  interactive environment 
for users to access model components, apply selected options, and graphically display 
sinlulation and analysis results. The current GUIs are being rewritten in the JAVA 
programming language to enable the applicalion of MMS to a wider range of computer 
pla t foms. 

Pre-~rocess Com~onent; The pre-process component includes all data preparation and 
analysis functions needed to meet the data and parii~neterization requirements of a user- 
selected model. A goal in development of the pre-process component is to take advantage 
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Figure 1. A schematic diagram showing the components of the Modular 
Modeling System (MM S). 

of existing data-preparation and analysis tools and to provide the ability to add new tools 
as they become available. Spatial data analysis IS accomplished using the GIs Weasel. Pre- 
processing functions provided by the GIS Weasel include the ability to ( I )  delineate and 
characterize watershed subbasin areas for distributed-parameter modeling applications, (2) 
estimate selected model parameters for these subbasin areas using digital elevation model 
(DEM) data and digital databases that  include information on soils, vegetation, geology, 
and other pertinent physical features, and (3) generate an MMS input parameter file from 
these estimates. 

Time-series data from existing databases and field instrumentation are organized and 
formatted for use in selected model applications. Additional tools are being developed to 
detect and replace erroneous or missing data values, aggregate data to longer time steps, 
disaggregate data to shorter time steps, and apply transform functions to produce a new 
time series. Methods to create simulated time series from model output or from the 
analysis and extrapolation of measured data to unmeasured points or gridded fields are 
also being developed. 

Model CQ- The model component is the core of the system and includes the tools 
to build a model by selectively linking process modules from the module library and to 
interact with this model to perform a variety of simulation and analysis tasks. The library 
can contain several modules for a given process, each representing an alternative concep- 
tualizat ion or approach to simulating that process. The user, through an interactive model 
builder interface IXmbuild), selects and links modules to create a specific model. Once a 
model has been built, it may be saved for future use without repeating the Xmbuild step. 
This capability allows 'canned' versions of models to be provided to end users. User 
interactions with Xmbuild and the model are provided using a variety of X-window and 
graphical techniques. 



An animation tool in the model component enables the visualization of the spatial and 
temporal variation of simulated state variables during a model run. Selected images from 
this animation tor user-defined time periods can be stored and used in a post-modeling 
analysis to compare simulated and measured spatial and temporal variations in the 
selected state variable. Remotely sensed snow-covered area and soil moisture are examples 
of variables that can provide important additional independent measures of distributed- 
parameter model performance. 

ess CQmPPllfnt; The post-processing component contains the tools to analyze 
model results. These include a variety of statistical and graphical tools as well as the 
a hility to interface with user-developed special purpose tools. Some tools are closely 
linked to the model component and are available as iterative procedures through the 
model component GUI. Optimization (Opt) and sensitivity (Sens) tools are provided to 
analyze model parameters and evaluate the extent to which uncertainty in model 
parameters affects uncertainty in simulation results. A modified version of the National 
Weather Service's Extended Streamflow Prediction Program (ESP) (Day, 1985) provides 
forecasting capabilities using historic or synthesized meteorological data. Other post- 
processing tools are stand-alone procedures. These include a variety of visualization and 
statistical tools, the CIS Weasel, and the ability to interface with resource management 
models and decision support systems (DSS). 

a 9  Weasel; The GIs Weasel has been designed to aid the preparation and analysis of 
spatial information for the estimation of parameters for lumped- and distributed- 
parameter models. It is composed of ~rcf lnfa '  (ESRI, 1992) GIS software, C language 
programs, and Unix shell scripts. All user interfaces are menu and map driven. The user is 
not required to have any knowledge of the command-line operating procedures of Arc/ 
Info. However, the user should understand model assumptions regarding the treatment of 
spatial variations in watershed attributes. 

The CIS Weasel provides tools to delineate, characterize, modify, and parameterize an 
area and its associated "model response units" (MRUs) using digital elevation model 
(DEM) and ancillary digital data. MRUs are areas delineated within a watershed, or 
region of interest, that reflect a model's treatment of spatially distributed attributes, such 
as slope, aspect, elevation, soils, and vegetation. An MRU may represent an area whose 
character or composition is assumed to be homogenous with respect to one or more 
attributes or it may be assumed to  be heterogeneous with respect to all attributes. The 
GIS Weasel also delineates a drainage network and computes the connectivity of MRUs 
with this drainage network. The location of data-collection sites can also be overlaid with 
the MRU map to  define associations between MRUs and the data sites. 

-- 

I The use of trade, product, industry, or firm names is for descriptive purposes only and does not 
imply endorsement by the U.S. Government. 



DATABASE-CENTERED DECISION SUPPORT SYSTEM 

The physical process models in MMS are being linked with the reservoir and river 
management models of RiverWare via a common database, thus providing a database- 
centered decision support system (Fig. 2). A number of ancillary tools provide GIS, 
statistical analysis, and data query and display capabilities that are shared by MMS and 
RiverWare. In the current project, the database is termed the Hydrologic Data Base 
(HDB). Versions of HDB have been constructed using the commercial databases 
INGRES ' (INGRES Corp., 1 991 ) and ORACLE ' (Oracle Corporation. 1987). However, 
this approach is not limited to lNGRES and ORACLE, but can be used with any 
relational database system. 

MMS and RiverWare access the database through user-written DMIs. Users can use a 
variety of standard DMIs, or write customized DMIs in any standard programming 
language that has database bindings, to access data from a variety of data repositories. 
including other relational databases. Changing the central database requires only that the 
DMIs be modified to support the selected database. No changes need to be made in MMS 
or RiverWare. 

RIVERWARE 
FRAMEWORK 

PHYSICAL PROCESS MMS 
MODELS FRAMEWORK 

I I 

- 

Figure 2. Schematic of the database-cen tered decision support system. 
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Communication between MMS and RiverWare is designed to use a scenario file in the 
database. A scenario is defined as a sequential list of modeling operations to be run using 
MMS and RiverWare. Different scenarios can be developed to address a range of 
resource-management decisions. The scenario file is accessed by ho tll modeling systems 
and the specified models are executed in the order listed. A given resource-management 
decision may require the results of one or several models in both systems. Model results 
from MMS are written to the database for use as inputs to RiverWare and vice versa. 
This exchange of data and model results is an iterative procedure, the magnitude of which 
is dependent on the conlplexity of the decision process. 

An example of such a procedure would be the management of a multi-reservoir river 
system within the constraints of co~npeting water users and selected environmental 
constraints such as water-temperature limits or fisheries habitat needs. Here a scenario of 
MMS and RiverWare runs might begin with the execution of a watershed model in MMS 
to provide estimates of the daily time series of water inflows to all reservoirs in the systern. 
Then RiverWare would be executed to use these inflows to develop a number of different 
management options and produce a time series of reservoir releases associated with each. 
These options might reflect different mixes of water use for power generation, agriculture, 
and municipal water supply. 

Each release option has impljcations with regard to the environmental constraints on 
system operation and would need to be examined for those river reaches where these 
constraints apply. Thus, a one- or two-dimensional river hydraulic model would be run in 
MMS to assess the effects of the diiyerent reservoir-release options on the critjcr~l river 
reaches. Then RiverWare would be run again using the additional reach information to 
further refine the management options for these specific sets of conditions and constraints. 

The generation of management options is not limited to RiverWare, but they can be 
developed within MMS as well. Using the ESP capability of MMS, alternative time series 
of water inflow to reservoirs can be developed, each with an associated estimate of a 
probability of occurrence. The manager could then select various levels of probability of 
occurrence to assess the effects of uncertainty on water management options. 
Alternatively, new time series of meteorological variables could be developed to reflect the 
potential effects of global cIirnate change. These time series could be used as input to the 
watershed model to provide estimates of reservoir inflows for use in assessing the effects 
of climate change on basin management strategies. 

The database-centered, decision-support system approach is being developed, tested, and 
implemented under WARSMP in the San Juan and Yakima River basins. The San Juan 
Basin has a drainage area slightly in excess of 23,000 mi at Bluff, Utah, and is located in four- 
state area of Colorado, New Mexico, Arizona, and Utah. Water-management issues in the  San 
Juan basin include efficiency of water-resources management, environmental corlcerns such as 
meeting flow needs for endangered species. and optimizing operations within the constraints of 
multiple objectives such as power generation, irri ation, and water conservation. The Yakima 5 River basin has a drainage area of about 6,200 mi at its point of discharge into the Columbia 
River and is located entirely in the state of Washington. The water-management issues in the 



Yakima basin include the same issues as the San Juan basin, plus concerns regarding ground- 
water/surface-water interactions and water-quality issues related to irrigated agriculture. 

SUMMARY 

MMS is an integrated system of computer software that has been developed to provide 
the research and operational framework needed to support the development, testing, and 
evaluation of water, energy, and biogeochernical process algorithms and to facilitate the 
integration of user-seIected sets of aIgori t hms into operational models. MMS provides a 
common framework in which to develop and apply models that are designed for basin- 
and problem-specific needs. MMS is being coupled with the reservoir simulation and 
optimization software RiverWare using a common database interface to provide a 
database-centered decision support system for use in wa ter-resources management. As the 
physical process modeling component of this decision support sys tern, MMS provides a 
flexible framework in which to integrate these current activities and to easily incorporate 
any future advances in science and technology. 

Given that different river basins may have different management objectives and 
operational constraints, the flexibility of MMS enables the development and application 
of those models determined to be most appropriate for a specific basin. Alternative 
modeling approaches can be evaluated to determine the optimal set of models for various 
management decisions. Coupled with RiverWare, the result is a very flexible set of water- 
resource management tools. 
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THE IUPAEUAN ECOSYSTEM MANAGEMENT MODEL: SIMULATOR FOR 
ECOLOGICAL PROCESSES 1N RIPARIAN ZOPIES1' 

R Lowrance, Ecologist, USDA-ARS, Tifton, GA'; L. S. Altier, Assistant Professor, California 
State Univ., Chico, CA; R G* Williams, Agriculturat Engineer, USDA-ARS, Tifton, GA; S. P, 

Inamdar, Post-Doctoral Associate, Univ. of Georgia, Tilton, GA; D. D. Bosch, Hydrologist, 
USDA-ARS, Tiftan, GA; J. M. Sheridan, Hydraulic Engineer, USDA-ARS, Tifton, GA; D. L, 

Thomas, Associate Professor, Univ. of Georgia, Tifton, GA; R K. Hubbard, Soil Scientist, 
USDA-ARS, Tift on, GA 

Abstract: The Riparian Ecosystem Management Model WMM) is a simulation nladd developed 
by USDA and university cooperators to provide comparisons among different field-scale buffer 
systems. The primary uses of REMM will be to sirnulate the later quality impacts of riparian and 
other edge of field buffcr systcn~s of different lengths, slopes, soils, and vegetation. Agencies such 
as USDA-NRCS and USDA-FS need this type model in order to provide specific guidance to 
landowners needing edge of field buffer systems. Although designed to simulate the  specific typc of 
multiple-zone buffer system recommended by USDA agencies, REMM is flexible enough to 
accommodate a wide range of buffer systems in a variety of land use settings. If hydrologic and 
pollutant loadings to the buffer system are available or an be t;stim;rted or modeld, KEMM can be 
used to represent most edge of field bugen receiving difhse inputs of water. T h ~ s  paper presents the 
general structure of REMM and information on the initial field testing site for the mdel.  
Operational aspects and details of model: components and test simulations for REMM using field 
data from a riparian buffer system in the southeastern c&l plain are presented in five other papers 
in these proceedings, 

Agriculture continues to be a major contributor of nonpoint source polIution to the nation's waters 
and continues to limit the attainment of designated uses in many run1 watersheds (USEPA, 1997). 
There is a growing realization that for agricultural watersheds to meet designated uses B defined 
under the Clean Water Act (CWA), there must be a con~bination of efforts to both control n~npoint 
source pollution and to restore aquatic ecosystems. Restoration and management of riparian 
e ~ ~ s ~ ~ s t e r n s  are essentd to restoration of aquatic ecosystems and to attainment of water quality goals 
because of the multiple water quality functions performed by riparian ecosystems. Riparian forests 
are known to reduce delivery of nonpaint source pollutants to streams and lakes in many types of 
watershd ~ m c e  et d., 1997). Tn addition, riparian forests are known to be important in 
controlling the physical and chemicaI environment of s ~ m s  and in providing detritus and woody 
debris for streams and near-shore areas of large water bdies. 

The major United States Department of Agriculture efforts to restore riparian ecosystems are funded 
through the contiu~uow sign-up of the Conservation Reserve Progmm (CRP) and the Consewation 
Reserve Enhancement Programlstate Enhancement Progm (CREPISEP) authorized in the 1996 

bnmbulion fiom the USDA- ARS, Sauthmt Watersl~d Rcsearch Laboratory, P.O. Box 946, Tittan, GA, 
3 1793, in cooperation with the University of Georp and California State University. 

MI programs and d c e s  of the USDA arr: offcrcd on a noarl iscri~iu~~*to basis without regard to me,  color, 
national origin, religion, sex, age, marital status, or ImdIcap. 

USD A-AM-SEWRL, P.O. Box 946, Tifton, GA 3 1793. Pbonc: 9 12-3 86-3894; fay: 9 12-3%-7294; e d :  
lorenz@iiflon.cps,paichct.edu. 



Farm Bill. The continuous sign-up allows landowners to offer lands with high Environmental 
Benefits for the CRP at any time. Efforts sparheaded by Vice-President Gore ro address tlre 
nation's lack of progess toward CWA goals have focussed on use of the CREWSEP m e c h i s m  to 
address critical agricultural water quality problems (White House Memorandum, 1011 8/97). The 
first project funded for CREPfSEP is an effort to have up to 100,000 acres of riparian land along 
Maryland's streams and rivers set aside and maintained to protect water qualily (White TJouse Prcss 
Release, 10120197). The Maryland CREPlSEP will spend about $200 million over 15 years to 
restore riparian ecosystems. Clearly, USDA is pIanning to make large investments of funds in 
restoring sbeamsidc (riparian) ecosystems to control nonpoint source pollution, increase attainment 
of designated uses of streams, to provide wildlife habirat, and to restore aquatic ccosystcms. h 
evaluation of whether goals are being met and an evaluation of aIternative scenarios for achieving the 
environmental gmb should accompany expenditure of public money to achieve cnvironrnental 
goals. Restoration and management of riparian ecosystems, while generally good for water quality, 
should be evaluated for their eEcacy in con&olIing specific nonpoint source pollution problems. 
Although general guidelines are available from USDA action agencies on the management of 
riparian buffers (Welsch, 199 1; NRCS, 19951, i d o m t i o n  is lackhg on how buffcr zones should be 
designed and managed to meet site-specific needs. 

The Riparian Ecosystem Management Model (REMM) hsls been developed by USDA and university 
cooperators in order to provide a tool to assess the nmpoint source poIIution cone01 functions of 
riparian buffer systems. Unlike pollution control practices, which depend on engineering structures 
to control water or water-borne pollutants, riparian buffer systems arc complex ecosystems, The 
control of nonpoint source pollution in riparian ecosystems depends on h e m i o n s  among the 
hydrology, soils, vegetation, managerncn< and climate of a spccific rip;U;;m bufFer system. Models 
which cannot account for effects of these factors on water and chemical transport in riparian systems 
will not be usefbl for comparisons of different senarios of riparian buRer use to control nonpoint 
poIIution. TRe sefles of papers presented at this syn~posium describe the functional elements of 
REMM and present validation results for the model. A demonstration will provide details on 
initializing and running the model. In this paper we provide an overview of the conceptual basis for 
REMM. In addition, we describe the general clmactcristics of an experimental riparian buffer 
system used for validation studies presented in thc other papers. 

GENERAL FUNCTIONS OF RIPARCAN BGFFER SYSTEMS 

Riparian forests were the originaI strmmside vegetation in most humid and sub-humid regions of the 
world, including the Eastern and Midwestam Unitcd States. Riparian forest is generally distinct h m  
the sunomding landscape, even when the adjacent areas are in forest. In more arid arm, the 
riparian forest may be the only forest in a landscape, for example the gallery forests of the tall-grass 
prairie. In most cases, regardless of original or native vegetation, riparian ecosystems form an 
ecutone or edge m e e n  upland vegcbtjon and land uses and aquatic ecosystems. 

The gcner211 functions of riparian forest ecosystems have been reviewed and ranked for the 
Chesapeake Bay Watershed from most to leasf general based on the available scientific literature 
(Lowrance et al., 1997). These buffer systcm concepts are baed  on field observations, process 
studies, and experimer~l manipulations in a number of different riparian ecosystem studies. 
Because of the diverse nature of the Cllcsapeake Bay Watershed, the r a w s  probably apply to 
m y  humid regions in the U.S. The most general water quality function of riparian forests is to 
provide control of the stream environment. These fhctions indude modifying stream temperature; 
controlling iight quantity and quality; enhancing habitat diversity; modifymg channel morphologv; 
and enhancing food wcbs and spccies richness, All of these factors are important to the ecological 
hcalth of a stream and are best provided by a ripaim forest that approximates the original native 



vegetation (Swecney, 1992). These functions occur along smaller streams regardless of 
physiographic region. These functions are must important on smaller streams, although they are 
important for bank and near-shore habitat on larger streams and the shoreline of lakes and bays. 
Riparian forests contribute to bank stability and thus minimize sediment loading due to instream 
bank erosion. Depending on bank stability and soil conditions in the area immediately adjacent to  
the sbream, m g e m c n t  of adjamn t areas for long-term rotations may be necessary for sustainab ility 
of stream environment functions. The next most general water quality function of riparian forests is 
control of sediment and sediment-borne pollutants canied i n  surface runoff, Prqcrly managed 
riparian forests should provide a hgh level of control of sediment and sediment borne chemicals 
regardless of physiographic region. Natural riparian forest studies indicate that forests are 
particularly effective in filtering fine sediments aid promoting codeposition of sediment as water 
infiltrates. The slope of the riparian f o e  the avai hble water storage capacity, and the soil cover by 
litter are the main factors determining the effectiveness of sediment removal in mature riparian 
fomts. In restored riparian forests, the degree to w i c h  enhanced infiltration typical of forest soils 
has been established might also determine effectiveness in controlling surface runoff pollutants. In 
aH physiographic settings it is important to convert concentrated flow to shcct flow in order to 
optimize riparian forest function. Conversion to sheet flow and deposition of coarse sediment that 
could damage young vegetation can be enhanced by a vegetated filter Sirjp upsIope from the riparian 
forest. 

The next most general water quality function of riparian forests is to control nitmtc in shallow 
grwndwater moving toward streams. When groundwater moves in short, shallow flow paths, such 
as in many Coastal Plain watersheds, 90% of the nitrate input may be removed. In contrast, nitrate 
removal may be minimal in arw wherc watcr moves to rzgivnal poundwater such as in Piedmont 
and Valley and Ridge w. The degree to which nitrate (or other grouodwaret pollutants) will be 
removed in the riparian forest depends w the proportion of groundwater moving in or near the 
bialogically active root zone and on the residence time of the groundwater in these biologicalIy 
active areas. The presenE of wetlands and the hydrologic connection between source areas and 
wetlands enhances the removal of nitrate via denitrification. 

The least general function of riparian forests appears to be control of dissolvd phosphoms in surfice 
runoff or shallow groundwater. ControI of sediment-borne P is generally effective. In certain 
situations, dissoIved P can contribute a substantial amount of total P I d .  Most of the soluble P is 
bioa~~ailable, so the potential impact of a unit of dissolved P on aquatic ecosystems is greater. It 
appears that natural riparian forests have very low net dissolved P retention. In managing for 
increased P retention, effective fine sediment control should be coupled with use of vegetatiun that 
can increase P uptake into plant tismc. 

USDA's RIPARI AY FOREST BUFFER SPECI FICATTON 

Based on the general concepts described above, a riparian forest buffer system specification has been 
developed by USDA. (Welsch, 1991; Lo~vrance, 1992; NRCS, 1995) The riparian forest buffer 
specification is for a three zone riparian buffer system with each zone sening a particular major 
purpose and a number of secondary purposes (Figure 1). The buffer systtm consists of trees, shrubs, 
and herbaceous vegetation.. The riparian forest buffer specification calls for n Zone 1 immediately 
adjacent to the stream which consists of permanent \voody vegetation In many cases, Zone 1 
vegetation will be native bardwood species that wcur on at near streambanks T h e  major purposc 
of Zone 1 is to provide shade and litter inputs for the aquatic ecosystem. The s e c o n d  function of 
Zone 2 is to retain nutrients. Zone 2 is on t he  upslope side of Zone 1.  Zone 2 is an area of 
managed forest, which cnn bc uscd for timber or bio~nass production by the landowner. The major 
function of Zone 2 is nutrient retention and infiltration of surface runoff Secondary functions of 



Zone 2 are to provide a buffer for Zone 1 vegetation and to retain sediment in surface runoff. Zone 3 
is an herbaceous filter strip upslope from Zone 2. Zone 3 is similar to contour filter strips used as a 
field management practice. Management practices such as stiff grass buffers can also be 
incorporated in this zone. Zone 3 is genemlly immediately adjacent to the field or other pollutant 
source. The major functions of Zone 3 are sediment retention and conversion of channelized flow to 
sheet flow. Secondary functions of Zone 3 are infiltration of s u h c e  runoff and nutrient retention. 

Figure 1: Cross 
section of riparian 
buffer system as 
simulated in REIMRI. 

REMM ws developed 
specifically to simulate 
hydrologic, chemical, 
physical, and biological 
prmesses in the type of Zone 3 Zone 2 Zone 1 
riparian buffer system 
described above which 
has been adopted as a 
practice by USDA 
agencies. REMM dso provides flexibility to simulate functions of a wide variety of other field-edge 
and in-field buffer systems. Although the riparian forest buffer specification requires trees or shrubs 
in Zones 1 and 2, REMM can simulate up to twelve different vegetation types, and multiple 
vegetation types per zone. REMM an be used to simulate non-forest buffers and buffers in non- 
riparian positions, as long as the water, nutrient, and sediment inputs from the contributing area can 
be modeled or empirically determined. 

GENERAL STRUCTURE AND FUh'CTION OF REMM 

REMM is dcsigned to simulate daily processing of water, sedimenc carboq and nutrient inputs to a 
buffer system (Altier et al., In press). In general, inputs will be fiom agricultural lands, although 
inputs of water, sediment, and nutrients from other land uses could also be simulated. Water inputs 
are rainfall (or snowfa11), surface runoff, subsurface flow (shallow groundwater), and seepage, 
Water outputs for each zone are calculated as subsurfice flow, surfice runoff, seepage, and 
evapotranspiration (ET). Nitrogen phosphonrs, and carbon are input and output with each type of 
water input or output (except ET). Surface runoff d e s  sediment into and out of the zones. The 
output from Zone 1 is an estimate of the streamflow contribution of the entire contributing area, 
including the riparian buffer. In th~s sense, REMM is a watershed mdeI whcn combincd with 
modeled input from the upslope contributing area. REMM does not simulate the effects of channel 
expansim and overbank flooding during storm events. REMM assumes a lowcr confining layer for 
subsurface flow, although water can be allowed to move through the lower confining layer at a 



constant rate. REMM does not allow simulation of groundwater flow paths that may make their way 
to stram discharge below the Iower confining layer. 

Much of the sediment transport module of REMlvi is based on AGNPS voung et al, 1989). 
Sediment movement is simulated in rill arid interrill erosion. Sediment is assumed t o  be cornposd of 
sand, largc aggregate, small aggregate, silt, and clay. Sedment erosion, transport, deposition, and 
routing are done for each particle s i z  class. Sediment deposition or transport is determined based on 
the transport capacity of the zone. Deposition or transport takes place through interaction wirh a 
litter kyer, which is assumed to mix completely with su&e runoff. 

The dynamics of inorganic N and P in REMM arc: tied to estimates of either tiansfonnation rates or 
equilibrium concentrations for adsorbed ions. Nitrogen and phosphorus in initial sail organic matta 
(SOM) pools or N and P incorporated into plant biomass are cycled through SOM pools with 
different decomposition rates as done in the CENTURY mode1 (Parton et aL, 1987). N and P are 
mineralid as plant litter or SOM is re-synthsized into pmls with a higher C M  or UP ratio. N and 
P are immobilized fiom inorganic pools into either Iiving plant biomass or SOM pwls. As plant 
litter or soil organic matter BE resynthesized into pools with higher C/N or UP ratios, N and P are 
mineralized. Inorganic nutrients, whether fiom input sources or from mineralization of SOM, are 
available for plant uptake, microbial immobilization, Wiiter borne movement, or denibification (N 
onIy). REMM does not simulate movement of pesticides, dthough it does simulate movement of 
dissolved and adsorbed carbon compounds that could be used as analogs of pesticides. 

Vegetation growth is simulated on a stand basis. Vegetation in both an upper and lower c m p y  can 
be simulated for each zone and hp to 12 different general vegetation types can be sunulated. Plant 
growth is modeled based on estimates of the amount of gross photosynthesis and allocation of the 
p b y n t b a t e  to growing plant parts and respiration depending on demand. If photosynthates are 
available, plant p w $ h  is limited by the availability of water and nhents. Simulation of 
photosynthesis is based on the Forest-BGC model (Running and Coughlan, 198 8). 

TESTING AND VALIDATION OF REMM 

Numerous research p u p s  around the country where studies of riparian bufirs in various settings 
have been conducted are currently testing REMM, Initial testing of REMM has been done by 
comparing simulated riparian buffers to data from actual riparian buffers studied by the Southeast 
Watershed Resarch laboratory near Tifton, GA. This section of the papa describes the general 
charmeristics of the field site used for validation of R E m .  Subsequent papers in these 
proceedings will describe the specific results fro~n the validation studies for hydrology, sediment 
transport, nutrient cycling, and p h t  growth. 

Gibbs Farm Studv Site: The study \as done at a research fann {Gibbs Farm Site - GFS) which is 
part of the University of Georgia Coastal Plain Expwimmt Station near Tifton, GA. The site, 
r e f d  to hereafter as the Gibbs Farm Site (GFS) is located in the Tieon-Vidalia Upland 0 
portion of the Gulf-Atlantic Coastal Plain. The climate of the TVU is humid subtropical providing 
abundant rainfall and a long growing season. Because of both less permeable soil material at depth 
and the presence of a geologic formation (Hawthorn Formation) whch limits deep recharge to the 
regional aquifer system, most ofthe excess precipitation in the T W  moves either latenlty in shallow 
sahmted flow or moves in surface runoff duriag storm events The general hydrology of the region 
is reflected at the GFS and makes this region and t h e  particular site ideal for the development of 
mode! testing data in a relatively simple hydrologic system. 



The soil at the Gk'S riparian forest is an Alapalla loamy sand (finc-loamy, siliceous, acid, thermic 
Typic Fluvaquents). The soil of the adjacent upland area is a Tiftan l m y  sand (fine-loamy, 
siliceous, thennic, Plinthic Kandiudult). A three zone riparian buffer system as prescrjbed by the 
USDA-Forest Service specifications (Welsch, 199 1) was emblishd for this research project in 
1992. Zone 3 is a herbaceous filter k p ,  Zone 2 is an am of managed forest where trees can be 
harvested, and Zone 1 is an a m  of permanent woody vegetation immediately adjacent to the stream 
channel. At the GFS (Figure l), Zone 3 is an 8 m wide strip of common Bermudagrass (Cjmdon 
dac~lon L. Pers.) and Bahia grass (Paspalurn notaturn Ftugge.). The grass strip was interplanted 
with perennial ryegrass ( M u m  perrene L.) during its establishment. Zone 2 (before timber harvest) 
was a 40 to 55 m wide band of slash pine ( P ~ I I U ~  elhotti; Engelm .) and long Ieaf pine (Pinus palusrrfs 
1 Zone 1 is a 10-m wide band of trees with mostly hardwmcls including yellow poplar 
(Liriodendron hlipifirrrr L.) and swamp black gum (h'yrm sylwticu var bflota h h . ) .  The entire 
buffer averages 55 m in width along an intermittent secondarder stream channel. In early 
November 1992, one block of Zone 2 forest mu clear-cut and one block was selectiveIy cut. A third 
Zone 2 forest block was left as a reference area (Figure 2). The clearat Zone 2 blocks were 
replanted with improved slash pine in winter, 1993. No timber ~vas harvested b m  Zone I. The 
papers presented in this symposium will discuss model simulations and observations from the mature 
forest area only. The forest, with an average tree age of about 50 years, was comidered to be in a 
stady state condition with very little net incrwe in biomass. 

The field above the buffer system on the west side of the was in continuous corn (Zea mays 
L.) for the first three years of chis study (1992-1994). In 1995, the field was planted in pmuts 
Wrachis hypagea L.). In 1996, the field was planted in millet (Pennfsetum g/aucum L). All crvs 
were grown using conventional tillage and conventional fertilizer and pesticide merits. The 
exception is that the peanuts were grown in small test plots (4mx4m) which lead to high loadings of 
sediment in sufice runoffi 

Inatrumentati~n and samale collection: Instrumentation at the experimental site was installed in 
late Fall 199 1 and Winter, 1992. Well sampling and s u h e  runoff sampling began in January, 1 992 
and February, 1992, respectively. Recording well installations were completed in April, 1992. 
Samples were analyzed for sedimcnt and N and P species using standard analytical techniques. 

Surface runoff was collected using the dustpan shaped "Low-Impact Flow Event sampler (LIFE 
sampler, Sheridan et al, 1996). Two types of LIFE samplers are used to collect either 10% or 1% of 
the flow through a 30.48-crn wide dustpan. The 10% collection is made by splitting the flow into 10 
pathways at the back of the collector and collecting flow from one pathhay. Tfie 1% sample is 
cofiected by connecting two 10% samples in series. The sample receptacle is large cnough to contain 
runoff from approximately a 10-year return interval event in the 1% samplers. n e  receptacle is 
made from a lm Iong piece of lOcm dia PVC pipe with capped openings at each end. PVC joints 
were welded using hmted PVC to avoid possible interferences of solvents in PVC cement with the 
herbicide d y s i s .  One of each type sampler is located at each zonal interface (six samplers per 
zonal interface). The samplers were positioned so as not to interfere with surfice runoff collection at 
the next zonal intmke (Figure 2). Six samplers are also in the middle of Zone 2. Having two types 
of samplers (10% and 1%) allows both large and small runoff events to  be sampled and runoff 
volumes obtained. Su&e runoff sample volumes were measured and subsamples collected for 
nutrient and sediment analysis on the work-day following each runoff event. Multiple events in a 
day were not collected separately. Samples were collected by pumping the receptacles with a 
peristaltic pump while agitating thc sample by mixing with the inlet line of the pump. 



Shallow groundwater movement of nutrients was determined using slotted monitor wells and a series 
of recording wells. A totaI of 1 15 slotted monitor wells were installed in the entire area (Figure 2) 
using Tri-1w slotted monitor pipe (Brainard-Kilrnan, Stone Mtn., GA). All PVC joints on monitor 
weUs were welded using heated PVC. Paired wells were screened @om 0-50 cm and 50-200 cm at 
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Figure 2. Layout of riparian forest plots in relation to upland field at the Gibbs Farm site. 

the fmt four positions of each bansect. The rest of the wells in each transect were screened fiam O- 
200 cm depth. The first four positions are 5m apart and the rest of the well positions are 1 Om apart. 
Fully penetrating wells in the middle of each zone and the s t r w n  channel are mstrumented with 
pressure transducers @ruck, Inc., New Fairfield, CT) connected to data loggers (Campbell 
Scientific, Logan, UT ) so that water table levels can be monitored continuously. The soil water 
content and recording well data were used to calculate saturated thicknesses and ground water flux 
through the buffer system (Bosch et al., 1996). Wells were sampled bi-weekly. Before each well 
sampling, the depth of water below the ground surface wns measured manually, and at least one well 
volume was removed and discarded. 

Test Conditions and Reporting of Results: Four other papers presented as part of this symposium 
present simulation results for REMM with the m d e l  parameterized for the GFS. A final paper 



discusses operational aspects of REMM. The test papers present results for hydrology, sediment 
tmqort, nutrient cycling, and plant growth for the mature riparian forest studied at the GFS . Where 
possible, key parameters from the GFS are compared to model simulation. For these tests of 
REMM, the GFS has been simulated as having a single vegebtion type in each zone. Where 
pasible, soil and water pools in REMM have been initialized with data from the GFS. When not 
possible, the pools were initialized from dah collected at similar sites near the GFS or fiom literaturn 
values. Model simulations were done using weather data collected at the GFS and using estimates of 
u p h d  inputs of water, sediment, and nutrients measured at the GFS. Very little calibration of 
REMM was necessary. Calibration of gross photosynthesis and soil organic matter turnover rates 
were done in order to stabilize the steady state or mature forest case. Other than that, the simulations 
pmented in the companion papers are based on either field estimates of pools or rates or fiom 
literature values. 
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IMPLEMENTING A WATER RESOURCE PLANNING MODEL W [THIN 
THE COLORADO RIVER DECISION SUPPORT SYSTEM 

Steven Malers. Soffware Engineer, Riverside Technology, inc., Fort Collins, Colorado; Ray Bennett, CRDSS 
Project Manager, State of Colorado, Denver Colorado; Larry Brazil, President, Riverside Technologv. iac., 

Fort Collins, CoIorado 

Abstract: The Colorado River Decision Support System (CRDSS) is a database and modeling system used by the 
State of Colorado to help water managers make informed decisions about CoIorado water resources. implementing 
the system has improved both the State's understanding of the data and its ability to anaIyze "what if' questions that 
are critical to water resources management in Colorado. The data-centered system allows different modeling and 
analysis tools to share the same data. This paper focuses on the implenlentation of the water resources planning 
component of the CRDSS. 

INTRODUCTION 

Th2 CRDSS consists of databases and models that provide improved data and decision-making capability for the 
Colorado River and its tributaries within Colorado. I t  is being developed by the Colorado Water Conservation 
Board (CWCB) and the Division of Water  resource^ (DWR), under the overall guidance of the Department of 
NaturaI Resources. Initiated in 1993, the project is in the fifth and final year of development. The CRDSS Project 
Management Ttam consists of a contract project manager and senior staff of the CWCB and DWR. A Technical 
Advisory Committee of major Colorado River water users is helping guide the project. A consulting team headed by 
Riverside Technolo~y, inc. (RTi) of' Fort Collitls was selected in January, 1994 to design and develop the CRDSS. 

CKDSS was developed to allow Colorado to enter a new era of water management that emphasizes cooperatiotl 
among state agencies, aater providers. and water users. The CRDSS is a data-centered system that contains historic 
tabular data such as streamflow, climate and diversions; spatial data such as topography, hydrography, and irrigated 
acreage; and administrative data such as water rights and water management policies. Data are keyed to locations in 
the river basin using a geographic information system (GIs). This computer-based system allows decision makers to 
access water resource data. simulate potential decision and poIicies, and examine the consequences with regard to 
interstate compact policy, water resource planning, and water right administration. 

This paper discusses one element of CRDSS: implementing a water resource planning (WRP) model using a data- 
centered approach. An extremely large scale application. CRDSS required the consistent deveIopment of five 
separate WRP model applications (White, Yampa, Colorado. Gunnison, and San Juan river basins) that, if desired, 
can be combined into one application that encompasses the entire western slope of the State of Colorado. 

A DATA-CENTERED APPROACH 

Tlie CRDSS is a multi-year project requiring that various database and modeling coinpotlents be developed and 
irnpllsrnented over tirnt. This required that the database design be scaleable and flexible enough to allow growth and 
enhancement. A model-generic approach was chosen, in which a core set of data are stored in a central database and 
are used by one or more applications. In this data-centered approach, the database becomes the repository for key 
data and consequently helps to maintain quality and consistency. Figure 1 illustrates the CRDSS data-centered 
approach where various tools share common data. 

In order to implement a data-centered system, there must be enough infrastructure in place to support and allow 
effective use of the system. The CRDSS database contains all of the key water resources data needed fclr planning 
and administrative purposes for the Stare of Colorado and allows for "one stop shopping" for CoIoradn water data 
users. Utilities have been writtell to format data t i les for models and provide effective data displays to usrrs. Much 
of the data is available to Internet users via the CRDSS horne page (see references). Utilities are available that allow 
users to quickly access and format data for use in other applications. 

It i s  important to note that the implementation of a data-centered approach in the CRDSS has not precluded the use 
of modular tools, l'he WRP model and other tools can run stand-alone and are not tied directly 10 the databasc. This 
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Figure 1. CRDSS Data-centered Approach 

allows for distributed modeling efforts within the user community. In order to promote data sharing, standard data 
fomats for time series and other data have been adopted. The data-centered approach, as adopted for the CRDSS. 
allows users to access data from a cenl~al location but perform analyses using accepted tools in a desktop 
environment. As a policy, model output is not currently stored in tile database but is kept in the standard model 
output fornlats. This simplifies model use and database design and decreases the overall size of the database. 
Exchange of data between models occurs using standard data formats and file translation utilities, where necessary. 

The main CRDSS database uses INFORMIX@ on a server machine. Microsofi Access0 versions of the database are 
being developed to further allow distribution and use of CRDSS data and tools for the PC environment. In this 
configuration, it is understood that the central database is the official repository of data for CRDSS that may only be 
changed by a database administrator. 

pats Despite the fact that State of Colorado staff had been maintaining a database of water rights 
and diversion data for many years, the CRDSS team quickly identified quality issues when data were loaded into the 
database and used for modeling. The new CRDSS database uses INFORMIX (which implements constraints and 
range checks), whereas the old database used a series of discrete files that often contained redundant data. The 
CRDSS team identified data coding problems such as miscoded structure types (a reservoir being called a diversion), 
use of the letter "0" instead of the number "O", and reservoir levels recorded as "full" or "half-full" instead of as a 
numeric value. Using a non-relational database resuited in a wide variety of  data coding problems such as assigning 
the same structure different names ("XYZ DITCH" and "DITCH XY2") and using different water coloring schemes 
{water coloring refers to the practice of identifying the different sources [river, storage, etc.] and uses [irrigation, 
power] o f  water). The C m S S  team detected some errors while populating the database, but often problems were 
detected only when the data was used for modeling. For example, if structure types were miscoded, then a request 
for all diversions might actually return a reservoir or instream flow. Some important (if simple) lessons were 
learned: 

1 .  Ensure data quality, to the extent possible. For the State of Colorado, this meant using modem database tools to 
increase the scrutiny of data, as well as improving procedures to allow timely data corrections. 



2 .  Enforce consistency and simplicity in data recording, to the extent possible. In a data-centered system, all data 
users and recorders should use standard practices so common tools can be used to share and use data, thus 
increasing efficient?.. 

3. Atlow modeling tools to override official data. as needed. Because the modeling tools were meant to be generic. 
they could not effectively trap a11 data problems and implement fixes without becoming complicated and 
difficult to maintain. Therefore, utilities were implemented to allow the users to reset database values to correct 
problems. This overriding feature allows the State o f  Colorado to cotrect data problems in due time and lets 
modelers selectively edit data so that modeling can continue. 

4. Understattd the limitations of third-party data. The CRDSS database stores streamflow records from the U.S. 
Geological Survey (USGS), climate data from the Nativnal Oceanic and Atmospheric Administration (NOAA), 
and snow data from the Soil Conservation Service (SCS). In some cases, the CRDSS team found blatant errors 
i n  this data (for example, negative solar radiation, presumably from a badly calibrated gage). Rather than hy to 
correct the data and compromise the tractability of the data, users of the system need to use good engineering 
judgment, as with any other engineering project. 

5 .  Make the data available to as many people as possible. A common practice among the consulting communiy is 
to use USGS or other data and, if a problem is found (e.g., a water balance does not compute), make reasonable 
assumptions and continue with an analysis. There is seidom either time or budget to notifi the data suppliers. 
However, for data that is conrrolled wid lit^ the realm of the CRDSS (State of Colorado data), users (especially 
State of Colorado staff) i:ho do find problems have a more direct channel of communication to allow data 
corrections. Additionally. CRDSS tools make i t  easier to detect data inconsistencies so that they can be 
corrected. 

In summary, data quality problems were identified during both the database population and modeling activities. The 
quality problems have been prioritized, and the State of Colorado has invested resources to correct them. 
Techniques were developed to allow the modeling to proceed while data problems were corrected in a prioritized 
manner. 

WATER RESOURCE PLANNING MODEL 

The WRP   nod el selected for use in CRDSS is called StateMod. This tool is a monthly water allocation and 
accounting model that had been developed for a series of projects by the State beginning in 1986. It is capable of 
making comparative analyses for the assessment of various historic and future water management policies in a river 
basin using the Prior Appropriation Doctrine (first in time, first in right). StateMod's operation is governed by 
hydrology, water rights, and operating rules. It recognizes four types of water rights: direct flow, instream flow, 
reservoir storage and operational. The direct flow, instream flow, and reservoir storage rights are self-explanatory. 
The operational rights are used to control complex, multi-structure activities associated with reservoir releases, 
exchanges, and carrier ditch systems. key features of the model required to simulate the diverse operating 
conditions encountered on the western slope of Colorado include the following: 

+ Simulates tributaries and main stem river systems through the use of a tree-structured network 

Simulates direct flow, instream flow, storage and operation rights under the Prior Appropriation Doctrine as a 
function of water availability, priority, decreed amount, demand, structure capacity, and location 

Allows reservoirs to be operated with multiple accounts serving multiple users 

Allows instream flows to be operated as a point or river reach 

Simulates a widc variety of operating agreements and exchanges between several users or structures 



Far a given structure, simulates one or more water rights, with one or more return flow patterns returning to one 
or more stream nodes 

a Uses an efficient direct solution algorithm that recognizes the impact of a diversion's return flows during the 
current time step without having to iterate 

Estimates b ~ s e  or natural streamflows from gaged or estimated streamflow, diversion, and reservoir data 

Baseflow Data: The generation of base or natural stream flows for a WRP application is necessary in order to 
analyze a "what if" scenario which includes a water right, structure, or operating strategy that might change in the 
future. Baseflow is a generic term defined herein to describe gaged stream flows that have been adjusted to remove 
a portion (0 to 100 percent) of human impact. I f  a user decides to remove all human activities (100 percent), then 
the baseflows generated are commonly called natural streamflow. If a user decides to remove only a portion of 
human impact, then the remaining impacts are "left in the gage." 

Baseflows were created eficiently and consistently within CRDSS using the Baseflow module of StateMod. This 
module uses historic streamflow, diversion, and reservoir storage data to remove human impact for any number of 
structures that might be important for future development. Along with this historic data, the baseflow module uses 
the same water use parameters (efficiency, return flow timing, and return flow locations) that are used in the historic 
simulation. The key benefits resulting from the standard approach used to estimate baseflows within CRDSS 
include: 

1. Parameter consistency: The same parameters used to estimate baseflows are used during the calibration to 
historic data. 

2.  Efficient baseflow generation: Baseflows can be quickly revised in response to calibration results or model 
refinements (e.g. include more historic structures). 

3. Efficient calibration: Knowledge OF historic data stored within the memory of the program provides an eficient 
mechanism to compare simulated to gaged stream flows, diversions and reservoir levels. 

The Model Network: The model nework describes the physical connectivity of the structures and gages being 
modeled. S ta t eMd uses a network file that describes model nodes in an upstream to downstream fashion. Figure 2 
illustrates pa? of the network for the White River basin. This scl~ematic representation of the network is useful for 
modeling and can be aligned to closely match d ~ e  true orientation of the basin. Nodes are labeled with structure 
identifiers (State of Colorado identifiers or USGS stream gages). The figure illustrates the use of stream flow gages 
(e.g., 0903000), mi~~imum streamflow reaches (e.g., upper terminus 432339 and lower terminus 432339-Dwn at top 
of figure). aggregate demands (e.g., node ADW-001 above the 09303000 gage), and the use of baseflow nodes, as 
discussed in the previous section. 

The data used ro plot the model network diagram shown in Figure 2 is also used by utilily programs to buiJd most of 
the data files required by StateMod by querying the CRDSS database. The process begins with a single network file 
that describes d ~ r  reaches and nodes in the model network, This file is processed to produce the network diagram. 
the StatcMod-format network file, and several other files that contain structure and station infomation. These tiles 
are then processed by utility programs to create StateMod files containing data such as streamflow, diversion, 
dcmand, and water rights. During processing, command files can be used ta override the database values, allowing 
llic modcler to make adjustnlrnts for inaccurate or inappropriate data. The data flow sequence used to develop a 
StatcMvd network and supporting files has been fine-tuned to allow eficient modification and generation of data 
sets. Key benefits of this approach are the hllowing: 

I . Reproducibility: Model data sets can be reproduced quickly and accurately to react to new data, rtc. 
2 .  Documentation: Modeling assumptions are documented within the command files used to access the database. 
3 .  Extensibility: Structures can be deleted or added and new data files build quickly and accurately. 
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Figure 2. Example of Part of a StateMod Network Diagram - the North Fork of the White River 

Model Size: To be cost-effective, meet deadlines, prove functionality, and meet the immediate needs of the State, 
the first phase of  WRP development included only key structures. Key irrigation and municipal and industrial 
structures were selected for each river basin as follows: 

I .  A list of absolute decreed water rights for each structure was compiled and ranked. 

2. The cumulative absolute decreed amount and percent of the basin total were determined. 

3. Preliminary key structures were selected to represent 75 percent of the basin's cumulative absolute decreed 
amount. 

4. Final key structures were determined after meeting with each basin's division and district engineers. These 
meetings resulted in the addition of new structures that were below the cut off but were considered important for 
administration. These meetings also resulted in the deletion of some structures that met the cutoff but which 
historically diverted significantly less than their decreed amount or they had been abandoned. 

A similar approach was applied to reservoirs. instream flows, and stock ponds. The decision to explicitly model only 
key structures reduced the number of nodes included in each model from 30 to 90 percent, while simulating over 75 



percent of each basin's water use. This version of modeling data used base flows that had been naturalized to 75 
percent. 

A second phase of WRP development, which is currently under development, is modeling the remaining water use in 
each basin by defining a number of spatially-located aggregated irrigation structures, reservoirs, stock ponds and 
municipal and industrial nodes. This version includes all instream flows that exist on the rivers and streams 
modeled. It includes aggregated irrigation structures, reservoirs, and stock ponds that were determined using GIs,  
based on their location relative to key streamflow gaging stations. It also includes aggregated municipal and 
industrial use that was determined to equal the difference between per capita water use estimates and explicitly 
modeled municipal and industrial structures. The enhancement from approximately 75 percent water use to 100 
percent water use increased the number of modeled nodes by approxin~ately 10 percent, still significantly less than 
explicitly modeling every structure. It was relatively easy to implement because of the data-centered approach 
discussed previously. Because this version of modeling data includes 100 percent of the basin water use, the bnsr 
flows developed were natural flows. 

Streamflow Data: Streamflow data is a key component to any W R P  application. Unfortunately. it  is typically 
available at a limited number of locations with a limited period of record. There-fore a mechanism is required to till 
data gaps at gaged locations and distribute gaged data to ungaged por t io~~s  of a watershed. To provide consistency 
and flexibiliry the following approach was used to develop strearnflow data for the WRP within CRDSS: 

1. Data filling parameters were developed. A control f le containing data filling parameters was developed that 
allowed missing data at gaged locations to be filled on the fly when retrieving streamflow data from the 
centralized database. Key data filling parameters included the independent and dependent variables, regression 
type (linear or non-linear), and number of equations (annual - 1 equation versus monthly - 12 equations). 

2. Proration factors were developed. For each gaged and ungaged location requiring streamtlow data, the drainage 
area and average annual precipitation were developed using GIS. These proration factors thus provided a 
consistent, map-based approach to distribute gaged strearnflow data to ungaged locations. 

Diversion Data: Historic diversion data are used within the WRP model to estimate baseflows and to calibrate the 
rnodel to historic observations. As discussed previously. one challenge was to develop a number of basin models in a 
cosl-effective manner using data of varying quality. The diversion records available to C W S S  are of relatively high 
quality for large, key structures; small, less important suuctures typically have less frequent recordings. Sirnilar to 
streamflow record filling, diversion records queried from the CRDSS database were filled on the fly using a control 
file provided by the user. Typical data fiiling approaches included the following: 

1 .  If diversion records for a structure are not available at the beginning or end of the simulation period, f i l l  with 
zeros. 

2. If diversion records are unavailable during the study period, fill using the long-term historic average. 

3 ,  I f  neither of the simple data filling approaches just described are adequate, allow the user to provide a time 
series that overrides the information available in the database. 

The last approach was used when the simpler data filling techniques were inadequate and when official database 
records were determined to be non-representative of current conditions. For example, the database records may 
indicate that a diversion was in place for 20 years with 3 years of missing record. Under the simple data filling 
approach, the missing years would be filled with the long-tenn average. However, if it is known that ths diversion 
headgate weas washed out during that period, a replacement time series having zeros during the 3 years could be 
specified. 

Demand Data: Agricultural, municipal, and indusuial demands are input to the StateMod model in order to divert 
and use water according to Prior Appropriation Doctrine. Demands are associated with diversions that are included 
in the network and may consist of explicitly modeled or aggregated structures. Municipal and industrial demands 
were estimated based on historic use. irrigation demands were estimated from acreage, crop, and climate data. 



Acreage data was developed in cooperation with the U.S. Bureau of Reclamation (USBR) by using aerial 
photography to construct GIs coverages of acreage for the entire western slope of Colorado for 1993. The State of 
Colorado then performed field surveys to verify the irrigated parcels, identify the crop grown, and tie each parcel of 
land to one or more headgates sewing the land. The CRDSS team then assigned cjimate stations and weights to 
allow farm crop requirements to be estimated using the Blaney-Criddle approach. When combined with irrigation 
system efficiency estimates, river headgate demands were generated for each irrigation stnraure modeled. 

Svstem Efficienrles: One of the key pieces of data required by a WRP that is not generally gaged is the irrigation 
system efficiency (the ratio of water used to water diverted). For most WRP applications, irrigation system 
efficiencies are estimated based on agricultural practices, canal length, soil type, etc., but this approach requires 
significant knowledge of every diversion and can become highly subjective during the calibration process. As an 
alternative, the CRDSS team used consumptive use estimates in conjunction with historic diversion records to 
develop an average monthly eficiency for every irrigation structure modeled. For example, if a structure diverted 
100 acre-feet of water in May, 1980, while the eslimated demand is 30 acre-feet, then the system efficiency for that 
manth is 30 percent (301100). During a year. the amual ef3cirncy niight average 20 percent while monthly 
efticicncies might range from 10 to 40 percent. A similar range can be observed for one month from one year to the 
next. Therefore, these estimates could not be used without review because of data issues, irrigation practice 
variuions, ctc. However, once the data problems were resolveil, the computed eficiencies seldom required 
ndiusttrlent during calibration. 

Otis littiitation of StateMod is that monthly efliciencies cannot currently be varied from one year to the next. 
Consequently, changing irrigation practices to reflect structural improvements or water management practices during 
watcr-short conditions cannot be fully reflected. A potential enhancement to StateMod might be to read in irrigation 
crop requirements and dynamically calculate monthly irrigation efficiencies. 

SUMMARY 

Previous sections illustrated some of the technical challenges that were addressed in implementing a WRP model 
into the CRDSS. Developnlent efforts spent on constructing the centralized database and developing utility tools to 
access that data were only fully realized after applications to scenarios were implemented. For example, scenario 
data sets needed to be constructed to study different issues such as making a conditional water right absolute or 
inserting a new instrean flow, diversion, or reservoir. 

Figure 3 illustrates  he Big Picture Plot feature of the StateMod graphical user interface (GUI). This graphic shows 
the difference in diversions between two scenarios, with upward bars indicating that the diversion received more 
water under the second scenario, and downward bars indicating a decrease. The size of the bar indicates the 
magnitude of the change. Consequently, WRP model users are able to see a basin's response to an input change. 
This type of display illustrates the power of the CRDSS and i ts potential for helping make decisions at different 
levels. The Big Picture Plot can be used by managers studying long-term average impacts, whereas hydrograph plots 
at a gage might be more useful to someone studying the time varying impact at a location on the river (such as an 
instream tlow study). CRDSS offers display tools for various output levels to satisfy the needs of water managers. 
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HYDROLOGIC FORECAST AND ANALYSIS MODELING (IEFAM) 

Laura Mariao and Norman E. Crawford, Hydrocomp, Inc, 
3 Lagoon Drive, Suite 150, RGdwood City, Ca 94065 

Abstract: Hydrologic modeling based on dim computers has been actively developed at 
research institutions for nearly forty years. Analog computer models for surface hydrology and 
groundwater systems were in use my years ago. Hydrologic models are "of an age" where their 
chslraaeristic benefits and limitations might be well understood, yet hydrologic modeling still 
suffims from myths and miders taad ing .  Some mod$ users assume mode& results are 
reliable, irrespective of how the model was applied. Others distrust models and use "tied and 
true"f0mulas like Q-Clq even though a11 hydroIogic methods contain implicit modeling 
assumptions. 

Hydrologic modeling bas the obligation to calibrate and v d y  perfomce vs. field 
measurements, an obligation shared by all models of physical systems. In application a hydrologic 
model is a surrogate for watersheds and Wties. Failure to calibrate a mudel adequately makes 
all subsequent applications of the model suspect. 

This paper outlines the scope and applications of continuous hydrologic simulation modelin8 for 
river basin plarming and water resource facilities design and management. It defines the terms 
"conditional flood frequency" and "current value of release" explains their significance for flood 
control and reservoir management. 

HYDROLaGIC MODELING 

HFAM is a successor to Stanford Watershed Model series and Hydrocomp's HSP and HSPF 
models (Crawford a d  Linsley, 1966, Johanson et. al. 1980). Processes on the Iand d a c e . ,  
hfdtration changes in soil moisture storage, actual evapo-transpiration, surfhce runoe interflow 
and gr~undwater flow are simulated continuously. Streamflow is simulated by calculating 
continuous depth and docity of £low in stream reaches using kinenutic wave assumptions. 

HFAM includes simulation of water resource facwes such as reservoirs and diversions and is 
developed to aid both facilities operation and design. 

The data input requirements for modeling in Figure 1 are precipitation and potential evapo- 
transpiration. Precipitation data are from hourly and daily stations. Potential evapotranspiration 
is estimated 6om Class-A Pan records, Additionat data are fot topography, soils and vegetation 
in the watershed developed using GIS systems. 

' 

Snow accumulation and melt is modeled using 'theoretical meM equations, where air-snowpack 
heat exchange due to convection, net solar radiation, long-wave radiation exchange, condensation 
and rain melt are included. Goundmelt is also included. In watersheds where snow is important 





Managemeo t of Hvdcometeorolopic Data 

Hydrometeorologic data is entered and is maintained in three HFAM databases, for forecmt, real- 
time and historic data. Data storage is on daily and hourly intervals. Data input is from ASCII 
fdes, and commonly used data formats are supported. Data can be updated interactively, and can 
be inspected graphically. Data summaries of weekly, monthly, and annual time intervals are 
available. 

Modeling results are available for the same time intervals as are model input data, and can be 
inspected graphically or printed in summary reports on weekly, monthly, and annual time 
intervals. 

Modelinn Water Resource Facilities 

Water resource facilities are included in KFAM in by entering their characteristics on input 
screens. Types of facilities that are included are reservoirs, power plants, spillways, and 
diversions. Any number of facilities can be used. 

KFAM does Forecast, Probabilistic and AmZysis runs (Mariiio, 1990). The results produced by 
each type of run are described in the following sections. 

KFAM Forecast suns 

Forecasts for streamflow or inflow to reservoirs are typically made with a weather formst, and 
are three to seven days in length. The current 'watershed state' or soil moisture, groundwater, and 
snowpack conditions are maintained by HFAM and are used as the forecast begins. During high 
flows or when major storms are expected, quantitative precipitation forecasts are used for model 
input. Since only one weather sequence is used for HFAM Forecast runs, the streamflow 
forecasts are single vdued or deterministic. 

Forecast runs require input of the 'watershed state', and meteorologic conditions for the period of 
the run, so they can be used to study extreme conditions. When HFAM is calibrated for a 
watershed, and when a historic watershed state that would cause maximum runoff is combined 
with probable maximum meteorologic conditions, a forecast nm will create a probable maximum 
flood. 

Forecast runs combining various historic watershed initial conditions with historic storms are a 
useful educational tool; e.g., "How large would the flood of 1% have been if it O C C U I T ~  at a low 
watershed soil moisture initial condition?" 

It is possible to augment meteorologic forecasts with hi stoic meteoro~ogic data to make longer 
forecast runs. For example, a user might assume that a historical very dry weather might be 
repeated and examine how reservoirs would behave over the next several months for this 
condition. 

Forecast runs require only a few seconds to complete, and can easily be repeated for alternate 
weather forecasts. Figure 3 is a sample of HFAM Forecast run results. 







flow has a 5% probability of occurring in the next six weeks, it is prudent to make use of thls 
information. 

Peak Discharge in C. F . S . ,  Conditional Flood Frequency, for 
Cedar River at Renton, Washington 

-- - 1975 Initial Condition 
-- - -1987 Initial Condition 
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Figure 5 

Current Value of Release at Resewoirs: 

Probabilistic Run results are the basis for optimal analysis of reservoir operations. When future 
economic or environmental value of reservoir releases are defined, HFAM will show the 'current 
value of release', in $/unit volume, and the current optimal release in cubic R. per second or acre- 
feet per day. Releases greater or less than this optimal release will reduce future economic or 
environmental values below optunal levels. 

HFAM Analysis Runs 

WFAM Analysis Runs are used for two purposes, calibration of model parameters and long term 
continuous simulations of watershed and facilities. 

Parameter Calibration: 

Hydrologic models, like the meteorologic general circulation models (GCMs) and almost all 
models of physical systems, must be calibrated to verify their performance vs. field measurements. 



This is a scientific obligation It is not prudent to use a hydrologic model without analyzing its 
reliability for the problem at hand with tluough calibration. Calibration creates a model specific to 
a particular watershed. HF AM is calibrated for each application. 
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Continuous simulation models are calibrated with many years of hydrologic and meteorologic 
data. Typical 'simulated' and 'observed' results for daily flow duration are shown in Figures 6 for 
Rio Conception at Los Sirpes in Colombia. Figure 6 compares d d y  flow duration curves, 
simulated and obsewsd for the period 1982 to 1996. Figure 7 compares simulated and observed 
flood frequency for Diamond River at Wentworth Location, N. H. for the period 1942 to 1993 
(USGS 0 1052500). 

Calibration methods for WAM land and snowmelt parameters are outlined in the Hydrologic 
Journal on Hydrocomp's Web site, at http:\www . hydrocomp. corn. 

Watershed and Facilities Simulation: 

Long-term continuous simulations of watersheds and facilities over the historic 
hydrometeorologic data base that is available in a watershed, which in the United States is 
typically seventy to eighty years, are used for design studies. Water yield from reservoirs or 
diversions, drainage design, and flood frequency with and without detention basins are typical 
applications. Planning and environmental studies for effects of urban development, or the effects 
of agricultural or forestry operations in watersheds are done with WAM Analysis runs. At water 
resource facilities, reservoir operating rules for power generation or environmental compliance 
can be studied. 

Summary; 

Modeling hydrologic processes and the operation of water resource facilities is entering a new 
era. Powerful computer systems that were once expensive and limited to air-conditioned rooms 
are now widely distributed. We can now use computers to model physical processes in greater 
detail: Flood frequency is not a time-invariant watershed characteristic - its time dependency is 
due to season of the year and watershed state. Future streamflow probability this year is more 
relevant to environmental goals than long-term means. Operation of water resource facilities can 
be optimized continuously in time, and economic and environmental goals can both be enhanced 
when the dynamic nature of watersheds is taken into account. 
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PC HYDROSS Simulation System (PCHSS) 
A Graphical User Interface for the HYDROSS Model 

By Nancy L. Parker, Bureau of Reclamation, Denver, Colorado, and 
David A. Patterson, Computer Programming Con tractor, Fort Collins, Colorado 

Abstract: HYDROSS (Hydrologic River Operation Study System) is a surface water supply and 
hydrologic accounting model that has been used in the Upper MissourijGreat Plains Region of the 
Bureau of Reclamation for 20 years. Originally developed on a Cyber mainframe platform, it was 
ported in 199 1 to run under DOS on a PC. In 1997, the Great Plains Region fbnded the development 
of a graphical user interface for HYDROSS. The intent of the GUZ was to make HYDROSS easier 
to use by automating the preparation of highly formatted input files, to further automate the report 
process, and to facilitate the graphical display of output. An earlier attempt to develop a GUI for 
HYDROSS had succeeded in producing a good design concept, but the overhead of UNIX and 
Ingres database systems administration proved too cumbersome for most model users. This new 
effort changed little of the "look and feel", but took advantage of advancing PC techrlology to 
produce a product which can be used by anyone who can create an ascii text file and use common 
spreadsheet software. PCHSS was produced for minimal cost, it has proven to be a useful and 
therefore powehl tool for both experienced HYDROSS users and novice modelers. and it has also 
been a catalyst for the expansion of model capabilities. 

INTRODUCTION 

HYDROSS is a surface water supply model developed to assist in planning studies for evaluating 
existing and proposed demands on a river system. It is intended to operate over the period of record, 
simulating the effect of the existing and proposed features on the historical pristine flows and can be 
thought of as a hydrologic accounting model which allows the user the flexibility to  conduct "what 
if" studies. The river system modeled is characterized by a flow network. The network includes 
nodes, called stations it1 HYDROSS, which represent reservoirs, demands, river confluences, and 
points of known flow. Links between nodes are symbolic of river reaches and canals. Basic input 
to the HYDROSS model consists of three data files; flow data, table data and network data 
Conceptually, the Flow File contains the pristine monthly flow data at gaging stations in the system 
to be modeled. The Table File is a means for introducing operational parameters into the model. The 
Network File fut-nishes HYDROSS with a physical description of the study area: how the stations 
connect, physical facilities and supply requirement locations. HYDROSS operates on the data in a 
strict sequential order in time (results from one month depend on the system state at the end of the 
previous month), space, (results at one station depend on what is happening upstream andor 
downstream), and priority (earlier water right dates are allowed water before later water right dates). 

Water allocation in HYDROSS is structured so that flows are spatially and temporally allocated in 
accordance with w0tt.r right priorities. Instream flows, reservoir power, storage demand, and 
diversions can be assigned a water right priority. An irzqfreum demand requires flow to be maintained 
in the river at a given station. Apcnver demand is the flow required at a power plant associated with 
a reservoir. A storage dearnld is used to fill reservoirs. A diversion demand depletes water from 
the river and potentially denies water to other users with junior water rights. Diversions may occur 



at any station, and there is no limit to the number of diversions per station. Up to 9,998 diversions 
can be assigned per river system. The user can assign efficiencies to both canaIs and diversion sites. 

Reservoir operations in HYDRO SS are controlled using five reservoir content levels. The absolute 
maximum and absolrrte minimum levels are based on the physicaI limitations of the dam and outlet 
works. The miwimum and minimum leveis are limits which can vary month to month and year to year. 
The target level is  used to share water among several reservoirs at the end of each month via a pool 
maintenance routine which attempts to balance storage among a system of reservoirs. Power at a 
reservoir is computed using discharge, head, and efficiency data. Stored water can be called on to 
satisfy project demands and instream flow requirements. Reservoir seepage can be simulated as a 
function of elevation or capacity, or by using monthly values which can change year to year. 

Return flows originate from diversions or reach losses and may return at any station within the river 
system. Return flows may be delayed up to I 1  months. The user can assign efficiencies to return 
flows. The user can assign channel capacity at any station. HYDROSS will not willingly release 
stored water which exceeds channel capacity. 

THE NEED FOR A GMPHICAL USER INTERFACE 

First developed nearly 20 years ago, HYDROSS was originally used in command line mode by 
preparing the input files and typing commands at an operating system prompt. A Graphical User 
Interface was first developed for HYDROSS in 1991-92, running on a UNIX workstation under 
XWindows, written in C and Motif. and using an Ingres database to store model data and manage 
scenarios. As PC-based software caught up to the graphical capabilities of the X environment and 
most HYDROSS users remained partial to the IBM-compatible PC, it became apparent that the 
overhead of the new GUI was prohibitive. 

At the same time, HYDROSS was being used in an increasing number of modeling studies, and the 
old command line mode of operation was quickly becoming archaic due to the popularity of PC 
windowing environments. In 1997, a new effort was undertaken to produce a GUI which would 
satisfy the need to facilitate input preparation and the presentation of model output while not 
requiring the user to learn any cumbersome new software or procedures. 

NETWORK BUILDER IMPROVEMENTS 

The overall look and feel of the original interface had been well received and this was kept largely 
intact. All icon designs were retained and the basic functionaiity of the network builder remained the 
same - icons can be selected and placed on the screen and connected together to create the schematic 
diagram that represents the model. Some convenient enhancements were also added - some part of 
the initial new design and others at the suggestion of users who tested early versions. Icons can now 
be sized, links are color coded to distinguish station and demands, links anchoring labels and icons 
together and lines representing return flows can be toggled on and off to aid the system developer 
in keeping track of what has been done, and sections ofthe network can be "glued" together to make 
it easy to move icons around together. Popping up data editors, connections, disconnections, and 





files that the users would maintain in whatever directory hierarchy suited their purposes. These files 
could be used by more than one scenario if appropriate, but separate copies could also be made for 
each scenario. It would be up to the user to be as conservative or excessive with his or her individual 
use of storage space as warranted by computer limitations. 

HYDROSS requires data in three basic formats - time series data, table (parameter/function) data, 
and individual values. Two simple ascii formats were defined - one for time series input data and one 
for tables. For every data item that requires a time series or table, the user must prepare an ascii file 
and save it using a name they can associate with the data requirement. In the data entry screen, 
instead of importing or entering all of the data in some way, the whole path and name of the file is 
specified along with the units to be used for the file, as shown in Figure 2. 

The interface data file which stores information about the connectivity etc.. . of the schematic network 
also stores all of the individual data values for the scenario and the paths and file names of the ascii 
files that have been specified for the various time series and table data items. This *.HSS file plus the 
set of ascii files that hold the time series and table data can be easily copied and transferred from one 
PC to another. Should a user want to use a different directory hierarchy to store the ascii files, there 
is a utility which strips the existing path strings from the *.HSS file and replaces them with new path 
strings. This allows users to maintain their individual preferences in storing data files as desired. 

OUTPUT PROCESSING 

The PlotFile utility enables the user to write selected output data items to a commas-and-quotes 
delimited file which can then be imported into any spreadsheet and graphed in the style desired. The 
design of the utility (Figure 3) allows output from two or more scenarios to be written to the same 
output file and then compared graphically. In this way, the automatic formatting of output data in 
a manner easily graphed goes significantly beyond the existing report options which only can extract 
data from the output of one scenario at a time. 

HYDROSS has a good set of report options that extract requested data from the single output file 
and write it in a clearly labeled and easily readable format. Detailed reports are available for station 
activity, reservoir operations, diversion activity, station flows, shortages, limitation and constraints, 
and statistics. The original GUI automated the selection of these options, and displayed the written 
report on the computer screen. The option selection automation was kept largely intact in the new 
effort, although some archaic options were eliminated. The greatest change was that the new utility 
requires that the user enter the name of a text file to which the report will be written. The report can 
then be viewed with any text editor of the user's choice. 







HYDROLOGIC MODELING SYSTEM (HEC-HMS) 

John C. Peters, Hydraulic Engineer and Arlen D. Feldman, Chief, Research Division, 
Hydrologic Engineering Center, U.S. Army Corps of Engineers, 609 Second Street, 

Davis, CA 95616 

Abstract 'The Hydrologic Modeling System (HEC-HMS) is "new-generation" software for 
precipitation-runoff simulation that %;ill supersede the Hydrologic Engineering Center's HEC-1 
program. Technical capabilities and operational features of HEC-HMS are described, with emphasis 
on technical capabilities that differ from those in HEC-1. New features enable use of grid-based 
(e.g., radar) rainfall data and continuous simulation, and provide enhanced capabilities for parameter 
estimation. 

INTRODUCTION 

The Hydrologic Modeling System (HEC-HMS) is "new-generation" sofhvare for precipitation-runoff 
sirnuIation that will supersede HEC- I .  In addition to unit hydrograph and hydrologic routing options 
similar to those in HEC-I, the initial version of the program contains a quasi-distributed runoff 
transformation that can be applied with gridded (e.g., radar) rainfall data, and a simple "moisture 
depletion" option that can be used for continuous simulation. HEC-HMS is comprised of a graphical 
user interface, integrated hydrologic analysis components, data storage and management capabilities, 
and graphics and reporting facilities (Charley et al., 1995). 

As presented by Charley et al., 1995, development of HEC-HMS took place utilizing a mixture of 
programming languages (C, C-H, and Fortran). The software is built for multi-platfonn usage, 
primarily workstations and PC's. The computational 'engine" and graphical user interface, GUI, 
are written in object-oriented C++. Hydrologic process algorithms (e.g., infiltration methods) are 
written in Fortran and have been incorporated into a library labeled IibHydro. Although linked into 
a single executable, there are clear separations between the GUI, libraries, and databases and the 
main simulation engine. This design facilitates use of other components at later dates without having 
to revise the computational software. 

All computations are performed in metric units. Input data may be English or metric and are 
automatically converted if necessary. The user selects either English or metric for the output results. 

TECHNICAL CAPABILITIES 

Hvdrolo~ic Elements Simulation with HEC-HMS is based on representing a watershed with 
hydrologic ekments: subbasin, routing reach, j unction, uncontrolled reservoir, diversion. source, and 
sink. The hydrologic and precipitation computation options are shown in Table 1. 



Table 1.  HEC-HMS Options 

Precipitation h Z 2  Transform 
grid-based precipitation initiallconstant ModClark 
import hyetograph deficittconstant kinematic wave 
specify gage weights Green & Ampt Clark unit graph 
inverse-distance gage weighting SCS Curve No. Snyder unit graph 
frequency-based design stonn gridded Curve No. SCS Ditnensionless unit graph 

iuer-specified unit graph 

a Baseflow 
1% exponential recession 
Muskjngmn constant monthly 
Modified Puls 
Muskingum Cunge 

A subbasin is conceptually an element that produces a discharge hydrograph at its outlet. Its 
properties include area and percent imperviousness. The discharge hydrograph is based on 
subtracting "losses" from input precipitation, transforming the resulting rainfall excess to direct 
runoff at the outlet, and adding baseflow. A junction is a location where two or more inflow 
hydrographs are combined to produce an outflow hydrograph. 

A ril1t>r rcluoh is conceptually an element for which there is a "known" inflow hydrograph at its 
upstream end, and which produces an outflow hydrograph at its downstream end. A msel-roir is 
similar to a river reach in that there is a "known" inflow hydrograph, and the reservoir element 
produces an outflow hydrograph. A diversion is an element for which a portion of the inflow to the 
element is diverted, and the remainder passes through. A source is an element with which a 
discharge hydrograph is imported into the basin network, e.g., an observed hydrograph or a 
hydrograph generated in a prior simulation. A sink is an element for which there is an inflow but 
no outflow. 

Continuous Soil Moisture Accounting HEC-HMS includes the deficitlconstant-loss method wlich 
pennits simulation over extended time periods. It is similar to a method contained in the Interior 
Flood Hydrology Package (HEC, 1992). A moisture capacity for a subbasin must be filled for 
precipitation excess to occur. A moisture deficit is diminished by precipitation, and during 
prec ipi tation-free periods is increased at a user-specified rate. Input requirements for the method 
include the moisture capacity (maximum moisture deficit), an initial moisture deficit, and recovery 
rates which can be specified with mean-monthly values. 

Future versions of HEC-HMS will incorporate more comprehensive soil moisture accounting 
algorithms that account for evapotranspiration and enable simulation of subsurface contributions to 
total runoff using several soil moisture and groundwater storages. 



Grid-based Option Traditional application of rainfall-runoff simulation has involved 
use of spatial1 y-averaged (lumped) values of basin rainfall ;md infiltration (losses). This approach 
has been practically usefill because rainfall data available from typically sparse gage networks are 
generally inadequate to justify more spatially -detailed simulation methods. The availability of grid- 
based (radar) rainfall enhances the attractiveness of modeling approaches that take into account 
spatial variations of runoff production, Also the availability of GIs for processing data associated 
with topography, soils, and land use greatly facilitates definition of spatially-variable watershed 
clraracteristics as depicted in Fig. I .  

r * - - ,  - - - -  
GIS Coverages 

Digital Elevaiion Model @EM) 011; Ri17cr Rcach Network Q L G }  

.) '.) S ~ l b b o s ~ n  B o u n d ~ r i e s  :u no; Standard Hvdrologic Grid (SHG) 
Soil Types  (STATSGO)  - - - Land Ilsc i - 1  ~ - - i  Rlrdur Rainfall (HRAP Grid) 

I I  
1 I I - - - -  - - - .  - - - - *  

Figure I .  Grid-based Watershed with GIs Coverages 

ModClark. The ModClark method (Peters and Easton, 1996: Kull and Feldman, 1998) is 
an option in HEC-HMS that enables grid-based runoff sirnulation. The method employs an 
adaptation of the Clark conceptual runoff model (Clark, 1943), by which direct runoff is represented 
very simply by two processes: translation and storage. Translation relates to the travel time for 
runof€ contributions to reach the outlet, and storage relates to the attenuating effects of natural 
storage in the watershed. Two parameters of the method are Tr , time-of-concentration, and R , 
storage coefficient. Tc can be regarded as the time it takes for rainfall excess from the most remote 
location in the watershed to reach h e  outlet. R ,  a measure of the effects of natural storage, is the 
slope of the relation between storage and outflow for a linear reservoir. Like T c ,  R has units of time. 

With the ModClark method, the translation time to the outlet is unique for each grid cell and is based 
on the travel distance from the cell to the watershed outlet. Celi data needed are the area within the 
watershed of each cell, and the travel distance from the cell to the watershed outlet. Travel time for 
a cell is computed as a proportion of the basin travel time by multiplying by (cell distance to the 
watershed outlet divided by rhe distance from the most distant cell to the outlet). The lagged rainfall 
excess for each cell is then routed through a linear reservoir. 

Gridded SCS Curve Numbers. With the ModClark method, losses (infiltration) are 
calculated individually for each grid cell, and are therefore dependent on the rainfall that is 



associated with that cell. The potential for infiltration varies spatially in a watershed, and is a 
function of surface and subsurface characteristics. The Curve Number method of the Natural 
Resources Conservation Service (formerly Soil Conservation Service) relates losses to soil type and 
land use. Soils are categorized with relation to their infiltration potential, and land use reflects 
surface conditions such as forest, pasture, various types of urbanization. etc. Available data bases 
for soil and land use data can be accessed to provide data for analysis with GIs procedures to 
generate gridded values for Curve Numbers. 

Grid-parameter File. Application of the ModCIark method and gridded SCS Curve 
Numbers requires use of a grid-parameter file. The file associates grid cells with each subbasin, as 
depicted in Fig. 1 ,  and for each grid cell, the following information is provided: 

cell x-coordinate (ID) 
cell y-coordinate (ID) 
travel distance to basin outlet, in km 
area of cell with basin boundaries, in kmz 
SCS Curve No. 

The file can be based on an H W  grid (Reed and Maidment, 1994) or an SHG grid (Hydrologic 
Engineering Center, 1996a). The grid type used in specifying rainfall data must be the same as that 
used for application of the ModGIark method. Generation of the grid cell file is achieved with 
automated procedures involving the use of ARC/lNFO and associated macros. The procedures are 
labeled GridPam and SCSParrn. 

GridParm. GridPam consists of a sequence of ArclInfo macro language programs for 
generating cell areas and travel distances (HEC, 1996). The procedures require processing digital 
elevation model (DEM) data such as are available for the continental U.S. (via Internet) from the 
USGS EROS Data Center (USGS, 1990). An eight-direction "our-point " algorithm defines the 
direction of flow from any grid cell to be in the direction of steepest descent from the cell to one of 
its eight neighbors. A flow path length (travel dismce) is computed by summing the lengths of all 
segments along the path from the cell to the basin outlet. Area and travel distance are determined 
for DEM-based cells at a 100 meter resolution. The larger computational cells (e.g., a 2 km 
resolutjun for radar rainfall grids) are then superposed and their areas and travel distances are 
calculated by summing the areas and averaging the distances encompassed by the DEM cells. 

SCSParm. SCSParm consists of a sequence of procedures to utilize soil and land use data 
to develop estimates for Curve Number for each grid cell. The soil data can be obtained from the 
State Soil Geographic (STATSGO) Data Base (SCS, 1993), which is accessible via lnternet and also 
on a single CD-ROM disk for the continental U.S., Hawaii and Puerto Rico. Land Use and Land 
Cover (LULC) data can be downloaded over Internet horn the U.S.G.S. EROS Data Center. Data 
from the two sources is intersected to develop areas with unique combinations of soil type and land 
use. A look-up table is accessed that relates the soil typenand use combinations to Curve Number. 
Finally, a grid overlay is used to associate a Curve Number with each grid cell. 



HECPrePro. HECPrePro (EEC, 199th) is a GISpreprocessor for developing basin model 
data for HEC-HMS. The preprocessor can be used to develop the following files for HEC-HMS as 
well as for general watershed information. 

HEC-HMS basin file containing locational and connectivity information for hydro- 
logic elements (as noted above for the grid-parameter file) 

Text file listing attributes of hydrologic elements 

Drawing Exchange File (DXF) of streams and subbasins that can be used as the basis 
for a background map in HEC-HMS 

The preprocessor requires (as inputs) ArclInfo line coverages of subbasins and streams, and an 
Arcflnfo elevation grid. The basin file generated by HECPrePro provides a schematic representation 
of a multi-subbasin watershed as illustrated in Fig. 2. The user of HEC-HMS must then provide the 
parameter data required for runoff sjmulation by each hydrologic element. 

WATERSHED MODEL DEVELOPMENT 

A graphical user interface (GUI) provides a means for constructing the watershed model and for 
specifying information to be retrieved or stored (e.g., importation of data from a previously 
developed HEC-1 input file), specification of application-specific information (data and executioil 
instructions), and viewing of results. A significant component of the GU1 is capability for schematic 
representation of a network of hydrologic elements (see Fig. 2) .  The schematic can be used in the 
initid configuration of a basin model by generating, dragging into place and connecting (graphically) 
icons that represent components of a basin network. Once a schematic is developed, pop-up nienus 
can be invoked for input of data, to edit data, and to display simulation results. 

The entering of data for a large number of hydrologic elements can be tedious if single-element 
editors are used. The GUZ contains gIobaI editors for entering or rewewing data of a given type (e.g., 
values for Green & Ampt parameters) for all applicable elements. If the same data values are being 
displayed in more than one GUI screen, a change in one screen will automatically be reflected in the 
other(s). 

APPLICATION 

The execution of a simulation requires specification of three sets of data. The first. labeled basin 
model, contains parameter and connectivity data for hydrologic elements. Tbe second set, labeled 
precipitation model, consists of meteorological data and information required to process it. The data 
may represent historical or hypothetical conditions. The third set, labeled control specijcaMon.~, 
specifies a simulation time window and a fixed time interval for computations. Aproject can consist 
of a number data sets of each type. A run is configured with anc of each typc of data set. 





0 bjective Func tipn An objective function is a quantitative measure of how well the computed 
hydrograph matclles an observed hydrograph. The goal of optimization is to adjust parameter values 
so as to minimize the value of the objective function. Four objective functions are provided: 1) 
HEC- 1 objcctive function (weighted squared differences between the observed and simulated 
discharges giving greater weight to differences associated with higher flows); 2) sum of squared 
residuals; 3) sum of absolute residuals; and 4) percent error in peak flow. 

S- You can choose between two inethods for adjusting the selected parameters to 
obtain an optimal fit. The Univariate Gradient Method (HEC, 1982) varies the magnitude of one 
parameter at a time while holding the magnitude of tlre remaining selected pararneters constant. The 
Neider and Mead Method (Johnston and Pilgrim, 1976) changes the magnitude of all selected 
parameters each iteration. The search process takes longer than with the univariate gradient method, 
but may produce a more nearly optimal fit. 

Initial Values and Constrainlg lnitial valucs for parameters are required at the start nf  an optim- 
ization. The default initial values a te  those specified in the basin model. However, you can override 
any default initial value. Hard constraints limit the range of values that a parameter ma} have. Such 
constraints are used to keep the magnitude of a variable within physically reasollabls limits, or to 
preclude values that cause instabilities or errors in computatioi~s. For example, negative loss rates 
are not allorved. When a search method attempts to use a value outside the range of hard constraints. 
the value is changed to the constraining value. You can specify soj consrrainl.~ to keep parameter 
values to within tighter limits than those defined with the hard constraints. When a search procedure 
proposes a value outside of the soft constraints, the value is used, but the objcctive function is 
multiplied by a penalty factor. 

Partial Derivatiyes Partial derivatives uf the objective flunctiori are displayed as an aid for 
evaluating optimization results. A partial derivative is computed for a parameter by comput i r~g the 
objective functions at 0.995 and 1.005 times the optimal value of the parameter (with a1 I other 
parameters held at their optimal values). The partial derivative is esr imaie~l as [he di ffcrencc 
between the values of'the objective function divided by the difference between the parameter values. 
If a parameter value obtained by multiplying by 0.995 or 1.005 exceeds a hard constraint, the 
parameter value is set to the constraint, and the constrained value is used to calculate the partial 
derivative. 

CONCLUDING REMARKS 

A new generation of rainfal I-runoff sirnulation mudels makes use of 1crr:iin-based data that cannot 
practically be developed by manual methods. GIs-based procedures enable efficient processing of 
such data to prdvide required parameters such as cell-based travel times and inf liration indices. 
Fctrthermore, GIs can be used to develop the configuration of multi-subbasin models as well as 
values for various watershed atlributes. A simple cuntinuous soil moisture accr~uniing method is 
now available in HEC-HMS. Planned additions to HEC-HMS include: 1) comprehensive soil 
moisture accounting; 2) snow sin~ulation; and 3 1 automated adjustment of  discharge-frequency 
relationships to reflect land-use and project alternatives. 



REFERENCES 

Charley, W., Pabst, A., and Peters, J., 1995, The Hydrologic Modeling System (HEC-HMS): Design 
and Development Issues. Proc. Am. Soc. Civil Engrs. Congress on Computing in Civil 
Engineering, Atlanta, Georgia. 

Clark, C.O., 1945, Storage and the Unit Hydrograph. Tram, Am. Soc. Civil Engrs., 110:1419-1488. 

HEC, 1982, Hydrologic Analysis of Ungaged Watersheds Using HEC-1. Training Document No. 
15, Hydrologic Engineering Center, US Army Corps of Engineers, Davis, CA. 

HEC, 1 992, Interior Flood Hydrology Package, User's Manual. HydroIogic Engineering Center, US 
Army Corps of Engineers, Davis, CA. 

HEC, 1 996a, HEC Proposes Standard Hydrologic Grid ( SHG). Ahfances in Hydrologic 
Engineering (HEC March 1966 NewsIetter),US Army Corps of Engineers, Davis, CA. 

HEC, 1 996b, GridPam: Procedures for Deriving Grid Cell Parameters for the ModClark Rainfall- 
Runoff Method. User's Manual, US Army Corps of Engineers, Davis, CA. 

HEC, 1996c, HECPrePro - GIS Preprocessor for HMS. User's Guide and Reference Manual, 
prepared by Center for Research in Water Resources, University of Texas. 

Johnston, P.R. and Pilgrim, D.H., 1976, Parameter optimization for watershed models. Water 
Resources Research, 12(3), 477-486. 

Kull, D. W. and Feldrnan, A.D., 1998, Evolution of Clark's Unit Graph Method to Spatially 
Distributed Runoff. Journal of Hydrologic Engineering, Am. Soc. Civil Engrs., Vol. 3, 
No. 1,9-19. 

Reed, Seam M. and Maidment, David R., 1994, Geographic Positioning of the HRAP Grid. Center 
for Research in Water Resources, University of Texas at Austin. 

Peters, J.C. and Easton, D.J., 1996, Runoff Simulation Using Radar Rainfall Data. Water Resources 
Bulletin, American Water Resources Association, Vol. 3 2, No. 4. 

Soil Conservation Service, 1993, State Soil Geographic Data Base (STATSGO) Data Users Guide. 
U.S. Department of Agriculture: Miscellaneous Publication Number 1492, Washington, 
D.C. 

USGS (US Geological Survey) 1990, Digital Elevation Models. USGS Data Users Guide 5 ,  
Reston, Virginia. 



THE U.S. GEOLOGICAL SURVEY 

HYDROLOGIC ANALYSIS SUPPORT SECTION 
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Reston, Va. 

Abstract: The U.S. Geological Survey (USGS) provides computer programs for surface- 
water, ground-water, and water-quality investigations. The prograrns include flow models, 
solute transport models, geochemical cornputa tion models, hydrologic computations, 
charting programs, data management, and u t ilily programs. The purpose of thls 
document is to provide instructions on how 10 obtain the software and documentation 
and to provide a brief description of the programs currently available. 

I NTRODUCTTON 

The USGS develops a variety of computer programs for the simulation and analysis of 
hydrologic processes. These programs include surface-wa t er and ground-wa ter flow 
models, solute transport models, geochemical con~putalio~~ models, hydrologic 
computations, water-quality and sedjmen t computations, charting programs, data 
management, and utility programs. Informa tion about USGS hydrologic software and 
documentation can be obtained from the following USGS Water Resources Applications 
Software home page: 

'The following listing provides brief descriptions of the software availabIe. 

SURFACE-WATER FLOW MODELS 

mAMx - A weighted four-point, implicit, finite-difference model for the 
approximation of the unsteady-flow equations used to 
simulate steady or unsteady flow in a single open-channel or a 
dendrjtic branch network. 

M!mmmGl - A coupling of the MODFLW96 and BRANCH models to 
simulate leakage between surface-wa ter and ground-wa ter 
system through a confining layer or riverbed. 

@LlAm!m - A digital model for routing streamflow in  upland channels or 
channel networks using the diffusion analogy form of the flow 
equations in conjunction with a Lagrangian solution scheme. 

F E S w  - A fini te-element surface-water modeling system consisting of a 



modular set of programs that simulate two-dimensional, 
dept h-integra ted, surface-water flows, including shallow rivers, 
flood plains, estuaries, and coast a1 seas. 

- An unsteady one-diniensional, open-channel flow model that 
utilizes a four-pojn t-implicit solution scheme. Simultaneous 
equations are solved by Gaussian elimination using a n  
indexed, asymmetric, sparse-matrix solver useful for complex 
networks of interconnected channels. 

SURFACE-WATER TRANSPORT MODELS 

B k m  - A Lagrangian solute transport model that is based on the one- 
dimensional convective-di ffusion equation with reaction 
kinetics for up to 10 constituents. 

WATERSHED MODELS 

@DR3M - The Distributed Routing Rainfall-Runoff Model (Version T I )  
is a watershed model for routing storm runoff through a 
branched system of pipes and (or) natural channels using 
rainfall as input. 

E m s  - The Precipitation-Runoff Modeling System is a modular, 
deterministic, distributed-parameter modeling system to 
evaluate the etkcts of various combinations of precipitation, 
climate. and land use on streamflow, sediment yields, and 
general basin hydrology. 

- The Hydrological Simulation Program uses continuous 
rainfall and other meteorologic records to compute streamflow 
hy drographs and pollutogr'aphs used to assess effects of land- 
use change, nonpoin t source trea tmeni alt ernalives, and flow 
diversions. 

- An expert system for calibration of the HSPF model, 
including 35 rules and 80 conditions for adjusting input 
parameters to improve calibration. Rules encompass four 
phases - annual volumes, low flows, storm flows, seasonal 
flows. 

SURFACE-WATER HYDROLOGJC COMPUTATIONS 

a =  - The Culvert Analysis Program computes flows and stage- 
discharge relations for rectangular, circular, pipe arch, and 
other nonstandard shaped culverts. 

*FIEC) - The Full Equalions Model simulates flow in a stream system 
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by solving the fuff, dynamic equalions of rnorjon for one- 
dimensional unsteady flow in open channels and through 
control structures. 

- The Regional Hydrological Regression and Network Analysis 
Program uses generalized least squares and the analysis of 
residuals technique to estimate a regional regression equa lion 
to predict flow characteristics at ungaged sites. 

- A program for determining the uncertainty and standard error 
for individual stream discharge measurements on the basis of 
a root-mean-square error analysis of the individual 
component errors. 

- A program for computing Manning's roughness coefficient 
from known discharge, water-surface profiles, and channel 
cross-sectional properties. 

- A program for flood-frequency analysis (based on Bulletin 
17B) using method of moments to fit the Pearson Type 111 
distribution to the logarithms of annual flood peaks. 

- The Slope-Area Computation Program solves the one- 
dimensiona1 steady-sta te energy and continuity equations for 
discharge by the slope-area method on the basis of given 
upstream and downstream wat er-surface elevations. 

- A program to compute surface-water st a tistics, including flow- 
duration tables and curves, annual n-day highAow flows, 
frequency analysis, and time series summary statistics, such as 
minimum, maximum, mean, standard devia lion. 

- A model for computing open-channel wa ter-surface profiles 
for subcri tical, critical, or supercrj t ical flow assuming one- 
dimensional, gradually-varied steady flow. 

SEDIMENT COMPUTATIONS 

*SEDSIZE - A program to compute Inman, Trask, and Folk particle-size 
statistical parameters for fluvial sediments on the basis of phi 
values and percent finer values of selected sediment sizes. 
Also, computes percentages of gravel, sand, silt, clay, and the 
Mey er-Peter effective diameter. 

GROUND-WATER FLOW MODELS 

MODnW96 - A modular, three-dimensional, finite-difference ground-wa ter 
flow model that simulates steady and unsteady flow in an 



irregularly shaped flow system. Layers can be confined, 
unconfined, or a combination. 

+ MOnFJ4Ow-Gl 11 - A pre- and post-processor graphical-user interface for 
preparing MODFLW96 input data and viewing the model 
out put. Designed for use within Argus Numerical 
Environments. 

MODFLOWP - The parameter estimation version of MODFLW96 permits 
estimation of parameters by nonlinear regression, specifically, 
minimizing a weighted leas t-squares objective function by I he 
modified Gauss-Newton met hod or by a conjuga te-direction 
met hod. 

a- - A particle tracking postprocessor for MODFLW96 that uses a 
semi-analy tical particle- tracking system to compute three- 
dimensio~ial flow paths from the MODFLW96 output. 

i x u m L ! R  - A contouring program for uniform or variably spaced grids 
and that  is designed for use with finite-difference models, such 
as MODFLW96. 

lLum!x! - A preprocessor to MODFLW96 for a more precise 
computation of conductances and st orage capacity related to 
cylindrical (axis~mmetric) flow to wells. 

~ O f l ~ ~ G ~  - A program for computing subregional water budgets using 
results from the MODFLW96 mode1 

*hlQI!m - A modular finite-element model that is based on the governing 
equations that describe rwo-dimensional and axisymmetric- 
radial flow in porous media. 

GROUN D-WATER SOLUTE TRANSPORT MODELS 

m G W S T  - A set of programs that calculate analytical solutions for one-, 
t wo-, or three-dimensional solute transport in ground-water 
systems with uniform flow. 

*HsLm - A simulator for ground-water flow, heat, and solute transport 
in three-dimensional ground-water flow systems with variable 
density Auids. 

- A three-dimensional finite-difference model to simulate 
multiphase ground-water flow and heat transport in the 
temperature range of 0 to 1,200 Degrees Celsius 

m u  - A two-dimensional solute transport model that uses an  
iterative, alternating-direction implicit procedure to solve a 



finite-difference approximation to the ground-water flow 
equation and the melhod-of-cha rac teristics technique to solve 
the solute-transport equation. 

- A three-dimensional single constituent transport model that is 
integrated with the MODFLW96 model that uses the method- 
of-characteristics technique to solve the t rarlsport model. 

MOC3DFFNSFL - A two-dimensional, two-constituent solute transport model 
for ground-water that has variable density. An iterative, 
alternating-direction implicit procedure is used to solve a 
fini te-difference approximation to the ground-wa ter flow 
equation and the met hod-of-characteristics technique is used 
to solve the solute-transport equation. 

- An interactive program for entering data into data files for use 
with the MODFLW96, MODPATH, and MOC3D models. 

- A hybrid, fini te-element/in t egra ted finite-difference model for 
the two-dimensional sirnula tion of two principal processes - 
(1) saturatedlunsaturated, const ant or varia ble-density Ruid 
flow, and (2) transport of thermal energy and single 
chemically reactive solute species. 

- A two-dimensional, fini t e-di fference model for simulating 
water Aow and solute transport in variably saturated porous 
media. 

- A program to generate type curves to interpret the recovery 
data from prematurely terminated, air-pressurized slir g tests, 
which provide an efficient means of estimating the 
transmissivity and st ora tivi ty of aquifers. 

GEOCHEMICAL COMPUTATIONS 

mHExlWH - An interactive program to calculate net geochemical rnass- 
balance reactions and radiocarbon dating between water and 
mineraIslgases along a hydrologic flow path. 

ml$Eu2c - A program that is designed to perform a wide variety of 
aqueous geochemical calculations, based on an  ion-association 
model with capabilities for ( 1 )  speciation and saturation 
index- calculations; (2) reaction-path and advective-transport 
calculations, and (3) inverse modeling, which finds sets of 
mineral and gas-mole transfers that account for composition 
differences between waters of compositional uncertain ties. 

*lw3Quu - A program to calculate geochemical reactions in brines and 



other highly concentrated electrolyte solutions using the Pi tzer 
virial-coefficient approach for actjvi t y-coefficient correclions. 

WATER-QUALITY CALCU LATIONS 

S W P R O D  - A program to calculate the daytime net productivity, night 
respiration, and total commur~i t y n~etabolism from a die1 
series of dissolved oxygen, temperature, and salinity 
men surements. 

- A program to compute nitrogenous and ultimate biological 
demand (BOD) and the rate constant, by using eirher linear or 
nonlinear fitting options. 

CHARTING PROGRAMS (QWGRAF) 

*imid%AE - A collection of eight programs (see descriptions below) that 
share a common user-interface (HASS AIDE) and an 
underlying data management capability (see DATMGR 
description). The programs attempt to capture chart types or 
options within chart types that meet unique USGS needs (hat 
are not comrnonjy found in third-party packages. 

- An interactive program to produce BOK and Whisker plors. 
Options include hinge or cluartile box boundaries, Tukey, 
MinlMax, or Percentile whiskers, and the ability to estimate 
percentile rankings from remarked data. 

- An interactive program to produce probability plots. 
Probability scales include plotting position (six models), 
qua n tile deviates, exceedance and nonexceedance curnula t ive 
probability percentiles, and recurrence interval. 

- An interactive program to produce frequency distribution 
plots, including frequency, relative frequency, cumula~ive 
frequency, cumul alive relilt ive frequency, and the empirical 
distribution function. 

- An interactive program to produce a graphical test of the nu11 
hypothesis that a sample is normally distributed. The 
empirical distribution function of the standardized sample is 
compared to spec ihed confidence-level bounds. 

- An interactive program to produce trilinear and quadlinear 
Piper (ternary) diagrams. Options t o r  displaying samples 
include point symbols, partitioned point symbols (patitioning 
of samples within a diagram or between diagrams), sample 
density diagrams, and binary and ternary mixing diagrams. 



* Q u % Q Y  - An interactive program lo produce Durov diagrams, which 
project the intersection poi 11 fs of two trilinear Piper diagrams 
as one of the two axes of ;In x/y coordinate plot. The other 
axis represents an additions I user-defined vilria ble. 

- An interactive program to  produce Stiff cliag~~ams, which 
compare cationlanion pairs expressed in milliequivalenls. 

@luAmN - An inleractive program to produce maps of rhe USA. states, 
counties, hydrologic units, IatIIong polygons with options for 
subarea overlays, extensive stalion labeling, and q u a n ~ i r a  tive 
mapping of data to sites or areas. 

DATA MANAGEMENT PROGRAMS 

a m  - An interactive program to store, retrieve, list, plot, check, and 
update spatial, parametric, and t ime-series data fbr hydrologic 
model and analysis. Uses binary, direct itccess Watershed 
Data Management (WDM) files. 

- An interaclive program to reformat various LJSGS file types 
for input to Watershed Dala Management (WDM) files. 

- An interactive program to store, retrieve, update. and display 
bridge scour and associated data.  

- An interactive program to translate and modify rdb files, 
various USGS file types, and other ASCII-based flat files fo r  
input to QWGRAF programs or other appljcalions tha t  can 
accept these files types as input. 
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Abstract: A Water Quantity Model (WQM) was developed for the Klamath Rivcr Basin to -- 
assess water quantity related management alternatives in the ;emvery and maintenance of 
threatened and endangered fish species in the basin. The Biological Resources Division of the 
United States Gecllogical Survey (USGS-BRD) contracted with the United States Fish and 
Wildlife Service, with additional support from PacifiCorp and the Unites States Bureau of 
Reclamation, to formulate this WQM primarily for the Technical Work Group of the Klamath 
River Basin Fisheries Task Force. The WQM is a monthly water simulation model of the 
operation of the Klamath River and reservoir system from Upper Klamath Lake lo the mouth at 
the Pacific Ocean. 

INTRODUCTION 

The Klamath River Basin Fisheries Task Forcc (Task Force) represents Federai, state, and local 
county agency representatives, Native American Tribes, and anadromous fishery resource user 
groups in Oregon and California. The Task Force has been directed by Congress to work with the 
Secretary of the Interior to restore Klamath River Basin anadromous fisheries to optimum levels 
by 2006. Since 1994, the United States Geological Survey-Biological Resources Division 
(USGS-BRD, formerly the National Biological Service) has interacted with the Task Force, 
primarily through its Technical Work Group (TWG). In July 1995, the TWG identified a high 
priori~y need to support the development of a water quantity model for the Klamath River Basin, 
including the major tributaries {Shasta, Scott, Salmon, and Trinity Rivers). 

The Bureau of Reclamation (BOR) is concurrently upgrading their KPOP (Klamath Project 
Operations Plan) model, which describes the  features of a federal irrigation project and spatially 
simulates the river operalion in the upper basin. This USGS-BRD project compliments that 
detailed effort, capitalizes on heir data development, and coordinates the BOR project deliveries 
with a more in-depth study of the lower basin. Inputs to this WQM will utilize measured (i-e., 
historic records) or simulated flows for the upstream portion of the basin consistent with BOR 
operations. The range of annual net inflow conditions into Upper Klamath Lake (UKL) in acre- 
feet (AF) for the 196 1 - 1992 period are: 

Maximum (Year) Minimum (Year) Average (Yearly) 
Annual Inflow to UKL (AF) 2, t 19,000 (1  965) 575,000 (1992) 1,350,000 

The river points identified were the USGS gages shown in Figure 1 ,  namely, the Link River at 
Klamath Falls; the Klarnath River (KR) below Keno, OR; KR below John C. Boyle Power Piant, 
CA: KR below Iron Gate Dam, CA; KR near Seiad Valley, CA; KR at Orleans, CA; and tht: KR at 
Klamath, CA. The major kibutaries (Shasla, Scott, Salmon, and Trinity Rivers) art: not modeled 



except as inflow points using USGS gage records at or near their wnfluence with thc Klamath 
River. This configuration is expect& to accommodate the needs of other water quality modeling 
studies and provide data for r iva  reaches in support of fish habitat studies. 

The simulation of the system shown in the flow network diagram provides several water 
management alternatives that can be investigated to change the flow patterns and volumes in the 
river. The total operational storage of the four PacifiCorp resewoirs wiginally proposed for 
inclusion in the model: Keno, J.C. Boyle, Copco and Iron Gate is only 13,555 am-feet or about 1 
percent of the average annual inflow to Upper Klamath Lake. By adding the active storage at 
Upper Klamaih Lake, the available storage to manage river flow is increased to approximately 
500,000 acre-feet or 37 percent of the inflows. Additionally, the only significant diversions from 
the system occur above Keno Dam in the BOR project area. The project mually diverts over 
400,000 acre-feet in average annual diversions, while the annual returns or accretions to the 
system above Keno and below Upper Klamath Lake are about 23 5,000 acre-feet on average. The 
agricultural and wildlife refuge diversions account for an averagenet consumptive use of 165,000 
acre-feet annually in the 1961 -1992 time period. The inclusion ofth upper basin is necessary to 
evaluate the system flexibility and to suggest and analyze potential management alternatives. 

The modeling environment selected allows the system to be described and analyses performed 
thmugh the use of data-sets. The model user can perfom other model simulations of the Klamath 
River System for different sets of priorities, for different hydrologic sequences, and for 
adjustments to the data-set which alter other limitations on the flow network (e.g., increasing or 
decreasing turbine flows or by-pass flows). 

WATER QUANTITY MODEL 

The Water Quantity Model (WQM) for the Klamath River Basin is a computer software tool 
developed to simulate the hydrologic operation of the river and reservoir system on a monthly 
time step. MODSIM (Larson, 1997), the simulation model chosen, maintains mass balance at 
nodes for water flowing into and out of the system and account for the time step transition of 
storage in reservoirs, according to the system state equation, 

St+l =St - Ot + I t .  
whae, S is the storage in a reservoir node (for non-reservoir nodes, St+ 1 =SpO); 0 is the 
total outflow from a reservoir or node; I is the total inflow to a reservoir or node; and t is 
the time period. 

MODSIM is a general, multi-purpose, multi-reservoir simulation model, which will compute the 
amount of water at specified river points (nodes) and water flows through specific r iva  reaches 
(links) of the Klamath River Basin for each defined time step. Operational features within the 
WQM can be defined by the user as varying in time, having seasonal or monthly values. Such 
Klarnath River system operational featur~  can include: reservoir storage volumes and controlled 
releases; physical limits on reservoir discharges (e.g., dependent upon outlet structures); limits on 
flows released to irrigation channels, diversion structures, or for delivery to consumptive use 
demands for agriculture, industrial, and municipal purposes; hydropower releases and power 
production levels; channel or river segment losses; legal apportionment of interstate allocations; 
and releases for instream purposes. 

Water allocation based on water rights combined with measured. gaged, or synthetic river flows is 
the heart of MODSIM. MODSIM optimizes the water allocation process by meeting the user- 



defined set of prioritized water demands in the Klamath River in each time step. This prioritizing 
allows the user to evaluate alternative water basin management strategies by comparing water 
deliveries and impacts to resources from different operating policies under several alternative tlow 
scenarios (e.g., high flow years, low flow periods). The main output of the model, volumetric 
flows at various river locations, is needed to quantify impacts on fish habitats, water quality 
parameters, and other flow related resources important to restoration of anadrotnous fisheries in 
the Klamath River. 

MODEL DEVELOPMENT PROCESSES 

Tbe process of model development includes the phases of verification, calibration, and validation. 
Additionally, the development of management alternatives is the final objective. An important 
aspect in performing a model study is to select a study period which reflects the conditions of the 
system being modeled and includes the range of hydrologic conditions experienced by the system 
and expected to occur in the future. The 196 1 to 1992 period was selected to study the Klamath 
River Basin because it included the river flow conditions as a result of the construction and 
operation of the Klamath Project irrigation system and the hydroelectric operations of the 
PacifiCorp reservoirs. The time step used for this study is one month, which is appropriate for a 
model to analyze the decision making in planning for operations. 

Verification is the first step in the model development process. The OTA report (1 982) states that 
a model is 'terified when it is determined that the designer's conception of the model is 
accurately embodied in the program written and nm on the computer". MODSIM is a computer 
model written to simulate virtually any given river basin system with a properly defined data set. 
Therefore, for the Klamath River Basin, it is important to configure the physical system (links and 
nodes) correctly and then define the data. The configuration of the system network was 
coordinated with the TWG and various nodes along the river were included to meet study 
objectives. With the configuration defined properly the model was determined to be verified, but 
extensive work is required to gather the data and calibrate the model. 

The major hydrologic inflow points in the system are flows into Uppm Klamath Lake and 
bibutary flows at the Shasta, Scott, Salmon, and Trinity Rivers. Accretions to the mainstem at 
ungagcd points were calculated from the differences in known gage records proportionate to their 
corresponding tributary watershed area. Since MODSIM calculates evaporation losses as a 
function of reservoir surface area, this amount is added to all the net inflow and accretion values, 
where appropriate. Similarly, for accretions to reservoirs below Upper Klamath Lake where 
change in storage is known - for Copco and Iron Gate Reservoirs from 1967 to preen& the grass 
accretions or inflows are calculated as the net sum of monthly change in storage, the evaporation 
losses as a function of end-of-month reservoir surface area, and the calculated differences between 
USGS gage flows at measured points in the Klamath Basin. 

The input node, Large Springs. was included to reflect a known point source of inflows, the 
magnitude of which is estimated at 100 cubic feet per second (6,000 acre-feet per month). In 
several months, negative accretions or losses to the system occur as the difference between the 
gages, evaporation losses and/or change in storage at reservoirs, or due to the point inflow at the 
springs. Negative accretions are modeled as demands in the MODSlM model and are shown in 
Figure 1 as losses in the river reach. 



The major reservoirs in the system are: Upper Klamath Lake, Copco Lake and lrun Gate 
Reswoir. The maximum and minimum levels for all the reservoirs have been set at their 
historical levels for the calibration and validation runs, although these levels are potential 
variables in the simulations of management alternatives. The major diversions from the basin are 
those for the Klamath Project in the upper basin at: A Canal, Lost River diversions and rehinu, 
North Canal, and ADY Canal. The input data for the Klamath Project operations have been 
coordinated with BOR and have been set at the historical levels for the calibration and validation 
runs. 

The calibration process is the phase of model building where the outputs are compared to the 
historical operations of the river and reservoir system. The OTA report (1 982) further defines this 
process as where thewmodel must be 'fitted' or 'fine-tuned' to the specific characteristics of the 
real-world system being studied. Each model contains a set of 'parameters,' i.e., values of 
coefficients, that establish the relationship between the model's predictions and the information 
supplied to the computer for analysis. A model is considered to be calibrated when model results 
match experimental observations taken from the particular system under investigation." There are 
very few parameters that must be estimated for this system during this process. The parameters 
may be more accurately characterized as additional data requirements that are time invariant for 
the system or for specific nodes in the system, i.e., reservoirs and demands. The parameters which 
are estimated for the KIamath Basin MODSIM model arc: evaporation rates, reservoir area- 
capacity-elevation tables (to the extent these are not"known" quantities from BORIPacifiCorp 
tables), power plant ct'ficiency tables, and priorities on meeting demands and filling storage. 

The principal method in performing the calibration process for water resources systems is to set 
two of the three sets of time series data in the system state equation at their historical values and 
then compare the third or remaining variable. For this reservoir system that means setting either 
the reservoir storage levels or the reservoir releases at historical levels, i.e., pre-determined targets 
with high priorities, in addition to knowing and using historical inflows. For the Klamath River 
Basin model, the storage targets were set at historical levels and the reservoir releases were 
calculated by the model. MODSIM will attempt to hit these storage targets before filling any 
other system demands. Additionally, the inflows at all other non-reservoir nodes and demands to 
the system, where they occur, are set at historical levels. 

Since MODSIM calculates the reservoir releases and all other node outflows, the modeled 
Klamath River tlow at these node(; is compared to the historical time series at USGS gage sites. 
Three rivcr points were chosen for this comparison: frst, the river point below Keno Dam where 
the USGS has maintained a gage continuously since October 1929; second, the USGS gage below 
Iron Gate Reservoir with a record of October 1960 to present; and third, the USGS gage at Seiad 
Valley with a continuous period of record h m  July 1951 to present. All three of these gages 
reflect the current development on the Klamath River. 

The selected calibration period was 1970-1979, a period of low, average and high water years and 
for which excellent records on system hydrology werc maintained. The differences in the 
modeled and gaged flows for the calibration period at the three river points are: 

Ave Month (AF) Ave Year (AF) Max Month (AFF 
Keno USGS Gage 117 1404 1122 
Iron Gate USGS Gage 125 1505 1159 
Seiad Valley USGS Gage 158 1900 2719 



The maximum monthly percent differences for these river points are less than I percent, whereas 
the average yearly percent differences are less than . I  percent. In addition to comparing flows at 
river points during the calibration process, the closeness with which MODSIM meets targets for 
reservoir storage and system demands must be checked to insure that flows are not met in 
deference to shorting these targets. In all cases the targets were met, for both storage and 
demands. The calibration is achieved based on these river flow point comparisons and because 
the storage and demand targets were met. 

The validation process is the last step in model building. Its purpose is to develop general criteria 
and guidelines that the computer simulation model will use to produce acceptable operational 
results during the simulation of management alternatives. The OTA report (1982) defines 
validation as "the process of determining how accurately the model can predict real-world events 
under conditions different from those on which the model is developed and calibrated. To 
validate a model, a different set of field data is used as input to the model and the output is 
compared to actual observations of the new field conditions." 

Whereas calibration uses the historical end+f-month storage values as targets at the reservoirs, 
during the validation process, rule curves are used to manage the reservoir storage. Storage rule 
curves are generally envelopes of storage levels that guide the reservoir operators in making 
release decisions based on thc knowledge of present storage level and some expectation of future 
inflows. These rule curves are oAen developed and used by the reservoir managers and are 
specified as  targets in simulation models; however, in this case they were not available. 
Therefore, to simplify the development process, rather than an envelope of curves for each 
reservoir, a general curve was developed for each of the major reservoirs for this study and effort 
was concenlrated on analyzing the simulation results. 

The time pwiod from 1980-1989 was selected to test the model simulation during the validation 
process. This ten p a r  period also has dry, wet and average hydrologic conditions. The specific 
points in the river basin chosen during the calibration process to compare the model results to 
historical time series data will also be used during this validation. The calibration parameters; i.e., 
evaporation rates; reservoir area-capacity-elevation tables, where needed; and power plant 
efficiency tables arc maintained at the values determined during that model development process. 

The ditt'erences in the modeled and gaged flows for the validation period at the three river points 
are : 

Ave Month (AF) Ave Year (AF) Max Month (AF) 
Keno USGS Gage 125 1506 1 1 8,444 
Iron Gate USGS Gage 112 1347 1 16,282 
Seiad Valley USGS Gage I74 2092 1 16,277 

The seasonal pattern of flow and the average flow conditions are modeled accurately, however, 
the differences in monthly flow vary greatly. The differences in modeled versus historical flow at 
river gages are mitigated as the volume of flow increases moving dowastream and Ihe affect of the 
reservoir system is diminished. The average monthly and yearly percent differences for these 
river points are less than 1 percent, however the maximum monthly percent differences are 84 
percent at Seiad Valley and 132 percent at Keno. This large deviation from gage records is due to 
the change in rule curve operation from September 1986 to October 1986, which was going from 
a wet year to a dry year and the consequent attempt to reduce storage. A11 system demands, as 



expected, are met in every year, but reservoir storage can deviate and does, especially in low water 
years when water is not available to meet all demands and reservoir storage targets. 

Minimizing the differences behveen the model's outputs and the historical flows at the three river 
points was mt as important to accepting the model validation as being able to explain the 
differences in river tlow due to differences in reservoir storage as a result of rule curve operation. 
The validation is achicvcd based on these river Row point mmparisons and the comparison of 
storage and demand targets. In all months water balance is maintained and the flow differences 
are explainable. 

ANALYSIS OF MANAGEMENT ALTERNATIVES 

The purpose for going through the model development processes is to have confidence in thc 
model's simulation of different input conditions in the analysis of management alternatives. 
Possible management alternatives include analyzing the system with difkent Federal Energy 
Regulatory Commission (FERC) flow requirements below Iron Gate Reservoir or elsewhere in 
the syst~m; investigating the effects of drought years; minimum or preferred flow alternatives for 
Tribal Trust species; and natural hydrograph patterned flows. The input time series or desired 
operational criteria selected for a managemcnt alternative may differ drastically from the 
historical operations and inputs used in the calibration and validation runs, but the MODSIM 
configuration is vdid for these alternatives. 

Minimum storage levels will be set at the physical minimums for Copco Lake and lron Gate 
Reservoir for many of the runs and storage targets at the main reservoirs may be altered to efTect 
various habitat objectives. The priorities for agricultural and refuge diversions will change 
relative lo storage and in-stream demands depending on the managmenl run. 

Four management alternatives with two variations were identified and evaluated to datc: 
Alternative 1 . O c t o b ~ ~  1996 to September 1997 using currcnt operations plan. Model used 

actual historical t 997 water year (WY) data. 
Alternative 2. No diversions 

Alt. 2A. Low water year (1 992) 
Alt. 2B. Average ycar 

Alternative 3. Maximum diversions 
Alt. 3A. Low water year (1 992) 
Alt. 3B. Avcrage year 

Alternative 4. Cmcnt  operations-Average water ycar, but start out with Upptr Klamath Lake 
at 4143 feet and decrease lake level one inch per month October1 -September 30 to lake level 4142 
feet. 

These management alternatives were simulated with MODSIM and the results (see completion 
report, Scott and Flug, 1997) are considered to be an accurate representation of the system's 
operation given the individual alternative's assumptions. Some wntigurations of hydrologic 
cc~nditions, and in particular the effects of flow cc~nditions on biological factors, may dictate that 
multiple year, either two or three consecutive years. should be analyzed. This is especially me 
Tor cnvironrnental criteria or limits that change depending on multi-year hydrologic: conditions. 



SUMMARY AND CONCLUSIONS 

The network model developed will provide one integrated model of water flow I'or the Klamath 
River System and will allow individual users and interested parties to see the impact of a change 
in water use at one location upon other usas elsewhere in the system. This link in hydrologic 
impacts should help sensitize cooperating parties to the importance of water flows on other vested 
interests. In the end, all parties should be in agreement on the technical analysis and 
quantification of water volumes and flows that move through the Klamath Rivcr Systcm. The 
WQM has gone through the model development processes and several management alternatives 
have been analyzed. 

The objective of developing this water quantity model was to assess recommended alternatives to 
the existing operation of the system to improve mdangered species. The majority of altc~natives 
will change one or more of the following time series quantities: 
1 .  the historical water deliveries, 
2. return flows from diversions, 
3. tributary accretion flows, 
4. reservoir physical characteristics, or 
5. reservoir operational policies and resultant outputs. 
The database developed for this project includes the historical data for all of the above time series 
or physical constants. 

While the management alternatives were configured with existing data, future alternatives may 
require that additional analysis be performed to determine time series for the above quantities. If 
the historical deliveries to agricultural or refuge use are changed, then the return flows fiom thcse 
areas will need to be estimated by either statistical or physical modeling. Tributary accretion 
flows may need to be re-formulated for various management alternatives. These may be 
estimated from "typical" year flows or from statistical time series generation. 
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Figure 1. SCHEMATIC FOR THE WQM 
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PREPARING THE ARS WATER DATABASE FOR 
THE TWENTY-FIRST CENTURY 

By Jane L. Thurman, Computer Specialist, USDA-ARS Hydrology 
Laboratory, BeltsviIIe, Maryland, and Ralph T. Roberts, Computer 
Specialist, USDA-ARS Hydrology Laboratory, Beltsville, Maryland 

Abstract 

The Water Data Center (WDC) is the group within the Hydrology Laboratory, Agricultural Research 
Service (ARS), U. S. Department of Agriculture, responsible for the storage, dissemination, and 
archival of water data collected by the agency. The ARS Water Database consists primarily of 
rainfall and runoff data from 333 experimental agricultural watersheds located in the United States. 
Data included in the base consist of variable time-series data .from watersheds varying fiom .2 
hectare ( . 5  acre) to over 1,200 square kilometers (463 square miles). Periods of record for some 
watershed stations extend to SO years. Users of the database include hydrologists, modelers, 
engineers and students. As of October 1997 there were approximately 16,600 station years of rainfa11 
and runoff available fiom the database. In an effort to make data readily available to the public in 
a timely and user-friendly environment, the WDC strives to develop state-of-the-art strategies to aid 
the end user in the retrieval of data from the ARS Water Database. This paper will present an 
overview of the World Wide Web pages developed for use on the Internet to help end users to select 
and to retrieve datasets useful to their research. 
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INTRODUCTION 

The U.S. Department of Agriculture, Agricultural Research Service (ARS) i s  one of the foremost 
sources of agricultural scientific expertise in the world. The agency provides innovative leadership 
for developing agricultural technology which can be used to address natural resource management 
and conservation questions. In support of these objectives, the ARS maintains a series of 
experimental watersheds, some of which have been monitored continuously for over 50 years. The 
resulting database of water-related information is useful for the development and validation of 
physically-based models for energy and water transfer in agricultural and rangeland systems, for 
studying the effects of various land management practices, for predicting the effects of future climate 
changes on agricultural and rangeland ecosystems, and for use in subgrid scale variability studies 
for global change models. 

HISTORY OF THE A M  WATER DATABASE 

The ARS has long understood the value of continuous monitoring to enhance our knowledge of the 
basic processes pertaining to water and land resources. Originally the ARS watershed research 
program was developed to explore the effects of alternative agricultural practices on the hydrology 



of small watersheds. In support of this mission several research centers, representing contrasting 
land use areas, were established from the late 1920's through the mid 1960's. All the ARS 
experimental watersheds are heavily instrumented. Generally the watersheds consist of nested or 
paired study areas where alternative practices, land use, and climatic variability can be studied in a 
closely monitored environment. Many of the experimental basins include extensive rain gauge 
networks (Hershfield, 197 1). Basic hydrologic parameters such as precipitation, streamflow, and 
temperature data are being collected continuously using various types of recording equipment. 
These data are recorded with variable time intervals suficient to recreate storm hydrographs and 
rainfall hyetographs. ARS is currently collecting data at 140 distinct watersheds in 12 states. In 
addition to watersheds currently being monitored the WDC maintains data from about 200 
watersheds where studies have been discontinued. Figure 1 indicates the study areas represented in 
the ARS Water Database. 

The ARS Water Database consists primarily of precipitation and streamflow data. Readings 
included in the database consist of variable time-series data from watersheds varying from .2 hectare 
1.5 acre) to over 12,400 square kilometers (4,800 square miles). Periods of record for several 

watershed recording stations extend to 50 years. Rain 

ARS Experimental Watersheds 
gauge networks have from 1 to more than 200 
recording stations per watershed. As of October 1997 
there were approximately 16,600 station years of 
rainfall and runoff available from the database. In 
addition to the basic rainfall and runoff data, 
maximum-minimum daily air temperature data are 
generally available for each of the major study areas. 
Auxiliary data associated with the ARS Water 
Database include information about the watersheds 
such as latitudellongitude, area, and land use. Maps 

Figure 1 : ARS Experimental Study Areas 
provide topographical information, location of 
significant physical features and the location of the 

Represented in the ARS Water Database rain gauges. 

DATABASE DISTRIBUTION 

In the late 1950's ARS began to provide public access to its water data by publishing summaries of 
data collected by the watershed research centers. The WDC was established to compile, summarize 
and publish rainfalllrunoff data. The result was a series of USDA Miscellaneous Publications 
numbering 22 volumes (Thurman and Roberts, 1989) and a database of rainfalllrunoff data from the 
ARS experimental watersheds. Consequently the WDC became responsible for the storage, 
dissemination, and archival of water data collected by the agency. In an effort to make data readily 
available to the public in a timely and user-friendly environment, the WDC has developed various 
strategies depending upon the technological capabilities available at the time. 

The distribution of information and data from the ARS Water Database have historically been 
dependent upon direct interaction with WDC staff. An USDA regional mainframe computer was 
first used to store and to process the database during the mid 1970's. In-house software was 



developed to retrieve and transfer data to computer media which could be used by the researcher. 
Typical output media included magnetic tape, punch cards and printout. 

During the early 1980's the WDC developed an on-line retrieval system called REPHLEX (Thurman 
et al., 1983) to enable users with access to the USDA mainframe computer to review and extract 
information from the database interactively. Later, as microcomputers became a viable alternative 
to the mainframe environment, the WDC developed and implemented a bulldin board system called 
EEPHLEX II which used a microcomputer system with write-once, read-many optical disk storage. 

The archival quality of the ARS Water Database led the WDC to develop a CD-ROM containing the 
base during the early 1990's. Generally, data are added to the database in minimum increments of 
a year. Typically, several years of data are added at various intewals for a specific location. The 
individual research facilities of ARS are responsible for quality control of the data collected at their 
location. Generally a 2-5 year lag time exists between data collection and inclusion in the ARS 
Water Database. bring this interval the data are reviewed and corrected as necessary. Rarely are 
data modified after they arrive at the WDC. The CD-ROM is a user-friendly method of distribution 
because of the interactive software developed to interact with the database. This software has 
evolved to a Windows environment for maximum flexibility of features that include extraction, 
viewing, exporting and charting of data subsets. 

In 1994 the WDC made the ARS Water Database available via anonymous file transfer protocol (Ap) 
on the Internet. A World Wide Web home page was generated for those with browsing software. 
A researcher using anonymous fly to download portions of the ARS Water Database on the Internet 
may do so by connecting to the address: hydrolab.arsusda.gov. Internet browsing programs can 
reach a series of Web pages with the following command: 

http:/hydroIab. arsusda.govhddarswater. h fml 
During the last two years the WDC has developed a comprehensive series of Web pages which 
facilitate the user's efforts to retrieve appropriate data subsets. Web pages showing the area, latitude- 
longitude, name, relevant rain gauges, and land use information for each watershed have been made 
available. Suggested single rain gauges are often listed for a watershed for those users who do not 
want or need to weight precipitation over the rain gauge network. Identifying rainfall, runoff, 
temperature, etc, by name rather than by the in-house coding structure makes it easier for a user to 
fmd the data that are needed and available. Maps of tbe watersheds have been made available with 
the data files on the Internet. These map files can be downloaded and printed to show features of 
the watershed such as topography and placement of recording stations. 

PREPARING FOR THE NEW MILLENNIUM 

Using the Internet the WDC has been able to centralize and summarize information that has 
generally been delivered thou& interaction with the users. As the year 2000 approaches the WDC 
will continue to make changes in our operations to best respond to our customer base and to the 
ARS. 

Cmently data files are organized by recording station and compressed to minimize download time 
for users using modems for their Internet access. With the development of tools to interact with 
databases the WDC will be able to develop interactive applications to extract and chart sub-portions 



of the period of record for a recording station to web browsers. This development will give the 
Internet user the same capabilities now available to the CD-ROM users. 

The Internet also supersedes the need to provide hardcopy publications. Reports, indices and 
summaries can be made available in html, ASCII text or as Adobe Acrobat Portable Document 
Format (PDF) format. Updated information can be made available in a timely manner. Reference 
materials and image data which provide visual illustration of the information can be made available. 
For example, the current WDC home page contains a mouse-sensitive map image to link the user to 
specific information and data files pertaining to a particular study area. 

The WDC will also assertively use the ability to co-mingle information about the data from our 
centralized database with the distributed databases found at the individual watershed research centers 
of the ARS. While the ARS Water Database consists primarily of precipitation, streamflow and air 
temperature, there are ofien requests for other hydrologic and climatic parameters such as soil 
moisture, solar radiation, pan evaporation, groundwater levels and water quality parameters such as 
nutrient concentrations. These data may be available from the watershed research centers. By 
creating links in the WDC web pages, the distributed data become as easily accessible as the data 
from the centraIized database, 

CONCLUSION 

The ARS maintains a series of experimental watersheds, some of which have been monitored 
continuously for over 50 years. The resulting database of water-related information is useful for the 
develop~nent and validation of physically-based models and for studying hydrologic processes on 
agricultural and rangeland ecosystems for time intervals of storm duration to 50 years. The ARS 
Water Database is an excellent source of information or data characterizing detailed hydrologic 
phenomena, long-term records, and intensive instrumentation. The WDC endeavors to make water 
data collected by ARS watershed research centers readily available to the research community in a 
timely and user-ti.iendly environment. The thrust of these developments is currently concentrated on 
the Internet environment. Already the Internet has provided the capability to disseminate information 
electronically in lieu of hat information historically provided through direct interaction with WDC 
staff. As web technology improves there exist varied opportunities to further improve the dialogue 
with users. 
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Abstract: FRAME (Fluvia1 Routing AnaIysis and Modeling Environment) 1s a software package to simulate -- 
watershed, channel flow and sediment transport processes. FRAME combiner several component program into a 
single package. creating an integrated modeling environment. FRAME manages all the computer programs of the 
watershed simulation, controlling their execution according to user input. FKAME facilitates the use of the modeling 
system by providing a contest sensitive Graphical User Interface (GUI), and by performing automatic data format 
conversions and conswtency checks. FRAME is a tool for personnel in federal action agencies, such as USDA- 
NRCS and USCOE, to perform long-term evaluations of runoff and erosion control nianagenlent practices 011 

ungaged watersheds. Effective planning can produce efficient designs to reduce project costs and total watershed 
sediment yield, thus improving water quality. 

INTRODUCTION 

FRAME i s  an integrated software package to simulate watershed, a i d  cliarl~~el flow and scdimcnt routing processes. 
FRAME is composed of several modeling components, tied together by a control module that provides a Graphical 
Ikcr Irxerface (GUI) and manages all data sets and operations. FRAME uses the Geographc Information System 
ArcVieww as the front-end interface (ESKI, 1996a, 1996b). FRAME is ao extcl~sion to ArcVicw that provides the 
needed functionality. When tlie FRAME extension is active, sets of menu options are appended to the standard 
ArcView interface. These controls let the user perfom all operations related to FRAME. Figure 1 shows FRAME'S 
graphical user ~ntcrface. 

The core c.omponcnts o f  FRAME are the LrSDA-ARS models TOPAZ and SWAT, and the n~odeIs DWAVNET and 
BEAMS developed coo~erat~vely behveen CCHE and USDA-ARS. TOPAZ - TOpogrnphic PArameteriZation - 
is an automated digital landscape analysis tool for identification of charnels and subcatchments of drainage 
networks (Garbrecht and Martz, 1995). The computer model SWAT - Soil and Water Assessment Tool - 
simulates continuous watershed processes on a long-tern1 basis with a nlinirnum amount of inpiit data requlremnts 
(Anlold et 31.. 1993). The flow rottting model DW'AVNET -- Diffusion WAVe model for channel NETworks - 
simulates the long term, cootinuous runoff from stom events and may be applied to networks o f  channels wlth 
conlpound cross sectiolls (Langendoen, 1996). Instream hydraulic and erosion c o n ~ o l  structures are integrated in the 
flow routing scheme. ?he sediment transport model BEAMS - Bed and bank Erosion Analysis Model for Streams 
- simulates the long term, dynamic response of streams to natural and man-tnduced changes in the watershed 
(Langendoen er al., 1998). BEAMS encompasses two major models. A seclitncni traispmt modcl pcrforms routing 
of graded material and computes bed erosion and deposition and llydraulic sorting. A bank eroston and stability 
model accounts for bank toe erosion and width adjustment due to mass wasting. 

FRAME has additional features rhal are not available in the origit~d modeling software. These features include the 
generation of a computational mesh for the channel flow and sedunent routing models, performed by a channel 
network analysis module (Vieira. 1YY-/, Virira er a], 1997). 

FRPlME distinguishes three steps in the simulation of watershed and flow routing problems. Tlze Lattdscape 
.4nnb.~is phase deals wtth the automatic txtractluo of thc channel network and the delineation of the watershed, and 
the definition of its subwatersheds. In the Charrnei Network .-lnulysis part. FRAME manages the input of data for 
the channel flow and sediment transport models. FRAME is able to automatically create a computatiorlal mesh 
based on the extracted channel network. The Il~ird step i s  thc Cltannel Flow and Sediment Trangort Analysis. 
Using the data gathered during the first two steps, FRAME controls the flow and sediment transport models 
IIWAVNET and BEAMS. FRAME manages the input data to these models, and provides a convenient GUI to help 
the user perform the channel Ilow simulanons. 









CHANNEL NETWORK ANALYSIS 

FRAME provides many features to help the user prepare the input data for the flow routing and sediment transport 
sitnuIations. The input data for the simulation models can be classified into three categories; 

Channel Network Definition - Describes the channel network elrmetits, such as channel segments, nodes, 
location of hydraulic structures, subwatersheds, etc. 

Supplemental Data - Includes all the data that is not a part of the channel network description, such as channel 
geometry data, hydraulic structure characteristics, bed and bank material descnpt~on, etc. 

Simulation Parameters - Comprises user-defmed options and parameters for the numerical simulations. 

FRAME is able to automatically create the channel network and the corresponding subwatersheds. It also creates a 
logical description of all the network elements and their mutual relationships. The umulation models, however, 
usualIy require a more detailed topological schematization of the simulation domain. This spatial discretization 
depends on characteristics of the numerical analysis methods. For the flow simulation, the charnel network is  
represented by one-dimensional channel segments and by nodal points. The simulation models impose certain 
conditions for the number, size, and distribution of these elements. FRAME is designed to a~~tomatically defie a 
computationa1 mesh that adequately describes the channel network, ensuring that the numerical simulation will meet 
the minimum requirements of accuracy and stability. 

When a channel network 1s created, all channel segments and some nodal points are defined. The tlodal points 
represent special features in the network, such as channel junctions, points of inflow, etc. For the numerical 
analysis, however, more nodal poiuts are necessary to adequately describe the characteristics of the simulation 
domain. FRAME provides capabilities for the addition of nodal p i n t s  to the channel network. FRAME performs 
an  analysis of the network layout and selectively adds nodal points to improve the computational mesh 
characteristics. This analysis considers the length of channel segments, the positioning of hydraulic structures, and 
channel cross section properties. Therefore, to begin the channel network analysis, cross section and hydraulic 
structure data must be available. 

FLAME provides a convenient interface for entering. editing, checking, and visual~zing the input data. FRAME 
tries to r~iinimize the input work by performing some tasks automatically. 

Channel Cross Sections: The flow routing model requires that the channel cross section geometry be known for all 
&nputational nodes. FRAME relaxes this requirement by performing linear interpolation to supply the necessary 
information. The user is then required to supply cross section data only for the nodes at the beginning and ending of 
Cha~~ncb,  that is, for a11 Source Nodes and Channel Junctions. 

In order to perform the numerical siniulations in the channel network, all nodes should have cross section 
information available. Since a channel network usually has hundreds of nodes, the user rarely has information 
available for all the nodal points in the network. FRAME simplifies the input of data by using linear interpolation to 
supply the data for the nodes without information. FRAME uses the nearest upstream and downstream nodes with 
specified cross section for the interpolation. FRAME considers the suhd~vision into main channel, left and right 
floodplains when interpolating. During the search. FRAME does not navigate the network beyond channel 
junctions, smce the cross section properties may vary signjticantly. 

FRAME implements the cross section descr~ption fornlat of the s~rnulation models DWAVNET and BEAMS. Each 
cross section is represented by eight pairs of distance and elevation coordinates. The cross section is subdivided into 
three reglans: main channel, left floodplain, and right floodplain. The floodplain regions are optional. 

FRAME provides several ways to Input cross sectional data. The user can select a node and then fill the appropriate 
tields with illformation when prompted by the program. Alternatively, the user may choose to create a separatt data 
file containing the data for the required nodes. The data can be mod~fied later using the various edit options. 
FRAME allows the selection of a particular node for editing or displays a spreadsheet-l~ke tablr, where the user can 
see and edit cross section values for any node. 



Hydraulic Structures: DWAVNET and BEAMS treat hydraulic structures in the channel network as a set of three 
nodes that occupy the same exact location. These nodes are used to implement the solution of the equations that 
describe the behavior of the hydraulic stnrcture. The nodes represent the end of the channel reach upstream of the 
structure, the structure itself, and the beginning of the reach downstream of the structure. 

Each hydraulic shcture has its data stored in a database table. Since there are several types of structures, a different 
table is provided for each type. All tables are referenced in a master table called the Structure Table, which stores 
the location, type, and identification number of each structure. Tbe connection to the rest of the database is made 
through this table. 

FRAME provides a special window to guide the user in specifying the location and entering the characterrstics of 
hydraulic structures. An interactive tool allows the user to click at the point where a hydraulic structure is to be 
inserted. FRAME wilt display an interface to select the type of structure and enter all the necessary data. 

Computational Mesh Generation: The numerical flow muting in a channel network requires a well-defined set of 
computational nodes. A channel network, as extracted from a DEM, has very few nodes. The nodes only identify 
the beginning of channels and channel junctions. Furthermore, the spatial disttrbution of these features makes the 
resulting rletwork inadequate for numerical computations. The flow model imposes restrictions on channel lengths 
and on the uniformity of their distribution in the network. The presence of junctions and hydraulic smctures 
significantly affects the length of channel reaches. The channel network, as extracted from a DEM, shows great 
variations in reach lengths. 

In order to have a channel network that is suitable for the numerical computations, many new nodes have to be 
defined. FRAME has a Channel Network Analysis module that inspects the channel network and determines 
improvements to create a computational network that is adequate to the flow routing model. This analysis module 
consists of a series of pre-defined rules, tuned to the simulation models of FRAME, which determine the number 
and location of new nodes to be added to the channel network. 

The current version of FR4ME has a set of three rules that analyze the channel network. They determine where 
extra nodes should be added in order to create a computational mesh that satisfies the accuracy and convergence 
requirements of the models DWAVNET and BEAMS. 

The first rule to be applied is the verification of longitudml vatiations in flow area. For locations where the flow 
area changes significantly, FRAME adds extra nodes so that the variation in area is reduced to acceptable values. 

FRAME analyzes all channels to determine if the lengths of channel reaches are reasonably uniform. A large 
variation in the length of successive computational reaches can negatively affect the quality of the numerical 
simulations. FRAME adds n d e s  to the network to make the disbibution of reach lengths more uniform. 

Finally, FRAME inspects the neighborhood of chai~nel junctions and hydraulic structures. Specialized algorithms 
compute the flow properties at these locations, and FRAME makes sure the conlputational network satisfies some 
special requirements. 

FRAME provides a graphical interface to orient the user through this process. The interface consists of a new map 
window, where the user can create the Computational Channel Network. Besides the automatic, built-in rules 
procedure, the user can add or remove nodes interactively by c l i c h g  on the channel network map. Figure 4 shows 
the computational channel network window and its interface. 

The interface for the Computational Channel Network window has a tool that allows the user to interactively add 
nodes to the computational network. When this tool is active, the user can just click at the point where a node is 
wanted. FRAME displays an interface where the user confirms the insertion of the node, and asks the user if there is 
cross section information to be input. The user can choose to input the data at the moment the node is added to the 
network, postpone the data entry, or let FRAME use its interpolation routines to supply the needed information. 





consistericy checks are part of the process. The FRAME relational database is gradually built so that all information 
is consistent, correct, and complete. 

For the simulation of flow routing in a channel network using DWAVNET and BEAMS, it suffices to provide the 
boundary conditions and a couple of parameters. FRAME provides the graphical user interface to guide the user 
through this process. FRAME controls the simulation models, performing all data input automatically. 

SUMMARY 

Modeling of a watershed system involves the tedious process of assembling a large database from varied sources. 
The collected data are rarely complete and ready for use by the simulation models, requiring effort to supply missing 
information and convert the data to formats suitable to the models. FRAME attempts to reduce this workload by 
integrating several data sets into a common database, analyzing the available data to produce new information, and 
by performing the necessary conversions. FRAME provides a convenient graphcally oriented interface for data 
entry and checking. Furthermore, the interface guides the modeler, clarifying the sequence of operations and the 
available options. 

The design of FRAME foresees the incius~on of other modeling components and tools. Data input will be inproved 
by providing the user with digitizing capabilities and support for scanned and satellite inuges. The visualization of 
output data will be enhanced by the automatic production of maps, graphs, summary tables, and reports. Planned 
extensions to FRAME include water quality and groundwater sinlulation models. 
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A FINITE ELEMENT MODEL WITH MOVING BOUNDARIES: 
APPLICATION TO FLOODS AND RUNUP. 

By Roy A. Walters, Oceanographer, U.S. Geological Survey, Denver, Colorado 

Abstract A finite element model is developed for the 2-dimensional shallow water equations 
using semi-implicit methods in time. A semi-Lagrangian method is used to approximate the 
effects of advectjon. A wave equation is formed at the discrete level such that the equations 
decouple into an equation for surface elevation, and a momentum equation for the horizontal 
velocity. The stability and computationaI efficiency of this model are examined with a field 
scale test case that is characterized by highly irregular geometry. 

INTRODUCTION 

Thj s paper contains the development of a robust and cornputationally efficient model that can 
simulate extreme hydraulic events that are accompanied by extensive flcloding and dry ng. 
The goal is t o  be able to simulate large floods over floodplains with rather general topography. 
The wetted inundation area js then determined by the model solution. 

The method adopted here is to use the primitive shallow water equations and form a wave. 
equation at the discrete level. This procedure carries through the properties of the original 
discretized equations so that the use of elements without spurious computational modes is 
essential. Toward this end, low-order elements are used such that continuity is satisfied both 
globally and locally, and wetting and drying are greatly simplified. 

In the next section, the model is developed using the discret ized- shallow water equations. 
Following this, a test case is presented that simulates a large flood on the Biglost River in 
southeastern Idaho. 

MODEL DESCRIPTION 

The basic equations are the 2-dimensional shallow water equations. Using both the hydrosta- 
tic assumption and the Boussinesq approximation, these equations are derived by a vertical 
integration of the Reynolds equations (Pinder and Gray, 1977). The continuity equation 
becomes 

and the momentum equation becomes 

where the coordinate directions (xjy,z) are aligned in the east, north, and up directions; 
u(x, y, t )  is the depth-averaged horizontal velocity; h(x, 3) is the water depth measured 



from a reference elevation; ~ ( z ,  y, t )  is the distance from the reference elevation to the free 
surface; H(:c, y, t )  is the total water depth, H = 77 - h; g is the gravitational acceleration; 
p is a reference density; V is the horizontal gradient operator (d/ax, a/ay); and Ah(x,  y, t )  

is the coefficient for the horizontal component of viscous stresses. The surface and bottom 
boundary co~ditions are given by 

7 s  
- = -fi H (u, - u) ( z  - 71)  
P 

where the surface and bottom stress are denoted as T, and ~b~ respectively, u, is the wind 
wlocity, and Co is a bottom drag coefficient. Essential boundary conditions on q or vol- 
umetric flux are set at open boundaries, and (u n) = 0 (no normal flow) is set  on land 
boundaries. 

These equations are discretized in time using an implicit method such that the ecluations are 
evaluated in the time interval (tn" , t")  where the superscript denotes the time level. The 
distance through the interval is given by the weight 8. This approach yields 

where 

Semi-Lagrangan methods are used in order t o  take advantage of the simplicity of Eulerian 
methods and the enhanced &ability and accuracy of Lagrangian methods (Casulli, 1990; 
Staniforth and Cotes, 1991). Here the superscripts n and n + 1 denote variables evaluated 
at the fixed nodes in the Ederian grid at times tn and tn+l. The superscript * denotes a 
variable evaluated at time tn at t be end of the Lagrangian trajectory from a computational 
node (See Figure 1). At each t,ime step, the velocity is integrated backwards wjth respect 
to time to determine where a particle rvould be at time tn in order to arrive at a grid node 
at time tn+ l (Staniforth and Cotes, 1991). Thus the material derivative, the  first term in 
Equation 6, has a very simple form. 

The governing equations are approximated in space using standard Galerkin finite element 
techniques (Becker, Carey, and Oden, 1981). The equations are discretized after defiling a 

set of 2-dimensional triangular elements in the horizontal plane (Figure 1). Mixed me~hods 
are used such that the elements use a piecewise constant basis for q,  and a constant norrnal 



Figure 1: Definition of the elements and Lagrnngian trajectories. 

velocity along each edge with a linear variation in the element interior ( Arbogas:, 1995). For 
a piecewise constant interpolatior~ for 71, the finite element, form of the continuity equation is 

where A is the element area, r is the boundary of the flow domain a, and subscript e denotes 
the value for element e. Applying the discrete time operator in equation 5, the continuity 
equation can be writ ten in terms of the normal component of velocity as 

where u, is the normal component of velocity on the element side. 

Next, the momentum equation is solved for u;+l and this exprecsion is used to eliminate ti:+' 
from equation 8. Integrating the finite element form of the r~ornentum equation by using 
a 3 point quadrature at the midsides of the triangles, and using the  discrete time operator 
gven in equation 6 



where 

where M is t,he mass matrix given by M = J, W b d i 2 ,  and yz+l is extrapolated in time from 
the values at tn. The continuity equation is put in the form of a wave equation at the discrete 
level by replacing u:+' by the expression above. 

This equation contains only 7 at t be n + 1 time level. In practice, equation 11 is assembled 
and solved for f+'. Using these results, equation 9 is solved for u;+l. The full velocity is 
recovered by calculating the velocity at  the vertices of each triangle, then interpolating the 
tangential component of velocity at  the midsides. 

The stability analysis given by Casulli and Csttani (1994) is also applicable to this system 
of equations. Their results show that the linear system with constant coefficients is stable 
for _< 6' 5 1 so long as n constraint on the viscous stress term is satisfied. 

FIELD PROBLEM 

This test case simulate transient flooding for a field-scale problem. The spatial domain is 
a segment of the Big Lost River in southeastern Idaho (Figure 2). The grid was created 
from digitized elevation data by C. Berenbrock (personal communication) using the grid 
generation methods of Henry and 'CValters (1993). The grid contains 12622 elements that 
have edges that vary in size from approximately 5 rn in the river channel to 25 m at the 
edges of the floodplain. 

Initially, the water was at rest with a surface elevation defmed by the outflow surface el- 
evation. The simulation was started by applying an input discharge of 210 m3/s at the 
inflow on the left boundary. A constant water level was specified at  the outflow on the right 
boundary. In the simulations, a fiood wave propagated through the river reach, progressively 
inundating areas adjacent to  the  river channel. The inundation area reached equilibrium in 
about 60 minutes of simulation time. The inundation area and surface elevation are shown 
in Figure 2. At this time there is flooding upstream of the first control point on the flow- 
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Figure 2: Topography for the Big Lost River simulation. The shaded contours are elevations 
in meters with respect to the water surface elevation at the outflow on the right. The heavy 
line indicates the edge of the inundated area after 30 minutes of simulation time. 

a constriction. There is also flooding in the depression in the right-center of the domain 
caused by a constriction at the outflow. The advective terms cause a significant increase in 
water surface elevation at the control points because the flow must accelerate there. 

A detail of the flow in the first sharp bend in the channel is shown in figure 3. A number 
of interesting flow features can be observed. A large eddy has formed on the inside of 
the bend where the flow passes over the shoulder of the channel. Another eddy occupies 
the inundated area on the left. A close examination of surface elevation indicates that 
there is a topographic low as the flow enters the bend, and there is a series of trailing 
waves farther downstream. These are hydraulic features that are expected with this complex 
topography. In general, these results indicate that the model is sufficiently robust to simulate 
highly transient flows with strong advective effects, and wetting and drying. Other tests 
have indicted that the model is accurate and converges a t  a rate O(Ax), where Ax is an 
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Figure 3: A flow detail in the sharp bend in the upper left part of the previous figure. The 
lines are elevation in meters with respect, t.o tJhe elevat.ion at the outflow. Water sluface 
elevation is shown in the inundated area that is recrjgnjzed by the nun-zero velocity vectors. 
Land elevation is shown in the dry areas. 

element length scale (I'Valters and Casulli, 1997). This convergence ratme is in agreetnent with 
t heusetical predi~t~ions. 

CONCLUSIONS 

Using the shallow urat,er equat.ions, a discrete wave equation is formed from the discrete 
continuity and discret,e rllomentum equations. With the mixed methods used here, there 
are no computational modes such as would occur with simple linear elements. An implicit 
time approximation coupled with a semi-Lagrangian calculation leads to a stable and robust 
model that treats both strong advection and moving b~undaries. The method has O(h)  
convergence rate. Results for a flood sim~llation highlight the efficiency and robust nature 
of the model. 
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USING ARClINFO TO PROCESS AND ANALYZE RESERVOIR 

HYDROGRAPHIC SURVEY INFORMATION 

By Paul ~eghorst', Ron  errm mi', Sharon ~uanes' 

Al~siract: The Bureau of Reclamation, Techrucal Service Centa's Water Rezaurces Services Sedimentation and River 
Hydrologic Group, located in Dcnver Colorado, conducts reservoir sedimentation surveys. With recent advances in 
computer hardware and software, massive amounts of data can be collectd and analyzed cost effectively, in time1 y 
fashion, with vwy accurate results. Final pmducts are u w l  to determine present reservoir capacity and long-term 
reservoir sedimentation rates. 

The Sedimentation Group u ~ s  GPS (global positioning system) technology for its collection system and analyzes the 
collected data using A R C N O  Triangular Irregular Network (TIN) software. ARCmTFO is a software package u d  
in development and analysis of geographic information system (GIs) layers and the development of interactive CIS 
ayiplications. GIS technology provides a means of organizing and interpreting large data sets. The hydrographic survey 
data collectsd during reservoir surveys nre x,y,z coordinate data conforming to a recognized coordinate system such as 
UTM (Universal Transverse Mercator), Latituddongitude, State Plane, or other systems that represent the earth's 3- 
dimensional featurcs on a flat surface. The data used to develop reservoir topography is usualljo from collectd 
undrrwater and. or aerial data, hu1 can come from digitized or xanned maps or photographs hat  cover the study area. 

Conlours for a reservoir area are computed from GPS compiled data using the TIN (~riangular irreguls network) surface 
modeling package within ARCIINFO. TIN is a set of adjacent, non-overlapping triangles computed h m  irreplarly 
spaced poinls with x,y coordinates and 2 values. TIN was designed lo deal with continuous data such as elevations. The 
TIN software uses a method whcre biangles are formed bztwccn all collected data points for interpolation purposes. 
Using options wiihin ARCANFO, a clip or polygon boundaq of the study area is developed where no interpolation is 
allowed to OCCUT outside the boundary. Froin Ihc developed TIN a linear interpolation is used to develop contours along 
wilh computing the surface areas of the study area for specified elevalions. 

INTRODUCTION 

1 lislorically the Bureau of Reclemation (Reclamation) analyzed reservoir survey information using large main frame 
computers and complex programs resulting in expensive and time-consuming analysis. Advances in micrmmpukrs 
and gag-aphic information system soflware packages allow such analyses lo be conducted much foster and more wst 
effectively. KecIarnation developed an ARCflNFO based GlS application to assisl in the analysis of survey data and 
subsequent generation of lopagraphic contours of reservoirs. This paper presents an overview of he hydrographic 
survey process used by Reclamation and the methds uscd in the ARCANFO based GIS analysis and mapping system. 

HYDROGRAPHIC SURVEY EQUWMENT AND METHOD 

The hydrographic survey equipment uscd in the reslrvoir surveys i s  n~nunted in the cabin of a 24-foot tri-hull aluminum 
vessel equippal with twin in-board motors. The tri-hull boat i s  used for large reservoirs and mali flat bottom boats or 
rafts are used for small reservoirs. The hydrographic system contined on the sunq vessel consisld of a global 
posiliuning system (GPS) receiver with a built-in radio and an omni-directiona1 antenna, a depth sounder, a helmsman 
display for navigation, a plotter, a computer, and hydrographic system software for collecting underwater data. Power to 
the equipment can be supplied by an on-board generator or two 12-volt batteries. The shore equipment includes a 
second GPS receiver with a built-in radio and an omnidirectional nntenna. The GPS receiver and antenna are mounted 
on a survcy tripod over a known datum point. The power for the short: unit is providd by a 12-voll battery. 

1 ,2,3: Hydraulic Engineer, Bureau of Reclanlation, Denver Technical Center, Water Resources Services, Mail Stops D- 
8520 and D-8540, PO Box 25007, Denvtr, CO 80225 
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GPS Technologv and Enui~mcnt: The positioning system used is Navigntion Satcllitr: Timing and Ranglng 
(NAVSTAR) GPS, an all-wealher, radlo-bad,  salcll~te navigation system that enublw users to accurately &tennine ct 

three-dimensional position. 'The NAVSTAR system's primary mssion is to provide passive global positioning and 
navigation for land-, air-, and s e a - b a d  strategic and tactical forces and is operated and maintained by the Dep:partment 
of Defense @OD). The GPS receiver measurcs the distances between Ihe satellites and il sclf and determinrs the 
receiver's position from intersections of the multiple-range vectors. Distances are determined by accurately measuring 
the  me a signal pulse takcs to travel from the satellate to the receiver. 

The NAVSTAR system consists of lhree segments: 

The space xgment is a network of 24 satellites maintained in precise orbit about 10,900 ~lautical miles above 
the earth, each completing an orbit every 12 hours. 

The pound control scpent tracks the satelliles, determining heir precise orbits. Periodically. the ground 
control segment transmits correction and other system data lo all the sakllilcs, and the data are then 
retransmitted to the user segment. 

The user segment includes the GPS receivers that m e w  the broadcasts from the satcllites and calculate the 
position of h e  receivcrs. 

The GPS reccivers use thc saiellitzs as referen- points for lriangulating their posiiion on e d l .  The position is 
calculated from distance measuremenis tu the satellites that are determined by how long a radio signal takes to reach the 
recciver from the sotellite. Ta cafculatl the rcceiver's position on ea~zh, the satellite di3tilrlce and thc satellite's posi~iun 
in 5 p C e  are needed. The satellites transmit signals to the GPS reccivers for distance measurements along with the data 
messagcs about their exact olbital location a ~ d  operational status. The satcilitzs transmit two "L" band frequencies 
(called L1 and L2) for h e  distance measurement signal. At least four salellite obsemations are required to 
mathematically solve for h e  four unlu~oun receiver parameters (latitude, longitude, altitude, and time). The time 
unknown is causcd by the clock error between the expensive satellite atomic clocks and the imperfect clocks in he GPS 
rzceivers. For hydrographic surveying the altitude and the resenoak's water stlrface elcvatiun parameter we known, 
which realistically ineans only three satellite observations are needed to track the s w c y  vemrl; during the reservoir 
surveys, the best 6 available satellites are used for pos~tion cnlculations. 

Ihe GPS receiver's absolute position is: not as accurate as it appcars in thcory because of the function of range 
measurement precision and the geometric position of the satellrtes. Precision is affected bq scveral factors----time, 
because of the clock direrenccs, and ahlospheric delays caused by ihr effect on the r d i o  s i g a l  of the ionosphere. 
Geo~rlctric dilution af precision (GDOP) describes h e  geometrical uncertainly and is  a function of the relative geonietry 
of the satcllites and the user. Gcncrally, the closer together in angle two sntellitcs are from the receiver, the greater (he 
GDOP. GDOP is broken into components: position dilution of precision (x .y j )  (PDOP) and horizontal dilution of 
precision (x,y) (I-DOP). The cornpontrlts are based nidy on the gcometry of the satellitcs. The PDOP and 1 DOP we 
momtored during the reservoir surveys, and for the majority of the lime are less lhm 3, which is within the acceptahle 
Iinlits of horizontal accuracy for Class I and 2 level sur~tys (Corps of Engineers, I991 ). 

An additionul and larger error source UI GPS collection is caused by false s i p 1  projection called selective availability 
($/A). The DOD unplmnents SIA lo discourage the lac of the sn~ellite system as a guidance tool by hostile forces. 
Positions determined by a single receiver when S/A is active can have errors of up to 100 meters. A melhod of 
collectioi~ to resolve or cancel the inherent errors of GPS (satellite positicm or S/A, clock ditTcrences, atmospheric delay, 
etc.) is called differenlinl GPS (DGPS). DGPS is used during the resmoir  surveys lo determine posit ions ofthe moving 
suney vessel in real time. DWS determines the position of one receiver in refercncc to another and is a method of 
itlcreasing position accuracy by eliminating or minimizing the uncedainties. Differential positioning is not concerned 
with thc absolute position ofzach unit but w l i h  the relali\~e dilTcrcrcnce between the positions of two units, which are 
simultaneously obscn'ing the same satcl:ites. The inherent errors arc mostly canceled hecause the satellite transmission 
is esscntinlly thc same at both reccisers. 

At a known galgraphical bzt~chmark, onc GPS recciver is programmed with thc known cvilrdinntes and stei~oned over 
h e  gmgrophical benchmark This rccriver, known as thc master or referencr: unit, remains ovcr the knuwn benchmark, 
montlors thc rnoval~cnt of the satellites, and calculates ib apparent geographical p~witioil by direct reception from thc 
satellitcs. The inherent crmrs in [he satellite position are detcmined rclative to tbd rnastcr recc~vcr's p r o g r a m 4  



position, and the necessary corrections or diffwcnces are bwstnitted to the mobilc GPS rsceivcr on the survey vessel. 
For the reservoirs, position corrections are determined by Ihe master receiver and transnlitted via w ultra-high fizquency 
(UHF) radio link every 3 seconds to the survey vessel mobile recciver. Thc survey vesscl's GPS recciver used ~e 
corrections along uqlh the sakllite information it rcceived to determine thr vessel's differential lucation. Using DGPS 
resulted in positional accuracy of 1 to 2 mckrs for the rncwing vessel c o m p a d  to positional accuracy of 100 meters 
with a single receiver. 

The Technical Swim Center (TSC) mobile and reference GPS units arc identical in construction and consist of a h- 
channel L I coarse acquisition (C/A) code continuous parallel-tracking receiver, an internal mtdcm, and a UHF radio 
transceiver. The dflercntial corrections from the reference station to the nmbile station are transmitted using the 
indwtq standard Radio Technical Commission for Maritime Services (RCTM) message protocol via the UHF radio 
link. The propamming to the mobile or reference GPS unit is accomplished by entering necessary information via a 
notebook computer. The TSC's GPS system has the capability of establishing or cod~rrtling the land base control points 
by using notebook computers for logging data and post-processing software. The GPS collection system has the 
capability to collect the data in the surveyed area's coordinate sys lm.  

The hathymetric s w e y  was run using sonic depth recording equipment interfaced 
with a DGPS capable of detamining saunding locations wilhin the reservoir. The survey system software continuously 
rocords reservoir depths and horizonla1 coordinates as the survey hoat moved across cloue-spaced gnd lines covering the 
reservoir area. Data are also often collectd along the shore as the boat traverses to the nehl transect and as it maneuvers 
in h e  open areas between Ihe trees. Thick tree growth prevents the boat from reaching some areas of a reservoir, such as 
those near the shoreline or in shallow water areas in the main body of the reservoir. During each run, depth and position 
data are recorded on a notebook computer hard drive for subsequent processing hy TSC personnel. The undmatcr data 
sets often average 50,000 points and have exceeded 150,000 points. Thc water surface elevation recorded during the 
time of collection i s  used to convert the sonic depth rneasurementsto true lake bottom eIwaticins. 

For stationing the master GPS unit known benchmarks or datums are used. New benchmarks or datums are established 
where no benchmarks arc available. The shore-based master GPS unit, which lransmits the correction information to 
the mobile GPS unit on the sumey vessel, is stationed at this site throughout a survey. During post-processing of the 
collected data points without differential correction are removed. 

The undmater data is collected by a depth sounder that is calibrated by low.ering a deflector plate below the hoat by 
cables with known depths marked by heads. The depth sounder is calibrated by adjusting h e  speed ofsound, which can 
v q  with dmity, salinity, temperature. turbidity, and other conditions. The collected data are digitally transrnittcd to the 
computer collection system via a RS-232 port. The dc@h sounder also produces an analog hard copy cllari of the 
measured depths. These graphcd analog charts are printed for nll survey lines as thc dala was collectzd and recorded by 
the computer. The charts were analyzed during post processing, and whcn the analog-charted dcplhs indicate a 
dlfferencc from the recorded computer bottom depths, the computcr data f les were modified. 

TOPOGRAPHY DEVELOPMENT USmG ARCImFO 

The topography of reservoirs arc developed fm~n the collected underwater data and from the USGS quad maps. The 
upper contours of a reservoir are developsd by digitizing contour lines from the USGS quad mqw that wver the 
reservoir area. ARCANFO V7.1 1 geographic information system sofiware is used to digitize the USGS quad contours. 
A selected elevation contour that can be digitized from USGS quad maps or other maps is ~d to perform a clip of the 
triangular irregular network (TIN) such h a t  contour intcrpolnlior~ i s  not allowed to occur oubidc the clipping contour. 
This clip is perfomled using the "hardclip" option of thcARCflNF0 CREATETIN command. Using ARCEDIT, the 
underwater collec~ed data and digitized contours are plotted to make surr that the clipping coverage includes the entirc 
underwater data set. Using select and move commands within ARCEDIT, thc vcrtiws of the clipping coverage cm be 
shilled to fit all the collected m ~ d m a t e r  data. A sample of underwater data and clipliing coverage contours are 
presented on figure I. 

Contours for elevations below the clipping coverage are coinputed fiurn ccrltccttd underwater data using the TIN surface 
modeling package within ARCANTO. TIN was designed to deal with contim~ous data such as  dcvations. The TIN 
milware uses a method known BS Delaunay's criterla for triangulation. Triangles are formed between all data points 
inchding all boundary points. This method p r e m e s  all collected survey points. The rnethod requircs Ihnt a circle 



drawn through the three nodes of a triangle will contain no other point, meruing that sample points are connected to their 
nearest neighbors to form tritinglcs using a11 collected data. Elevation contours are (hen interpolated along the triangle 
elemenis. The TIN method is discussed in great detail in the ARCflNFO V7.1.1 Users Documenlation. 

In creating a TIN, points that f ~ l l  within a set distance of each other are weeded out to eliminate flat triangular elemerlts 
(flat Lriarlgles occur where all three points making up n triangle have the same elevation). Elimination of redundant 
points helped to improve he performance of the contouring process and helped create more continuous contours in the 
lower elevations of thc reservoir. 

The linear inlerpolation option of the ARCANFO TINCONTOUR command is used to inierpolate contours from the 
rzslrvoir TIN. In addition, the contours are generalized by weeding out vertices along the contours. This generalization 
process improves the looks of the result~ng contours by removing very small variations in the contour lines. This 
generalization has little bearing on the computation of surface areas and volumes of a reservoir. Contours can be 
computed at a variable interval. A sample contolu map i s  shown in figure 2. Thls map is a subset of a much larger map 
as shown in the upper right hand corner of figure 2. 

pcvelo~ment of  Contour Areas: Contour surface areas for a reservoir can be computed at any increment using the 
reservoir TIN discus4  above. These calculations are performod using the ARCANFO VOLUME command. This 
cotrunand computes area5 at user-specified elevations directly from the TIN nnd takes into consideratiun all regions of 
equal elevation. Reclamation usually computes the surface areas at 1 -foot increments but have on occasion computed 
(he areas al I). l -foot increments to help identify any data problems. 

Storage Capacity: Storage-elevation relationships hased on the computed surface arms are developed using Ihe area- 
capacity computer program ACAP85 (Bureau of Reclamation, 1985). Surface areas at determined contour irltcrvals 
from a minimum r e m o i r  clevatiori to a maximum elevation are used for computing reservoir capacity. The ACAI'85 
program can compute area and capacity data at elevation increments of 0.0 1 - to I .O-foot by linear interpolation between 
Ihc given contour surface areas. The program begins by testing the initial capaciv equation over successive intelvals to 
asuse thal the equation fits within an  allowable error limit. Th~s  capacity equarion i s  then used aver the full range of 
intervals fitting within this allowable error limit. For the first interval at which the initial allowable error limit is 
excecdd. a new capacity equation (integrated fiom basic area curve over that interval) tests the fit until i t  also exceeds 
the error h i t .  Thus, the capacity curve i s  defined by a series of curves, each litting a certain region of data. Final area 
equations are dcr ivd by dift'crcrsntiating the capac~g equations, which we of second order pol+ynomial form: 

y = capacity 
x = elevation above a t.efercnce base 
ni = intercept 
a* and a3 = cocnicimts 

Sediment Analyses: Roclamation dctennines the total . d imen t  volume by measuring the total change from he  
onginal reservoir vollu~ic at the time the dam closes to the new reservoir volume at the time of the new survey. 

SUMMARY 

Using ARCANFO to proccss analyze reservoir hj~drographic wrvey information has stream lined h e  work process 
along wilh providing a more superior product over Reclamation's prcvious method. In he past Reclamation employed 
thc use of large muill frame computers and complex programs the resulted in expensive and time-consuming analysis of 
data. Such analysts still required huud drafting of final contour mnp prducts. ARClINFO allows the use of much 
smaller cornpulers and provides the utility to analyze large quantities of survey ~nformation quickly and more accurately. 
In add~tion to ARCflNFO's contouring and volume analysis capabilities, the mapping capabilities of ARC/INFO allow 

thc presentation of analysis rcsults m final map form as a direct product of the analysis process. What uscd to take 
months to complcte is now possible in a manner of days. 
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RIPARIAN ECOSYSTEM MANAGEMENT MODEL (REMM): A DEMONSTRGTION'~ 

R. G. williams3, Agricultural Engineer, USDA-ARS, Tifton, GA; R R. Lowrance, 
Ecologist, USDA-ARS, Tifton, GA; L. S. Altier, Assistant Professor, California State 

University, Chico, CA; S. P. Inamdar, Post Doctoral Associate, University of Georgia, 
Tifton, GA 

The ability of riparian buffer systems to serve as filters to limit the quantities of eroded soil, 
organic materials, dissolved and adsorbed plant nutrients reaching the stream system has long 
been understood. What has not been understood, are the complex soil, water, and plant 
interactions that occur within the riparian system that controls the effectiveness of the filtering. 
The Riparian Ecosystem Management Model (REMM) has been developed to simulate these 
processes to gain an improved understanding of riparian systems and to give designers a tool to 
use to determine the characteristics of riparian buffers to meet water quality goals. REMM is a 
computer simulation model that operates under Windows 95. In REMM the riparian system is 
considered to be multiple zones between the field and the stream system. Each zone includes 
litter and three soil layers that terminate at the bottom of the plant root system and a plant 
community that can include six plant types in two canopy levels. Surface hydrology, erosion, 
vertical and horizontal subsurface flows, carbon and nutrient dynamics, and plant growth that 
occurs in these systems are modeled on a daily time step. This demonstration will be of 
REMM ' s operational characteristics. It will include data requirements, operation of the data 
inputloutput manipulation tools, model operation, and model output options. 

INTRODUCTION 

Managers, through system synthesis, use system operation predictions to develop optimized 
systems. Water resource managers use field or watershed system synthesis procedures to 
develop best management scenarios for evaluation of managed water resource systems or 
resource systems influenced by managed systems. System synthesis i s  usually accomplished 
through linking various mathematical models that define various components or sub-systems of 
the system. The mathematical model is a simple quantitative expression of the process being 
observed. 

Overton and Meadows (1976) describe the modeling process as development of a concept then, 
through experimental, verification use observations to develop feedback to adjust the concept 
until the simulation objectives are fulfilled. Simulation objectives can be a simple process or a 
complex combination of processes. However, when complexity is  added to the process or 

1 Contribution from the USDA-ARS, Southeast Watershed Research Labomto?. P.O. Box 946. Tifta11, GA, ttl 
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combination of processes, complexity is added to the computation and data requirements of the 
model. Computer simulation modeling i s  using computer computational and data management 
capabilities to simplify implementation of the combination process models. 

Welsch (1991) indicates that riparian forests are complex ecosystems that can be depicted in 
three zones adjacent to stream systems consisting of undisturbed forest, managed forest, and 
runoff control. The Riparian Ecosystem Management Model (REMM) is a computer simulation 
model of riparian forest buffer systems. REMM uses field inputs from field data or outputs from 
field scale simulation models coupled with weather input from climate data or climate models to 
simulate hydrologic, carbon and nutrient cycling, and plant growth processes in riparian forest 
systems (Lowrance, et.al., 1998). The results of the simulations are the model output, which are 
the operational characteristics of riparian forest systems. 

Since REMM is a complex model, from both a computation and data requirement standpoint, 
two principal methods to operate REMM are available for users. The first method includes a 
user irlterface to aid the user in development of input data sets and actual running of the model. 
The second method of using the model bypasses the user interface requiring the user to be more 
familiar with the inputloutput formats but giving the user increased flexibility in output. The 
first method is aimed at the general user who is interested in applying the model using either 
regionally developed data sets or local data. The second method of the model is intended for use 
by researchers who are interested in examining some of the internal dynamics of the various 
pools or individuals interested in linking REMM with other simulation models. The balance of 
this paper will be generally aimed at demonstrating the two methods, providing an overview 
REMM's process simulation, and the general structure of the REMM inputloutput file formats. 

COMPUTATIONAL PROCESSES 

Basic Overview 

REMM is written in the C++ programming language and runs under the Microsoft Windows 95 
operating system. REMM i s  designed to execute as a separate thread in a multi-tasking 
environment and is compiled as a Dynamic Link Library (DLL). A DLL is a runtime 
programming library (Swan, 1996). Previously it was indicated that there are two methods to 
operate REMM. This is not to imply that there are two versions of REMM but there are two 
controller programs for the REMM thread. Selection of the controller program depends on 
whether the user wants the controller program to assist in building or editing data sets or if the 
user prefers to use another editor. 

Figure 1 shows the operational flow to execute a REMM simulation. The controller program 
starts a REMM execution and passes REMM the name of a file that contains a listing of the 
input/output file names that the simulation will be using. lnputioutput files will be described in 
the section on data files. This execution continues until complete or until the controller program 
signals to abort the simulation. At the end of the simulation the REMM thread stays active until 
the controller program requests that the thread be closed. The controller program monitors the 
simulation to determine simulation status. If an error has occurred the controller program 
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notifies the user as to the type of error and terminates REMM7s thread. If the simulation ends 
normally the controller program notifies the user and terminates the thread. 

Com~utational flow 

The computational flow of REMM is shown in Figure 2. A REMM simulation begins with 
reading a list of inputloutput file names. This list includes constants files, daily input files and 
daily, monthly, and yearly output files. The constants files are read prior to the beginning of the 
daily simulation loop. Inside the daily simulation loop the daily input files are read one line per 
day. The actual simulation processes are then performed and requests from the controller 
program are performed. Following the co~~troller program requests, the output fi I es are written. 

DATA FILES 

REMM uses data files for various data storage and manipulation functions. The three-letter file 
extension is used to designate the file type and the type can be classified as control, input or 
output. ?'he hnctionality of these files is discussed below. These files are all in ASCII format 
and editable by any text editor This provides the user with the capability to manipulate the files 
as needed or generate input files with another simulation program. Due to the limited space 
available here a detailed listing of the variables is not possible. A detailed list is available from 
the model developers. 

Control 

There i s  one main control file for REMM. This file has the extension .REM and is  the first file 
read by REMM. The name of the .REM file is passed to the REMM thread when execution 
begins. In this file all the input and output file names are defined. Files are listed one per line 
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and the disk drive and full path must be included. A user can then save multiple files that 
contain the different riparian system configurations and run all simulations using one weather 
input data set or run one riparian system with various field input scenarios. 

Input 

There are two principal types of input files. There are the files that define the initial conditions, 
which are read at the beginning of the simulation and these that contain various daily inputs, 
which are read on a daily or as needed basis. The three initial condition files have the extensions 
.CNl, .CN2, and .CN3. There are three daily input files with the extensions . WEA, .FIN, and 
. CNG. 

The Constants 1 (.CNl) file is perhaps the main data file that the user will modify. This file has 
data arranged in blocks based on the functionality of the data. The initial block contains the 
basic data common to the riparian system. This block includes items such as the starting and 
ending dates, geographic information on the field above the riparian system and the stream 
outlet. The next three blocks of data are for zone specific information and starts with zone 1 
(Lowrance, et. al., 1998). Clustered in these blocks is general, plant, litter and soil layer 
information. General information for each zone is length, width, and slope. The pIant 
information is simply the fraction of the area covered by the plant. Litter data includes the basic 
erosion information, physical descriptors of the litter and initial carbon and nutrient levels. 
Following the litter data the initial conditions are set for the soil including physical descriptors, 
hydrologic properties, and initial carbon and nutrient levels. 



The Constants 2 (.CN2) data file contains plant specific information. This included basic 
physical information on the plant, factors related to photosynthesis, transpiration characteristics, 
nutrient content of plant part pools, and the initial size of the plant part pools. REMM allows up 
to six vegetation types in two canopy layers for each zone. The vegetation types include a 
herbaceous annual and perennial, five deciduous, and five conifers. Regional data sets are being 
developed that define plant characteristics typical to a region. 

The constants 3 (.CN3) file contains many of the rate coefficients used in the model. It i s  not 
anticipated that the general user would need to change any of these values. However, this file 
does provide the ability for refining rate coefficients without having to locate them in the 
computer code and then re-compiling the code. 

The weather (.WEA) input file contains the daily rainfall information. This includes rainfall, 
rainfall duration, maximum and minimum air temperatures, solar radiation, and wind velocity. 
This file can either be observed data or developed using a climate generator. The input format of 
the weather file i s  the same as that generated by CLIGEN for the WEPP model (Nicks et al., 
1995). 

. FIN 

The field (.FIN) input file contains the daily outputs from the field draining into the riparian 
system. These data include surface runoff and associated eroded soil material, organic material, 
and plant nutrients. Also included are the daily subsurface drainage volumes and transported 
carbon and nutrients. 

The change (.CNG) file is designed to indicate when a major change has occurred in the riparian 
system. A tillage operation, timber harvest, or control burns are examples of major changes that 
can occur within the riparian system. Included in this data are the date of the change, type of 
change, and data that needed to be updated due to the change. 

REMM produces two principal types of output files. The first is a general report form and has 
the file name defined by the user in the REM file and the extension .OUT. This output is in the 
form of a report and contains initial conditions, monthly summaries, and annual summaries. The 
monthly and annual summaries include selected state variables including plant biomass, litter 
mass, soil nutrient level, and soil moisture levels. Also included in the summary information are 
fluxes of water, nutrient, and sediment through the system. The second type output is a tabular 
output with the file extension .TAB. The .TAB file contains either daily, monthly, or annual 



outputs of user selected state variables and accumulated flux variables. This file is in a tabular 
format for import into the REMM user interface or whatever analyses program the user may 
prefer. This gives the user an easy way to capture mode1 outputs in order to perform additional 
analysis on model outputs. 

SUMMARY 

Presented above are flow charts defining the REMM's basic operation. Also presented are 
descriptions of the input output files and the types of data they include. The purpose of this 
paper was to provide an overview of REMM's operation, data requirements and structure. 
Detailed listing of data in each file was not possible due to space limitations. Typically the user 
will not need the exact file structure of REMM and will use the user interface. 
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OHIO RIVER DIVISION REAL-TIME MODELlNGlFORECASTING SYSTEM 
Stanley M. Wisbith, P.E., Hydraulic Engineer and David P. Buelow, P.E., Chief, Reservoir 
Control Center, Ohio River Regional Office, Great Lakes and Ohio River Division, U, S. 

Army Corps of Engineers, Cincinnati, Ohio 

INTRODUCTION 

The Kentucky Lake-Barkley Lake (KY-BK) system is the single most important component of 
the flood protection system for the lower Mississippi River. The Ohio River Regional Office of 
the Corps of Engineers in Cincinnati, Ohio is responsible for regulation of the lakes during 
periods of flooding in the lower Ohio and Mississippi Rivers. Barkley is the first Corps' 
Nashville District lock and dam on the Cumberland River at mile 30.6. Regulation of Kentucky 
Lake, the first Tennessee Valley Authority project on the Tennessee River at mile 22.4, is 
addressed in Section 7 of the Flood Control Act of 1944. The projects are connected by an 
uncontrolled navigation canal and are regulated as a system at all times. The Cumberland River 
enters the Ohio River at mile 923 at Smithland. KY; the Tennessee enters 12 rniles downstream 
at Paducah. KY. Priorities for Aood control regulation are (1) safeguard the Mississippi River 
levee system; (2) reduce the frequency of use of the Birds Point-New Madrid floodway; and (3) 
reduce the frequency and magnitude of flooding of unprotected lands along the lower Ohio and 
Mississippi Rivers. Primary focal point is the stage at the mouth of the Ohio River at Cairo, IL 
at river mile 98 1 . 

Regulation of the KY-BK system for flood control requires near-real-time knowledge of the 
hydrologic status of the entire Ohio River Basin and the middle and upper Mississippi River 
Basins. A satellite-reporting network of stream and precipitation gages, direct access to NWS 
digital, graphical and text products, commercial weather radar, daily forecasts of tributiuy 
resewoir operations from Corps district offices and continuous coordination with N WS River 
Forecast Centers provides this intelligence. The modeling tool used is the unsteady flow model 
FLOWSED. Modeling is accomplished on Sun Ultra 1 workstations running under the Solaris 
operating system. A locally developed GUI provides full functionality for all aspects of the 
process from data compilation to presentation of results. 

OHIO RIVER MODELING SYSTEM 

The Ohio River Modeling System has a long history at the Cincinnati Reservoir Control Center. 
The current configuration based on data collectjon, distribution and main-stem Ohio River model 
was developed in 1983. At that time, the river model was added to the existing system to assist 
the operation and co~ltrol of Barkley and Kentucky dams during flood operations on the lower 
Ohio and Mississippi rivers. The system has run reliably every working day since its inception. 
For the past 14 plus years, it has faithfully stood ready to be used for both everyday application 
and its primary purpose; regulation of the only two major projects capable of protecting the levee 
system on the lower Mississippi River. Although not infallible, the system has shown itself I o be 
consistent, reliable and robust. 



Sincc its initial deployment, the demand for the data produced by the Ohio River Modeling 
System has grown signi ticantly . This increasing appl jcatjon has justified the continuing effort to 
develop and j~nprove the modeling system, bringing it  in linc with developing technology. 
During its 14-year cxisrence the model has been resident on four different platforms and has 
migrated fiom the Harris operating system to XENIX then to the IJNIX operating sj.stem. 

Control of the model is throl~gh a comprehznsive software package. This package includes 
incomi~g and outgoing data streams, databases, database servers, hydrologic and hydraulic 
models, and visual display and editing capabilities. These items arc interconnected by UNIX 
scripts and controlled by a flexible graphical user interface (GIJI). 

The Ohio River Modeling System is configured as a multi-layered package. Key components are 
a GUI program, HEC DSPLAY, HEC DSSUTL, an unPged runoff model and the FLOWSED 
unsteady flow modeling moduIe. In addition to these. there are several utility programs 'and 
scripts used to support and act as connections for the 111ajn progranls. The scripting capability 
used for utilities and inter-process connection is the standard IINIX she11. 

The FT,OWSED module consists primarily of a time series database server and the actual 
unsteady flow model. 'The database server, called FLOWCON, is used to pass data butween the 
unsteady flow model and the DSS databases. This program provides the input required by the 
model and stores the model output. FLOW22 is the unsteady flow model used to act as a river 
stars transformalion function. This function changes the river water surface elevations and flows 
with changing inflows and time. 

FLOW22 generates a fully implicit solution to the one-dimensional St. Venant equations. This 
type of equation starts from an initial state then evoli~es through timc with changing boundary 
conditions. No matter what starting state initially assumed: by using observed boundary 
conditions the model will eventually produce a realistic picture of the river, that is, assuming that 
the model has a long enough running duration. On the main-stem Ohio River this required 
duration is Srom two to three weeks. 

It was decided during the initial development stage oC the system to break the model rut1 into two 
parts or phases. This was done to save c~mputat ion time and to aid the distinction bctrveetl real 
or obserrled boundary conditions and forecasted conditions. 

The first phase of the process is the creation of the update or hot start data. This is a hindcast 
made using observed data up to thc time of forecast. The model pre-loads all internal variables 
saved fiom the previous update run. Then, a run is made using observed boundary conditions 
from the time of the previous update until the time of forecast. The internal values are then 
saved to a database in  order to provided starting conditions fur both the forecasting phase and the 
next update phase. Update runs are made every working day, insuring that the inodel always 
reflects current river co~~djtjons. 



The second phase of the process i s  the actual forecast run. Here the forecast boundary conditions 
are regularly used to produce a 5-day river forecast. This is the phase where the proposed 
Barkley and Kentucky operating schedules are refined. 

Both phases of the model require three main types of input data. First are the headwater 
elevations and gate openings at all the mainstem navigation projects. This information is entered 
at each of the individual projects, passed through a navigation database and eventually resides in 
a DSS database. The second type is the flows at all gaged stream boundaries. T'llis is provided 
to the regional office by the districts along the Ohio. This information will also eventually reside 
in a DSS database. The third type is the rnodel inflow from the ungaged areas along the main- 
stem. This information is generated at the regional office and, as with the other two types of 
data, stored in a DSS database. 

MODEL DEMONSTRATION 

The Ohio River Regional Office model, in conjunction with the models run at the Corps' 
Pittsburgh, Huntington, Louisville and Nashville districts and the Tennessee Val ley Authority, 
form a truly distributed modeling system. The demonstration will show this systetn in action 
during a flood event on the Ohio River. Data screening, update and forecast simulations, display 
of results, adjustment of reservoir discharges and briefing capabilities will be presented. The 
simplicity, flexibility and robustness of the model and its transportabjli t y  to other river syste~ns 
will become evident to the observer. 



AN ENHANCED GENERALlZED STREAM TUBE MODEL FOR 
ALLUVIAL RIVER SIMULATION 

By Chih Ted Yang, Mark A. Treviiio, and Francisco I. M. Simaes, 
U.S. Bureau of Reclamation, Technical Service Center, Denver, Colorado 

Most of the sediment and water routing models were developed for solving one- 
dimensional alluvial river problems. Although two- and three-dimensional models exist for alluvial 
river sibnulation, they are too computational intensive and require extensive field data for engineering 
applications. The Generalized Stream Tube model for Alluvial River Simulation (GST AR S) was first 
developed by Molinas and Yang (1986) to simulate the flow conditions in a semi-two-dimensional 
manner and the change in channel geometry in a semi-three-dimensional manner. The original 
GSTARS was developed for Cyber mainframe computers. The revised and enhanced model, 
GSTARS version 2.0 (Yang, Treviilo, and Simbes, 1 997) was developed for PC applications. 

GSTARS version 2.0 (GSTARS 2.0) is applicable to subcritical, supercritical, and a combination of 
them regardless whether channel width is fixed or is a variable. Users can choose among eleven 
sediment transpart hnctions with particle size ranging from clay to silt, sand, and gravel. This paper 
provides a general description of the concepts and approaches used in GSTARS 2.0 and examples 
are given to illustrate its engineering applications. 

Most of the sediment and water routing models, such as the HEC-6 (U.S. Army Corps of Engineers, 
1977, 19931, were developed for solving one-dimensional alluvial river problems. Although truly 
two- and three-dimensional models exist for alluvial river simulation, they can be too computationally 
intensive for most engineering applications. The field data required for calibration and testing of these 
models may not be readily available. The Generalized Stream Tube model for Alluvial River 
Simulation (GSTARS) was first developed by Molinas and Yang (1986) to simulate the flow 
conditions in a semi-two-dimensional manner and the change of channel geometry in a semi-three- 
dimensional manner. The model was also used to simulate and predict river morphologic changes 
caused by manmade and natural events. As a result of these applications, GSTARS has been revised 
and enhanced. The original GSTARS was developed for a CYBER mainframe computer. The 
revised and enhanced model, GSTARS version 2.0 (GSTARS 2.0) (Yang, Treviiio, and Simaes, 
1997), was developed for PC applications. This paper provides a general description of GST ARS 
2.0. Examples of simulated and predicted results based on GSTARS 2.0 are given to illustrate model 
capabilities that can be useful in solving engineering problems and river morphology studies. 

DIFFERENCES BETWEEN GSTARS AND GSTARS 2.0 

The development of GSTARS 2.0 (Yang, Treviiio, and Simdes, 1997) is based on the original 
GSTARS (Molinas and Yang, 1986) and consists of four major parts. The first part is the 
development of a stream tube model or water and sediment routing with fixed width. Both energy 
and momentum equations are used in the GSTARS 2.0 model so the water surface profile 
computation can be carried out through combinations of subcritical and supercritical flows without 



interruption. The second part is b d  on the stream tube concept. The stream tube concept is used 
for hydraulic computations in a semi-two-dimensional way. Once the hydraulic parameters in each 
stream tube are computed, the scour or deposition in each stream tube determined by sediment 
routing will give the variation of channel geometry in the vertical direction. The third part of 
development is based on the theory of a minimum energy dissipation rate (Yang and Song, 1986) or 
it's simplified version of minimum total stream power. This theory was used to incorporate the 
channel width as an unknown variable. The fourth part of development is to incorporate channel 
bank side stability criteria, based on an angle of repose and sediment continuity. 

Improvements and revisions made in GSTARS 2.0 over GSTARS include but are not limited to: 

Increase the number of user's selected sediment transport functions from 3 to 10, 
Cohesive sediment transport capabilities, 
Side stability subroutines based on an angle of repose, 
Non-equilibrium sediment transport based on the decay function first published by Han (1980), 
Transport function for sediment laden flows by Yang, Molinas, and Wu (1996), 
Mass balance check and many debugging features, 
Subroutines that add points to enable continued accurate modeling of cross-sections with an 
insufficient amount of measured points in any given stream tube, 
Detailed users' guidelines, 
Multiple examples based on publications available to the public, including Bureau of 
Reclamation's original GSTARS, 
Increase in the number of cross-sections and cross-section points that can be input to describe 
the study reach, 
The CYBER mainframe version of GSTARS was modified to operate on a PC using 
FORTRAN 77 and FORTRAN 90 syntax in GSTARS 2.0, 
Error checking of an input data file, 
Output plotting options, including graphic display capability for cross-sections and water 
surface profiles. 

The following descriptions are based on GSTARS 2.0 only aIthough GSTARS may also have some 
of the similar capabilities. 

OVERVIEW OF GSTARS 2.0 

GSTARS 2.0 consists of five main computation parts: ( I )  channel geometry, (2) hydraulics, 
(3) sediment routing and arrnoring, (4) channel width and depth adjustments, and (5) channel side 
stability. 

I .  Channel Geometry: GSTARS 2.0 can handle irregular channel cross-sections regardless of 
whether it is a single channel or it is separated by small islands and sand bars. A detailed description 
of channel geometry computation is  given by Molinas and Yang (1 985). 

2. Hydraulics: Most water and sediment routing models are based on the energy equation using 
the standard step method. This method limits its applications to subcritical flows. If flow conditions 



change from subcritical to supercritical, a critical depth is assumed. GSTARS 2.0 uses both the 
energy equation and the momentum equation. Consequently, it can handle both subcritical and 
supercritical flows, including hydraulic jumps (Molinas and Yang, 1985; Yang, Molinas, and Song, 
1988). 

3. Sediment Routing and Annoring: Once the hydraulic conditions are computed for each stream 
tube, the rate of sediment transport in each stream tube can be computed using the these methods: 

Meyer-Peter and Miiller's 1948 formula 
Lauren's 1958 formula 
Toffaleti's 1969 method 
Engelund and Hansen's 1972 method 
Ackers and White's 1973 method 
Revised Ackers and White's 1990 method 
Yang's 1973 sand and 1984 gravel transport formulas 
Yang's 1979 sand and 1984 gravel transport formulas 
Parker's 1990 method 
Yang's 1996 modified formula for sediment laden flows 
Ariathurai and Krone's 1976 and Partheniades' 1965 methods for silt and clay transport 

Yang (1996) made detailed descriptions and comparisons of sediment transport formulas and their 
limits of application. The artnoring process computations are based on the method proposed by 
Bennett and Nordin (1 977). 

4. Channel Width and Depth Adjustments: These adjustments are based on the minimum energy 
dissipation rate theory (Yang and Song, 1986) or its simplified version of minimum total stream 
power. Whether a channel will adjust its channel width or depth at a given computation time step 
depends on which condition results in less total stream power (Yang, Molinas, and Song, 1988). 

5 .  Channel Side Stability: Channel side stability depends on the bank materials and their angle of 
repose. 

Detailed description of GSTARS 2.0 and examples of applications are given in the GSTARS 2.0 
User's Manual (Yang, Treviiio, and Simbes, 1997). 

POTENTIAL APPLICATIONS AND LIMITATIONS OF GSTARS 2.0 

Potential applications of GSTARS 2.0 are: 

1. The model can be used as a fixed-bed model to compute water surface profiles for subcritical, 
supercritical, and a combination of both flow conditions involving hydraulic jumps. These 
computations include but are not limited to: 

a. Water surface profiles in manmade channels with no sediment. 
b. Water surface profhes over spillways and wasteway. 
c. Water surface profiles in rivers where bed elevation changes are negligible. 



2. The model can be used as a movable-bed model to route water and sediment through alluvial 
channels. 

3. The use of stream tubes allows the model to compute the variation of hydraulic conditions and 
sediment activities not only in the longitudinal but also in the lateral direction. 

4. The model becomes one-dimensional with the selection of a single stream tube. Selection of 
multiple stream tubes allows more detailed simulation of changes in cross-section geometries in the 
lateral and vertical directions. 

5 .  The armoring computations Jlow simulation of long-term riverbed changes. 

6.  The model can simulate channel widening and narrowing processes with the selection of the 
minimization procedure option. 

7. The channel side stabiIity option allows simulation of channel geometry change based on the 
angle of repose of bank materials. 

GSTARS 2.0 is intended to be used as a general engineering tool for solving fluvial hydraulic 
problems. However, it does have the following limitations from a theoretical point of view: 

1. GSTARS 2.0 is a quasi-steady flow model. Water discharge hydrographs are approximated by 
bursts of constant discharges. Consequently, GSTARS 2.0 should not be applied to rapid varied 
unsteady flow conditions. 

2. GSTARS 2.0 is a semi-twodimensional model for flow simulation and a semi-three-dimensional 
model for simulation of channel geometry change. It should not be applied to the situation where a 
truly two-dimensional or truly three-dimensional model is needed for detailed simulation o f  local 
conditions. However, GSTARS 2.0 should be adequate for solving most river engineering problems. 

3.  GSTARS 2.0 is based an the stream tube concept. The phenomena of secondary current, 
diffusion, and super elevation are ignored. 

EXAMPLES OF APPLICATION 

The Willow Creek Dam emergency spillway is an unlined spillway with a crest elevation at 4,144 ft. 
It discharges into a grass-lined channel with a length of approximately 2,900 ft before entering the 
Sun River Valley, Montana. The spillway consists of a 700-A wide, 6-ft tall buried concrete cutoff 
wall that is protected by riprap on the sides and by 2 ft of rockfill at the crest. 

Figure 1 shows the variation of longitudinal bed thalweg profile along the emergency spillway. This 
study reach consists of supercritical and subcritical reaches. Figure 2 shows the variation of camel 
width. Figure 3 shows the variation of channel cross-sectional shape changing from a fairly symatical 
to that typically found at a meandering bend. 



The Lake Mesalero Dam and Dike were constructed in 1974 and are located at the confluence of 
Ciewegita and Carriage Creeks on the Mescalero Apache Indian Reservation about 2.5 miles 
southwest of Ruidoso, New Mexico. Reclamation conducted a detailed topographic survey along 
the unlined emergency spillway. Figure 4 shows a comparison between the predicted and the 
surveyed cross-sections aRer the December I984 flood. Examples shown in this paper demonstrate 
some of the unique capabilities of GSTARS 2.0 for solving river engineering problems. 
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Figure 1. Evolution of thalweg profiles along the Willow Creek emergency spillway. 
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Figure 2 Evolution of cross-section at 2886 ft downstream of the Willow Creek Dam emergency 
spillway. 



Lateral locatlon (ft) 

Figure 3 .  Evolution of cross-section at 2 1 85 ft downstream of the WiIlow Creek emergency 
spillway. 
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Figure 4. Comparison between predicted and surveyed cross-section at 60 R downstream of the 
Lake Mescalero Dam emergency spillway. 
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Abstract: A general river basin n~odcling environment for  operations and planning requires a 
high degree of softwarc Hexrhiliry to allow uscrs to model any river basin, matlagc data input and 
output efficiently enough lor near real- time opcratlclns, and provi dc a selection ot solution algo- 
rithms, all through a user-friendly interface. River Warc is an extensible, majnlainable sol'iware 
framework which provides a n~odeling enviro~l~nenr to M C C ~  all the n~odcIing necds of managcrs 
and opcrarorh c ~ f  river and reservoir systcrns. 

INTRODUCTION 

Water managemcnt agencies and utilities face increasingly di fficul I c+hallc ngcs in managing water 
resources. Environmental consideratiuns, increasing demands on dwindling water supplies, 
outspoken recreational interesls. Ihe specter of climate change, and Ihe restruclusing of the power 
utility industry all have converged at il riinz whcn redera1 resources I'ur developing mudeling ~oclls 
are ~ninimal. Planning and operational ri vcr basin models dcvcluped in the prcvious decades art: 
nften not adequate to  represen1 the changing multiplc ub,ject~vzs of thc projects and cannur he 
updated without significant expcnsc. 

To meet this uhallcnge, the U.S. Bureau or Recliln~atjon (USBR) and the Tennessclc Valley 
Authority (TVA) are investing in a prqjcct with the Ccntur for  Advanced Decision Support for 
Water and Environment Systems (CADSWES) at the University of Colorado (CU) it1 Boulder to 
develop a general river basin modeling tool which can he used for a wid:: range 01 applications. 
The tool, called Riverware, has bccn developed llnd applied to several h i l ~ i n s  by ~tlc two spon- 
soring agencies, and continues to be enhanced and improved. 

To meet the goill of providing a modeling loo1 that ciin hc applicd lo any nver bas~n i o ~  both oper- 
atjnnal and planning applications. the RivcrWarc suCtware was designed lo mcct the following 
general req uircrnenls: 

Be flexjhle enough to use for a variety of applications including i i ~ ~ l y  scheduling, operational 
forecasting and long-range planning. This requircs a I-angc* r l t  Lrmcscep sizes and appropnute 
physical process modeling variability to support this rang(-. 
Support various modeling solution methodologics. An 01-g;lnization ' s decision as to which basic 
modeling approach to use, simulation or optimization. dcpcnda on the specific goals or  the tllodel 
as well as the traditic~niil way of looking at thcir system. Offering a variety of approaches allows 
each organization to continue historical practices as we'll as explore new apprnachcs. 
Allow tailoring of applications by providing Inany basin features and many a1Icni;ttive methods 
for nlvdeling these features. Evcn more impu~%int thiin the range 01' available features and mcth- 
ods is the e~tcnsrhility of the software to pnlvldc east! i n  adding new methods. It must he recog- 
nized t11;lt there will always bc applications that requ~rc  enhancing thc sot'iwarc and that most 



ag~11cir.cr have so~nc  cnmpulai~or~al  n~cthods to w111ch they arc: wcddcd lor ins(it1111ona1 reasons. 
Rtpresent policy as input data. Many older models are obsolete bccausc lhc clperaring policies 
wcre hard-coded d n t i  mixed i n  with the physical prucess model where thcy cannor hc c a s ~ l ~ ,  
changcd, or in some uascs. cdnnot cven he unde~~tood.  Easy policy evaluation i111d mod~i'iualion 
by thc user must be seen as a basic requircmcnt lor all ncw modcltng tools. 
Provide hn easy-lo-use interface. A water resources engincer should he able to burid, run and 
analylc modcl i'csulls rclat~vely quickly, easily and without excessive tralning requircn~ents. An 
operations schcdulei* ~ h o u l d  ho ahIe to view selectcd data in a co~~vcnicnt format, make changes 
to the operation, rerun the model md analy~c  results qujckl y.  
Fit into existing data and model inte~faces.  Evcry water management t~rganization has an exist~ng 
framework ol' datahdses. real-lime data, supporting models, reporting tools, ctc. to which the 
model must be connected. A general mudcling tuol must hc flexible enough to lallor the a p p h  
cation to any  existing or changing cvnfigurrltirrn. 
Be supporrrd by a11 c~rga~~ni/.atjt~n which provides continued maintenance, enhancements, user 
suppurl and tcchnoiogy transi'er. 

In the remainder ol- this paper, we prescnt several of the nlaios Kcaturps of the RiverWarc 
modeling software. 

MODEL CREATION 

Obiects and Slots: Thc I-raslc building blocks of a Riverware river bas] n n~odcl i l re object.) which 
represent the features 01' the river basin. Tllc objects are represet~tcd by iuvns on thc workspacc 
whjch c;la hc opencd to show the list of sloa, which are the variables associated w ~ t h  the physical 
process modcl equallolls lor that t'cature. For example. all reservorrs havc slots. among othcrs. 
called I n f l ~ ~ w ,  Outflow, Storage d~ld P ~ o l  EIevatlon. 

The user construcks the model on [he graphical woi+kspact: by selecting ohlccts from a palcttc, 
dragging tl~c vhjecls wilh the mouse onto the worksp'lce, naming the obiccrs, and linking them 
tn~ethcr,.  Ohjcc~c arc linkcd togcther to torm the topology of the river basin us~ng the graphical 
link editor. Specit'loally, A slot on onc object is linked to a slot on another obiccl. During the simu- 
lation. Ihe solulion process involves propagation of rhe informalion among ohiccls via thc links. 
Currently, thc Ri  vcrwal-c paletre conlatns thc following c>b,jects and the tilain W i ~ I c r  quantity phys- 
ical proceshcs which they modcl ~n a river hasin: 

Slnrrlgr Rer~7r-voir - niass halance, evaporatioi~, bank storagc, spill: 
Level Po~t'r'r Rrsen~oit.-  Storage Reservoir plirs hydrnpc~wer, energy, Uilivater, operating head: 
Slope J P ~ P T  K~~. jwr~~oir  - Level Powcr Reservoir plus wedge storage for vcry f ong reservoirs; 
PrrmPd Strlvcrgr Rrsrrlniv - I,cvel Power Reservoir plus pumped inflow from another reservoir; 
Real-h - rorrclng in ;! river rci~clr, diversion and return Hows; 
Agprqntr Renr,h - many Rcach objects aggregated tu save space (In the workspacc; 
f m f l u ~ n c t - -  brings togerhclA two inflows lo a single Outflow as in r river cl~sllucncc: 
Currrrrl - hldircctionril flow in a canal hetween two reservoirs; 
Divrl..c.inn - divcrsion structure with gravity or pumpcd djvci.sion; 
W(1trr lisrl- - deplctic~n and rclurn tlow from a user of water; 
Ag,er~,ydtr Wntrr l i ~ r r -  nn~lliple W~tcr Users supplied by a diversion frnnl a Reach or Rcscrvoii-: 
Acy,qregare L)r*l iv~rj  C ( I I I I ~ /  - gencrales demands and mndels supplies to off-linc watcr users: 



Grr;ritrzdwcrter S t a r q e  Objccr - stores watcr iron1 rcturn flows; 
Krver Go,q~ - specified tlows inlposed a1 a river node; 
Thrrrnul Ohjt'c't - economics of ~herrnal power system and value of hydropower: 
Drrxn 13bjjr~.t - user specified data: cxpresslon slots or data ILr pol~cy statements. 

Data rcquired by the model is entcred into the sIots, of which there arc lhree basic kinds. Tttne 
Series Slots contain data at specified timcs. The slot manages the tlme keeping and generates the 
time series for the data. The det'ilult time series inherits the start time, end time and timestep size 
horn the Run Control dialog u~lless the user configures h e  time series drfferently on the slot. 
Toble Slots contain functjonal rclalionship data such as area-elevation-vol11111c tables, or simple 
pardmetcr data required by the model equations. Scalar sluts are single values. Diita can be 
enrcrcd into slots manually by typing the number into the slot didog, or by fjlc impon which can 
import an entire timeseries or table of values at once. Values can also be imporlcd through the 
Data Management Interface (DMI) utility, which is described in a subsequent scction. 

Units: All internal representation of slot values and computations is donc i n  the default SI units. 
However, t l ~ e  user may enter and display values in any selected unit of a similar type. For 
example, the internal RiverWare unit for all slots with unit type nf FLOW is cubic meters per 
second (CMS). The user units arc specified in the GUI and call he set to any other FLOW unit, 
e.g., cis, acre-feet per day, etc. 

hletbods: Each object has a lisl uj' User-Selectable Method Categories. For each one. a method 
must hc selected for the detaiIed modeling equations used in the physical process model. 
(Methods are described in detail in the Engineering Methods section below.) 

Run Control: The intended modcl run is set up on the Run Control dialog. The start timc and end 
timc and the tin~estep size of the run are specified. Timestep sizc ranges from hourIy to yearly. 
There is no limit on the rangc of the runs. RiverWare currently suppurrs dates from 1800 to 2300 
A.D. This time range could be extended easily without additional memory usagi' or perfornlancc 
deterioration. The user also selecls thc solution type or "Controller" on [his dialog. The list ol' 
slots and User Methods which appear are dependent on the controller selection. 

Savine Models: Models are saved as text files. All data including rhe objects and their niinlcs, 
thcii- lopulogic arrangement on the workspwe, all input data in the slots, user units, method selec- 
tions: run control selections, and all GUI settings are saved i n  thc modcl file. The results of a 
model run are saved optionally. 

ENGINEERING METHODS 

The objects on the workspace represent features of the river basin. Methods on each object 
contain the physical process model for the feature. The nlethods are ilexihle in handli~lg il variety 
of' inputloutput combinations of the basic data. In addition, the specific equations and physical 
representation of the processes are variablc to accomrnc~date a wide range of timestep sizcs, data 
availability and resolution requirements, and modeling preferences. 

To accomplish this flexibility, each object has two basic typcs of methods. Dispatch Method,s nmap 
the input/output configuration spccificd by thc user to the correct solutiat~ dlgorithm. User- Srlecr- 



uhlr Methods arc a1 tcrnati vc mudc.1 representations which are selected by the user through the 
graphical uscr interi'acc (GUI). For example, all reservoir objects have many dispatch methods for 
solving the mass ba1anc.e equations. If Inflow and PoolElevation are known, lhe dispalch method 
for solving for Outflow and Storage is invoked. In addition, the user may selecl from a number of 
Evaporation methods, each oi' which calculates the evaporation loss in the reservoir as part of the 
mass balance calcuiation. 

?'his objcct-oriented modeling approach mirrors the object-oriented software implementation and 
both benefit from this technology. From a software perspective, the benefit is extensibility: new 
methods can he added and integrated quickly and easily. From a modeling perspective, the benefit 
is rhe tlexibili ty gained by selecting the physical process modeling methods individually on each 
object. Since the methods are easy to add, it  is possible to have a large selection which includes 
somt  merhods which may be quite particular to how one agency models one site, but necessary to 
that organization for institutional reasons. Table 1 contains a few examples of Riverware's objects 
and User Methods. 

Table 1: Selected User Methods in Riverware 

In addition to water quantity modeling, Riverware provides several options for water quality 
calculr-ltions. The user may select to model dissolved solids only, temperature only, or combina- 
tions of' these and dissolved oxygen. If modeling total dissolved solids only,  a simple, well-mixed 
model is available. Temperature and DO models use a 2-layer reservoir model and discrctizcd 
reaches i n  which UIC water quality equations are coupled with hydraulic routing, either with or 
without dispersion. 

Object TYPe 

Reservoirs 

P ~ u e r  
Reservoir7 

Reaches 

Wilter User (011 

A special object on the paletle js the Thermal Object. This object evaluates of thc avoided costs 
from replacement of thernlal power by hydropower. 

User M e t h d  
CatrgoN 

Evaporation & 
Precrpiiation 

Spill 

Power 

Tailwater 

Routing 

Reiur~i Flnw 

User Methods 

No Evaporation Pan and Ice Evaporation Input Evaporat~cln 
Daily Evaporation CRSS Evapclratlon 

Unregulated Spill Regul~ted Plus Bvpass 
Regulated Splll Unregularrd P l u ~  Regulated Plus Bypass 
Unregulated Plus Regulated 

Plant Power Prak Base Power 
Unit Generator P ~ w e r  LCR Powct 

Tailwater Base Value Only Tailwater Stage Flow Lookup Table 
Tmlwata Base Value Plus Lookup Table Tailwater Compare 

Hoover Tailwater 

No Routing Muskingum 
Time Lag Rnutinp Kinematic Wnve 
Variablr Time Lag Routing Muskingum-Cunge 
SS ARR MacCormack 

Frachon Return Flow Variable Efficiency 
Proportional Shortage 



MULTIPLE SOLUTIONS AND CONTROLLERS 

Alternative approaches to modeling multi-ob.jective river basins have been developed, discussed 
and debatcd by water nlatlagement agencies and academicia~ls over thc years. RiverWare 
endeavors to provide hoth prescriptive and descriptive techniques which are easy to  formulate, 
analyze and apply to real planning and operations problems. Three fundamcntal solutron methods 
are provided jn RiverWare: simple simulation, rulebased s j rnula~on.  and nplimjzation. The first 
allows straight-iorward scenario runs in which user-supplied inpu~q drive the solution. [n the other 
two solution techniques, operational policies drive the solution. All operational policies are part of 
the input data set to permit easy modification and evaluation. In addition, the user may track water 
ownership by creating a ne~work of water accounts in parallel with the river basin topology, and 
solve the accounting network independently of the simulation. The specific details of these soIu- 
tion methods have been designed and implemented to assure ease of use in solving a broad rangc 
of modeling application problems. 

Simulation: Pure simulation solves a uniquely and completely specified problem. Each objec t 
must have enough information to invoke and solve a Dispatch Method, but may not have too much 
information. The solution is based on an object-oriented modeling paradigm: each object waits 
until it has enough information to solve, then i t  executes its Dispatch Method. The Dispatch 
Method solves for the unknown slots on the ob-ject, and jnforn~ation is propagated acmss links tu 
other objects. Too much (conilicting) information results in an error state and termination of the 
run. Not enough information results in parts of the model left unsolved. In  the cases where there 
are multiple links between objecLs, 1-e., the boundary conditions arc svlved rnutuaHy by the two 
objects, the objects iterate until a solution meets the convergence criteria ur the maximum iteration 
count is exceeded. 

Although the simulatiorl clock advances forward in time, the objects may solvc for Any timestep 
whenever they receive new inlorn~ation at that timcstcp. This allows some flexihiljty in spzc~f'ying 
models where the solution is not propagating from upstream to downstream and fonvard in lime. 
River reaches with time lags [nay solve for inflow given outflow, settjng the inflow value at a 
previous timestep and propagating that value upstream. In addition, target operations on reservoirs 
may be specif'icd, where a future target storage is met by adjusting the reservoir's outflow ovcr a 
specified timefranle. 

Rulebased Simulation; Whereas in pure simulation the model is exactly specified, in rulebased 
simulation there is not enough information on the ob,jects to solve the system. The additional infor- 
mation is added by prioritized policy statements (rules1 which art: specified by the user, interpreted 
by the rule processor and which set slot values on the objects hascd on the state of the systcnl. The 
n tks  themselves are basically if-then constructs which examine the state of system (functions of 
values of slots on the objects) in the antecedent (if)  clause and then sel slot values depending on 
that state. The rule sct is global in that each rule has a unique prionty even though it may pertain to 
only one or a I'ew objects. 

The rules arc cxpressed through the graphical Structure Editor which helps the user formulate 
syntactically curreot statements. The rule language permits the creation o l  I'uncticrns which may  
perform complicated caiculations to support the decisions made by the rules. The ]rule stalernents 
are parsed and interpreted, and the instructions are then executed by the Rule Processor. 



Thc inlcraction hcttvctn [he simulation and thc rules at each tiincstcp is as f'ollows. Thc modcl 
simulaics unril all ob-jects havc executed all the Dispatch Methods thcy can, given the user ~ I ~ J L I ~ S .  

Then the Rule PI-ocussor fires the highcst priority rule. Thc rule may fail il sunc  01' the slot values 
i t  nccds are not yet set, or il' i t  tries to ovewrito values set by a higher priority rule. Ii' ~ h c  rulc i i ~ l s ,  
thc next highest pr~ority rule is fired, and so con i1tlt11 a rule i s  successfully cxccu~cd and new slot 
values arc set on the 1-llodc1. After a rule tires, it is taken off' the list uC currently active rules until 
any of it!: dependctlc1c.s (slots it accesscs in the antecedeill clause) change. Aftcr the rule fires, the 
simulatjon continues until it has solved everything i t  can, then the Rule Processor is invoked 
again. This continues until there are no more rules which can fire a t  t h d  timestep, then the clock 
advances and thc next tirnestcp is executed. Just as in pure si~nulalion, there is no guarantee of a 
sol utiun. RiverW arc provides diagnostic tools. however, to aid the analyst in underslanding which 
rules succcssf~~lly fired, as well as w h ~ c h  objects dispatched which methods. 

O~timization: Riverware's optimization utilizes pre-cmptive goal programming, using lincar 
programming (LP) as an engine to optimize each of  he prioritized goals input by thc user. The 
optinldl solution of a higher priority goal is not sacrificed in order to oplimize a lower priority 
goal. The gods arc input by the uscr through the graphical Cons~raint  Editor tool. Each goal can he 
either a simple obicctive, or  a sct of constraints which is turned into an objectjvc 10 minimize the 
deviations 1iom the constraints. Riverware accesses the CPLEX mathematical programming 
subrouline Iibrary for the solvitlg cngine. 

One o l  the challenges of optimizing river bann operatinns using LP is represenling  he: nonlinear 
processes. Riverware provides autornatlc linearizing of nonilnear variables. The uscr nldy formu- 
late goals or constraints on a wide range of model variables (slots). The underlylng optimization 
software ret;?tn~ulates the ob,jective as a linear expression in the basic decislun variables. The 
nonlincar relationships are represented by table data entered by the uscr. The iidvanced uscr can 
select a1 tcmative linearization techniques and parameters which resui t in  more accuri te 1 ineariza- 
tiutw. Riverware's optimization softwilre also takes advantage of the basic model data available in 
thc objects and links o n  the workspacc to automatically generate the physical constraints of thc 
system w111ch reflect the mass balance, continuity and upper and lower hounds of the variahles. 
Thcse illlronlatiu features in R~vcrWare 's  optimization software allow the user to focus on 
expressing the pohcy in the goals, and make it possible for watcr resources engineers wilhout an 
optimization backg1.0l111d to generate and solve an appropriate goal programming formuiation. 

In addition to polic'ics governing flows, elevations, spill and other variables it)  the physically- 
based mocisl, power economic objectives may be brought into the analysis through methods devcl- 
oped o n  the Thermal Object. The user may specify an ohjectivc which involves maximizing the 
avoicicd dlernlal cost from hydropower gentration. The econonljc value represents a trade-off of 
the value of inlnlediatr: hydropower gentration against future expected value of water in storage. 
The currcnt value of hydropower is defined as the avoided costs of thern-ral power resulting f r o n ~  
the addition clt' hydropower to ~ h t :  overall power mix. As the most expensive thermal units are 
replaud by hydropower, the marginal cost of power generation decrcasc.~. 

W t ~ e t ~  thc optimization run is made, the physical constraints are generated and sent to b c  solver as 
the highest priority ob.jcctive. Then each user-specified goal is ~nterpretcd, linearized, i ~ t ~ d  s01vcd. 
For cach goal. the solutions of the higher priority objectives are maintained xi constraints. The 
optin~ization solution, the v a l ~ ~ s s  ut' the decision variahles, are returncd from CPLEX and enterd 



into thc slolb o n  thc rjhl2ct. After an oplitnizatio~~ run. ~ h c  user can s c ~  up pos(-ciptim~/.alion .simu- 
lation run whi~+h  ili~tort\;iti~ally cnlcrs the optinla1 rust1-voir rclzase schedulc as inpu~s in the s ~ m u -  
lalion an J solvts I 0 1 -  hirlragcs, elevations, hydropower. ztc. The sin~ulution CiltI  bc used lo rct'ine 
the optimi/,arion oulpu~. 

Water Accountin?: Walcr Accounts are crzdted by thc user on the ohj'uts Thc .\ourccs of watcr 
to fill thc accounls arc supply links Crotn other accounts and slots s11ch ;IS thohc'  which provide 
Hydrologic Inilow to the objects. Storagi: Accounts, Flow Accounts and Divcrs~on Accounts all 
rept.c.set~t legal accorrnrs in a wotc.1- righls system. Pass-through accoilnrc; ill.c crc,llcit !o kccp track 
of thc. ownership of watcr i n  uansit i n  thc sy~ t em.  

In the inikal prototype tmplt.mcntatton of thc water dccvunt~ng system, the accounts calculalc Ilieir 
balances as water IS trunsfcrred from one account tv anuthcr ~hrough the supply Ilnks. The itccounI 
network solulion bchavcs ~nuch  likc a sprcadsheet in 111;lt jt rnlnlzitiiltely i~pdatcs thc balanccs a h  data 
is entered. T h ~ s  iillowc; for tilt' accounting of water in an "illlcr-the-tact" model. Future development 
will allow for prcsuriptlvt solutions of the network based on operatjons and walcr priorities. 

Controllers: Ri\lcrWarc's "cuntroltcrs" arc thc sofwarc rncchanis~ns 1'01- dircct ing ~ h c .  model soiu- 
tion. The software architecluse was dehigned to support any number of controllers. The controllcrs 
parallel the solulion methods, b u ~  ccln also manage a conlbinatlon ol' so111 t~ons. Currently the 
lbl l~wing controllcrs can be selected by the user on the graphical Run C1)11rrt}1 diillog where the 
user also specifies the begin and end dales ol lhc run, and the timcstcp si/c. 

S~rnulatlon - can be run with or without Walcr Quality. Walcr QudI l~y  can hc run In-linc (a1 Lhc 
cnd of each iimestep) or post-process (at the end of thc run) .  
Rulebased Simulation - nunages the interaction of the si~nulatiot~ WI lh thc R ulc Prt)ccssor. Wclrcr 
Quality can bc c>oupIcd wilh rulebased simulation onl! 111 posl psoc.cssing mode. 
Oplin~i~at ion - prc-empr~ve linear goal programming solu~ion; ilntomiitically scts u p  the post- 
optimization sirnul;lt~r)n 11 lhc controller is switched to "Simulatiun" aitcr an opl~rnixalion run. 
Accounting - cxzculcs ilcco~lnling ~ncthods and solves accounts; currcnll!l (h1.s controller should 
be selcctcd as il pvst-processor after a sirnula~iun run has been completed; 
Rulebased Sin~ulallon / Accounting InLine - svtvcs cach tirncstcp for rulchii~cd ,cin~ulation then 
,iccounting. ;illowing thc upcrational rules to acccss thc previous timeslep's accounting valucs. 

LMTA MANAGEMENT INTERFACE 

Thc succcsst'ul application of any model for operational scheduling rer1uir.c.s thc modcl's data to bc 
updalcd quickly and easily to reflect currenl data such as real-time n~sasuron~cnls. inflow fore- 
casts. scheduled hyd~upldnt clperiitions, and spccial operations. For ki gcnera1 n~odcling tool. the 
data communications m ~ ~ s t  bc possible regardless of the specll'iu datilhase applicalion or thc' 
sourccs of other data. Simil;lrly, plil~lt~ing studies often I-cqulre il 1;lrge nuuihcr of rulw with varied 
data which may come t rom othcr cources such as htstorical dil1ub;~scs. Automatic importing and 
zxpor~ing of data call hc achir_.\~ed through Riverware's Data Managcmcnl Inlcrla~c u t l l i  ty. 

Thr Data Mandgcmcnt InterSace (DMI) i n  RtvcrWiitc provides thc meilns ol u5in; txtcrnal 
progriinls 1i1 au~on~~llicall  y load data into R~\c.r\Vare. Ttwsc routines are wrillcu hy I I I C  llsar 01' the 
user-s cwg;ini/arion i n  arly progranlrning langwgt: and invoked th~,ough thc R~vei-Wi~rc CiLfI. 



Scenario-hascci UMl's  cst.cutc a sullc r ) t  ~ndi\.iduill rouiinrs t i )  hrmg many data sourccs togcthcr 
11110 ihc mocicl. 'I'he DbII ciltl also hc used 10 i ~ ~ l v i i n c t .  the run ct)ncrc~l star1 and cnd tlnies. 

h1ODEL ANALYSIS A N D  SCENARIO MANAGERIENT 

The RivcrWarc niodcling cnvlronmrnr  is dcsigned to give the user the tools needed to build and 
run sttuulations to meet the needs o l  schcduling and planning activities. This is achieved through 
graph~cal user interface tools inctuding the i'ollowing: 

Sirnulalion Control Table: a spreadsheet-like display o i  the data from a Riverwart n~odel. The 
uscr constructs and conligurcs an SCT. and I.iln construct as many as needed to display various 
combinations ot' daLa. These can bc iconitied and broughl up as different views on thc model are 
needed. Thc SCT IS interactive in that ~ h c  user can specify inputs, m n  the simulation, and view 
lhc output from this intcrt'dcc. 
Diagnostics: inl'orrnation to assist thc user in analyzing modeling problems during runs goes to 
:MI output  dialog that saves the nlcssages and offers searching and hrowsing Statures. The user 
m;ty Mtcr the information ~ c c o r d i n s  to object, s lo~.  time. etc. Warnings and errors are always 
displayed. 
Dispatch 111fo Tahlc: a graphical tool showing what methods each object executed at each 
tinleslcp and which slols wcrc knnwll and  ~ ~ n k n o w n .  This is helpful to analyze overlundcr deter- 
mination pt.ohlems in simulation. 
Expression Slots: slols on the Diltil Oi>.jcct which hold uscr-dcflnsd expressions which are alge- 
braic combinations of other slots, 2.g.. sum oC all hydropower generation in the basin. 
Plotting: individual slots can be plotted quickly by selecting one button. Graphs with plot (if 

many slots and/or many ~'uns can be coniigul-cd by the user. Plot set-ups can he saved. 
Snapshot Managcr: the values o i  sclccted s l o ~ s  car1 be saved in this special data object for 
succcssivc runs. If plotting thc values, the ncw 1r:ices automatically are added to thc plots. These 
data can illsu be acccsscd by the expression siots. the SCT and other outpur forms. 
Multiple Run Management: Man): runs can bc set up and executed in advance, automatically 
changttlg slot data or poljcics hctween i m s .  The runs can all have the samc startiend times or be 
sequen~ial. An Index Scq~rcnrlnl setting on selected slols automatically perrnu tes a series o t' 
historic data sct as specified by the user (uscful in udng  historic inflow data for planning 
studies). 
Exccl Writer: a u~iliry that takes outputs l-rorn Riverware ruris and creates an Exccl Input file for 
user-speci fit post- pro~essing analysis. 

TECHNOLOGY TRANSFER 

RiverWarc is undcr continued dcvelnpmcnl at CADSWES, with ncw vfrsions released severill 
tinlcs a scar. Uscr s u p p o r ~  i< provided to sponsors, and ;1 web-based bug-tracking facility allows 
users ro log problems directly. [ t  is the inlcntion oC CADSWES and the sponsors to mai~liain the 
softwarc in ~ h t :  tulurc and provide enhancemenls as requested. In addition, fornlal training 
scssions arc given at CADSWES. A threc-day introductor+y training session is avatlithle, and ncw 
training cou~:l;c.s t'or Rulebased Simi11;ltion and Oplimiration arc anticipated. 

Rivcl-Ware is a c++ applicalion which runs on a Sun  workstations undcr the solaris 2.3 (or greater) 
operating sysicn~. 












