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IT Infrastructure - DOI 
Enterprise Infrastructure  
• Unified Messaging  

– Email and Collaboration 

• Telecommunications/Network  
• End-user device/software 

support (desktops, laptops 
and mobile phones) 

• Data Center and Hosting 
Services  

• Compliance and Support 
– Security 
– Records Management 
– IT Capital Planning and 

Investment Control  

 

Mission Specific Infrastructure 
• Software development, 

testing, and maintenance for 
mission applications or 
systems  

• National Critical 
Infrastructure  

• Applications and systems not 
connected to the DOI network  
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Water Data Infrastructure 

Presenter
Presentation Notes
Poster notes:
The NWIS consists of 2 major subsystems: the “core-NWIS” which is restricted to internal USGS data-producer use; and the NWISWeb system which provides the public Internet access to an aggregated database derived from the “core-NWIS”.  
USGS personnel in all 50 States, Puerto Rico, and Saipan use NWIS for the collection/acquisition, processing, review, storage and dissemination of water data. 
NWIS Water Science Centers control what/when/how data sent to NWISWeb for dissemination to customers/users (important so that only properly qualified data is released. NWISWeb automatically synch’d when data/metadata updated  in NWIS – NWISWeb is not a static warehouse.
NWIS’s real-time data processing features enable data transmitted via satellite or other telemetry to be processed, screened for outliers, and made publicly available from the NWIS website 5-10 minutes after transmission. 
Real-time subsystems fully redundant=Point out redundancy for real-time data acquisition (EDDN/Wallops), data processing (NWIS-RT/NWIS-WSC) and dissemination/delivery (NWISWeb in NatWeb/EnterpriseWeb).

Speed/through-put of real-time data = from the moment raw-data stored in ADAPs (sentry-log) to load into NWISWeb (available to retrieve) – was 4 minutes median—but now (after configuration improvements) between 3-4 minutes.
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• Uses a data model optimized for its prime 
functions -- the acquisition, processing, and long-
term archiving of data. 

• Data processing (computation of derivatives, 
review, qualification, and approval) is highly 
interactive favoring local access to server. 

• core-NWIS has internal services and interfaces  
that  enable  desktop-processing tools to access 
the  databases. 

Core-NWIS: 
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-- NWIS database installation 

Presenter
Presentation Notes
USGS network with NWIS installations – no longer Water Resources Division/Discipline.  Map is outdated as far as actual WAN connections/locations, but  current network topology is similar—for “example”  only.  

NWIS Installations
45 separate databases in local Water Science Centers
Common structure
Common software
Independently managed
Independent data (mostly)
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http://waterdata.usgs.gov/ 

Secure Repository Public “View” 
45 NWIS hosts 

http://waterservices.usgs.gov/ 
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National Aggregate Dataset 
Total sites 

Real-time sites 
Daily values 

Ground-water levels 
QW samples 

QW values 
Peaks 

1.57 Million 
      12,705 
 344 Million 
8.83 Million 
5.12 Million 
  96 Million        
 728,798 

http://waterdata.usgs.gov/ 

Secure Repository Public “View” 
45 NWIS hosts 

http://waterservices.usgs.gov/ 
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-- NWIS database installation 

-- NatWeb Node with Firewall 

Presenter
Presentation Notes
NatWeb is a part of the USGS EnterpriseWeb  hosting services located in Menlo Park, California; Sioux Falls, South Dakota; and Reston, Virginia.
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Reliability in NatWeb 
  

Presenter
Presentation Notes
NatWeb's reliability is achieved by using three geographically separated Web servers located in Menlo Park, California; Sioux Falls, South Dakota; and Reston, Virginia.
This allows us to continue providing the service in the event of power and network failures.  In addition, the SD and CA Nodes independently process the flow of instantaneous values, so if an event should force a WSC database to go offline, we can still continue serving that data on the web.

The Level 3 Enhanced DNS makes an http connection to each of the NatWeb web servers once a minute to verify that they are available. All web site hostnames served by NatWeb resolve to the pool of available IP addresses. Within 3 minutes of a Web server becoming unavailable that IP address is removed from DNS rotation. When that server comes back online the associated IP address is once again served within 3 minutes. This wide-area clustering of services simultaneously shares the traffic among multiple servers and ensures that only available servers are visible to the public.
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NWISWeb Data Delivery 

Menlo Park CA 

Sioux Falls SD 

Reston VA 

Five redundant copies of all 
timeseries data for all sites 

nationwide 

Two copies of all data  
discrete / historical  

for all sites nationwide 

NAD1 

NAD2 
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core-NWIS 
Database 

LRGS 

GOES  

DOMSAT  

Presenter
Presentation Notes
Geostationary Operational Environmental Satellite
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NWIS 
Database 

LRGS 

GOES  

DOMSAT  

Presenter
Presentation Notes
Geostationary Operational Environmental Satellite
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NWISWeb Data Transfer 

NAD 

Menlo Park CA 

Sioux Falls SD 

Reston VA 

HUB1 

NWIS  
Database 
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NAD 
HUB1 

TS data 

All data 

Sioux Falls SD 

Reston VA 
Menlo Park CA 

NWISWeb Data Transfer 
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NAD 

HUB2 

HUB1 

Sioux Falls SD 

Reston VA 
Menlo Park CA 

NWISWeb Data Transfer 

Presenter
Presentation Notes
Failover to HUB2
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HUB2 

TS data 

NAD 

Sioux Falls SD 

Reston VA 
Menlo Park CA 

NWISWeb Data Transfer 

Presenter
Presentation Notes
Then HUB2 routes files.  Any one of the three hubs can route all of the files for the entire system.
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HUB2 

TS data 

NAD 

Sioux Falls SD 

Reston VA 
Menlo Park CA 

NWISWeb Data Transfer 

Presenter
Presentation Notes
Then HUB2 routes files.  Any one of the three hubs can route all of the files for the entire system.
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NWIS Database is single point of failure 

NAD 
HUB1 

NWIS 
Database 
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NWIS 
Database 

LRGS 

GOES  

DOMSAT  

Presenter
Presentation Notes
Geostationary Operational Environmental Satellite
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NAD 
HUB1 NWIS-RT in  

“Hot Standby”  

NWIS – NWIS-RT Backup 

NWIS 
Database 

DOMSAT  
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NAD 
HUB1 NWIS-RT Serving WSC Data  

NWIS – NWIS-RT Backup 
DOMSAT  
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NWIS to NWIS-RT Replication 

CA NWIS-RT 

•FL 

•NM 

•AK 

•TX 

•MD/DE 

•OR 

•NV 

•ND 

 

•NJ 

•SC 

•PR 

•IA 

•NC 

•WI 

•AZ 

•WA 

•UT 

•MT 

•ID 

•MN 

•WY 
•SD 

•NE 

•KS 

•OK 

•MO 

•IL 
•IN •OH 

•PA 

•TN 
•AR 

•MI 

•KY 

•AL 

•CO 

•CA 

•HI 

•NY 

•VA 
•   WV 

•GA 
•MS 

•LA 

SD NWIS-RT 

LRGS 

LRGS 

Presenter
Presentation Notes
NWIS-RT provides a reliable backup system to allow uninterrupted delivery of real-time data to the web during periods when the Water Science Center (WSC) NWIS is unable to do so. Hurricanes, power outages, network outages, and upgrades to software. The NWIS-RT servers independently acquire and process GOES-telemetered real-time data concurrent with the WSC NWIS and (when needed) can deliver those data to the National NWISWeb system for display. The NWIS-RT servers can also be configured to allow a WSC office to send non GOES-telemetered data such as dial-up, microwave , etc. to NWIS-RT for processing and storage. 
Ensures availability of real-time (instantaneous values) to the public
Handles transfer of real-time data when a WSC computer is down
Continuous replication to NWIS-RT machines of key NWIS tables from all WSC databases
Independent downlink of satellite data feed with ability to process other telemetered data
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Security 
• NWIS Security Classification - Moderate 

– NWIS, Earthquakes, Landsat and National Map 
are mission critical major system 

– Rigorous IT practices, controls and 
accountability  

• DOI Enterprise  
– Network scans and firewalls 
– Secure desktop systems and enterprise 

services 

Presenter
Presentation Notes
FIPS 199 Security Classification {confidentiality, integrity and availability}
NWIS complete security Assessment and Accreditation (A&A) occurred May 2012. Continuity of Operations is tested annually, and the foundation documents are up-to-date and in compliance with NIST requirements. 
-  NWIS is at NIST 800-53 maturity level 4 or higher for all security controls.
- NWIS uses formal configuration management processes and complies with applicable security configurations (e.g., Security Technical Implementation Guides- STIGs). STIGs are implemented on all testing, development and production servers, and changes are managed and controlled. This is achieved through the NWIS Sun TAC team which also coordinates with the BUTST (Bureau Unix technical support team) and controlled NWIS software releases.
- Annual formal risk assessments are performed and weakness are documented, tracked and managed within the operational funding (POA&Ms).
NWIS funds regular IT Security Control Reviews (4 per year), a permanent security manager and a technical security advisory team. 
PRIVACY – Personally Identifiable Information (PII)
NWIS operates under Privacy Act SORN USGS--01, “National Water Information System: NWIS”; the NWIS Privacy Impact Assessment was last updated/approved on 12/7/2011.
Water Mission Area Scientific Records Liaison Officer (Ken Skipper) and NWIS team assist USGS records managers and science centers wrt sensitive NWIS data.
RECORDS MANAGEMENT
- The water data stored in NWIS are considered permanent record -  the retention period is indefinite. This is in accordance with NARA Item Number 1400-01 dated April 14, 2008, for the National Water Information System (NWIS), and is part of the overall USGS Water Resource Discipline Scientific Records Disposition Schedule.
Access to data in NWIS is controlled by application and database protections. No PII or sensitive data are transmitted to NWISWeb (or outside the DOI internal network/firewall).
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• Regular system and database backups 
– Database  management system’s recovery logs 
– Daily incremental and weekly full backups 
– Checksums and verifications 
– Encrypted and copies taken offsite 

• COO 
– Redundant systems for real-time data 
– NWIS Buddy-sites  

• uses a WSC in a different “weather pattern” 
• weekly data transfers, verification and annual testing 

Data Protection and Continuity of 
Operations (COO) 
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• NWIS follows formal documented processes . 

– User support  is provided by funded support teams.   

– Formal  configuration management and testing practices are followed. 

– Critical patches follow a strict documented assessment before 
release. 

– User Groups perform formal reviews and testing of NWIS before each 
release.  

• NWIS  performs IT Security Control Reviews (4 per year), and has a 
permanent security manager and field-based technical advisory team.  

• NWIS  teams maintain web-pages of best practices, check-scripts and 
automated  monitoring processes - and  a 7x24 real-time data support-
hotline.     

• Specialized training is regularly provided to system and database 
administrators. 

 
 
 
 

Maintenance/Operations 

Presenter
Presentation Notes
NWIS follows formal documented processes (available on the internal web pages). NWIS provides application-based user support via funded support teams.  An issue tracking system is used and response-times to user problems are monitored by subsystem managers. 
Formal system and application configuration management and testing practices are followed and centrally managed by the NWIS support unit. Critical patches outside regular release schedules follow a strict documented assessment for meeting agreed upon criteria (priority/severity) and testing before release.
-  NWIS uses formal configuration management processes and complies with applicable security configurations (e.g., Security Technical Implementation Guides- STIGs). STIGs are implemented on all testing, development and production servers, and changes are managed and controlled. This is achieved through the NWIS Sun TAC team which also coordinates with the BUTST (Bureau Unix technical support team) and controlled NWIS software releases. 
Any system changes or architecture modifications are reviewed by the NWIS security and operations teams, USGS Security and Operations (ITSOT). 
- All NWIS teams/staff have had required training in data and information management – records management and privacy-act requirements. The annual training for NWIS database administrators also covers aspects of data security and records management.
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Presenter
Presentation Notes
Example of testing configurations needed..the 5.1 user test occurred while WSC production core-NWIS servers were at 4.11 and 5.0.
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Data Flow: Acquisition to 
Dissemination 

Presenter
Presentation Notes
Core-NWIS Database “components” or subsystems
GWSI: site characteristics, and ground-water water levels and well construction information
QWDATA: water quality data obtained from field samples that are later analyzed at laboratories
SWUDS: site-specific water use (withdrawals, conveyances, transfers and returns)
AWUDS: aggregated water use
ADAPS: time-series data from groundwater, surface water and water quality continuous monitoring sites

Data acquisition: telemetry, EDLs,  NWQL/labs, Mobile Field-computers (gw levels, wq monitor calibrations/notes, discharge measurements, station levels….), NWIS entry/editing routines (character-based and GUIs like SiteVisit/MAPS/Hydra) and other batch entry. First level checking/validations done here (simple domain/ref-lists).
Computation and processing: applications of corrections/shifts, ratings etc (GRSAT/SMART and ADAPS) to get corrected data and derivative computations like  streamflow, etc..);  and data review, verification and qualification (including SIMS- station analysis/RMS, screening thresholds /editing flags, cation/anion balances,  GWCheck; qualifying data as reviewed/DQI and provisional/approved) .
Data dissemination: Updates/changes automatically sent to NWISWeb; data displays and additional “masking” and notations controlled by nw_edit (including Coop logos and URLs to diagrams/pictures). Also NWISWeb daily QA data threshold checks emailed to WSCs.
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•Through January 2013 

Presenter
Presentation Notes
High customer satisfaction (90%-95% over the past 5 years)
Availability of website 99 % 
Servers/systems actively maintained – web services have matured from experimental to a key part of the system architecture.
NWISWeb usage continues to grow – more than a 70% increase over the expected 2012 target for the number of retrievals made by the public.
Selected feedback from the  June 2012 NWISWeb Customer Satisfaction Survey
Truly lives are at stake, the information you provide real time is vital to safe passage on some rivers for recreation. Decisions are based on this data every day, if people had to just run a river blind there would many more accidents. This service is invaluable to many people probably more than you realize, and information taken off the site is passed digitally to many more people who don’t even go the site.

The web services are excellent! The APIs are well designed, and the services are very efficient. Thanks so much for making it easy to get to your data. 
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Software Development 

• User driven 
– Users define priorities 
– Users develop requirements 
– Users test and accept software 

• Formal Users Groups 
– Authority 
– Responsibility 
– Partnership with development staff 

• Multifaceted 
– Official NWIS software development 
– Commercial software 
– Locally written/nationally recognized products 
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Modern Delivery Services 

Presenter
Presentation Notes
Site, IV, DV, GW levels and QW web services.
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Mobile Strategy   
• NWISWeb web services provide customer-facing 

services to high-value data  
• Consumed by USGS, Federal partners, and 

others (in their websites, data-portals and 
mobile applications) 

• USGS WaterAlert, WaterNow and WaterWatch 
depend on NWISWeb data services 

• A mobile friendly  version of the NWISWeb Real-
time data web-interface will be made available in 
late 2013 

 
  

Presenter
Presentation Notes
NWIS supports many aspects of the Presidential Directive for "Building a 21st Century Digital Government" by providing the public open access to the USGS water data and information via modern web APIs and data services. NWIS also provides public information on our web/data services to help developers build new services and applications.
http://waterservices.usgs.gov/
http://waterservices.usgs.gov/examples/showcase.html
http://waterdata.usgs.gov/nwis/)

NWIS is part of the DOI Digital Government Strategy and supports Strategic Directions for USGS Water Science
"NWIS data are available at http://waterdata.usgs.gov, and the API is described athttp://waterservices.usgs.gov." 
"NWIS data are available at http://waterdata.usgs.gov. By late 2013, a maintenance update to the existing services is planned that will optimize the query and display of real-time water data on mobile devices.“
�
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IV Service Apps and Integrations 
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Sends emails/texts based upon 
user pre-set thresholds 

Almost all real-time parameters 
Hourly or daily intervals 
Thresholds:  
 greater than 
 less than 
 between a range 
 outside a range 
Sends  notifications when 

NWISWeb flags are turned 
on/off 

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

WaterAlert 
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WaterNow 



slide 38 

Coming Soon - 
NWISWeb Mobile 
Friendly Displays 
 
 
 
 
NWIS Web Main Page - 
Before and After 

Presenter
Presentation Notes
NWISWeb will have a m.waterdata.usgs.gov website that features a mobile friendly version of the Current Conditions data displays.
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Coming Soon - 
Mobile Aware 
Current Data 
Display 

Can use GPS to locate and 
display current data for sites 
near user, or use other 
options 
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Data Integration / Interoperability 
• The USGS Office of Water Information (OWI) and the Center 

for Integration and Data Analytics (CIDA) are collaborating 
with OGC including working on OGC “Interoperability 
experiments” with international partners and actively 
contributing to standards and protocol development. 

• NWISWeb is providing the data/web services  and revising 
them based on latest OGC protocols (WaterML 2, WFS, SOS) 
but will likely need to support other protocols as well. 

• CIDA  developed the USGS/EPA Water Quality web services 
portal and is actively involved in other ACWI sponsored 
portal development efforts. 

• OWI is active contributor to the USGS Community for Data 
Integration ( sponsored by the USGS Core Science Systems 
mission area) 

 

Presenter
Presentation Notes
OGC = Open Geospatial Consortium
WFS= Web Feature Service
SOS = Sensor Observation Service
WaterML = XML standard/format developed by CUAHSI in collaboration with International Partners
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Questions? 
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