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Presentation Notes

Abstract: Multivariate statistical techniques are the application of statistics to simultaneous observations and can include the analysis of more than one outcome (dependent) variable. Good multivariate analysis starts with exploratory and graphical analyses to reveal potential relations in the data and to highlight potential outliers. First, this presentation will discuss how to extend univariate and bivariate methods for graphical analysis to multivariate data, as well as methods unique to multivariate data. Second, multivariate outlier detection will be presented. Third, there will be a brief discussion of multivariate statistical analysis methods, such as multiple regression, principal component analysis, and cluster analysis, including examples and suggestions as to when one might want to use these techniques. 



Exploratory Graphical and Numerical Analysis 

 Histogram 

 Plots: X, Y, and Z and pairs plots 

 Correlation 

 

 



Histogram 

base R ggplot2 

Presenter
Presentation Notes
# The following three lines are needed if one has not installed
# the packages devtools and smwrData previously
install.packages("devtools")
library(devtools)
install_github("USGS-R/smwrData")

# this package makes some USGS datasets available for 
# experimentation
library(smwrData)
# this will get you to the help file to see what datasets
# are available
?smwrData

# make this dataset available
data("QWall")

# default R histogram
hist(QWall$P00665)

par(las = 1, tck = 0.02)
hist(QWall$P00665, main = "", 
     xlab = "Total phosphorus concentration, in milligrams per liter")

# install.packages("ggplot2")
library(ggplot2)
qplot(QWall$P00665, geom="histogram", boundary = 0.5, 
      binwidth=0.01) + 
  xlab("Total phosphorus concentration, in milligrams per liter") +
  ylab("Count")

# if data with the same mean and standard deviation
# were normally distributed, it would look like this
# setting the seed results in the same set of random
# values every time so that the data are reproducible
set.seed(100)
hist(rnorm(10000, mean = mean(QWall$P00665, sd = sd(QWall$P00665))),
     main = "", xlab = "10,000 normally distributed random values")

This tells us that the data are skewed and not normally distributed, normally distributed data would have a bell shaped curve and the median value would equal the mean value. These data are right skewed – if we had normally distributed data, it would look like the third plot.

Water quality data are often skewed because values do not go below 0 and it is common to have a few values higher than the rest. Skewed data suggest that parametric methods, such as t tests or regression methods, are no the best option, unless one transforms the data to make it more closely follow a normal distribution (such as taking the logarithm of the concentration values). Nonparametric tests and trend methods may be used on the original values.



X Plot 

Presenter
Presentation Notes
The following code is for all of the X-Y-Z plots

It progresses from one dimension plotted against order (index), to plotting a value against time, values against each other, to three dimensional plots, to pairs plots and variations of pairs plots.

# The following three lines are needed if one has not installed
# the packages devtools and smwrData previously
install.packages("devtools")
library(devtools)
install_github("USGS-R/smwrData")

# this package makes some USGS datasets available for 
# experimentation
library(smwrData)
# this will get you to the help file to see what datasets
# are available
?smwrData

# make this dataset available
data(MenomineeMajorIons)
head(MenomineeMajorIons)

plot(MenomineeMajorIons$Calcium, ylab = "Calcium, in milligrams per liter",
     main = "Menominee River near McAllister, Wisconsin")

plot(MenomineeMajorIons$sample.dt, MenomineeMajorIons$Calcium,
     xlab = "Date", ylab = "Calcium, in milligrams per liter")

plot(MenomineeMajorIons$Calcium,MenomineeMajorIons$Magnesium,
     xlab = "Calcium, in milligrams per liter",
     ylab = "Magnesium, in milligrams per liter")

install.packages("scatterplot3d")
library(scatterplot3d)

scatterplot3d(MenomineeMajorIons[,c("Calcium", "Chloride", "Sulfate")],
              highlight.3d=TRUE, col.axis="blue", col.grid="lightblue", 
              main="Menominee River near McAllister, Wisconsin", pch=20,
              angle = 25)

scatterplot3d(MenomineeMajorIons[,c("Nitrate", "Chloride", "Sulfate")],
              highlight.3d=TRUE, col.axis="blue", col.grid="lightblue", 
              main="Menominee River near McAllister, Wisconsin", pch=20)

pairs(MenomineeMajorIons[,c("HCO3", "Calcium", "Chloride", "Sulfate", "Sodium",
                            "Potassium", "Nitrate", "sample.dt")])


panel.cor <- function(x, y, digits=3, prefix="", cex.cor) 
{
  usr <- par("usr"); on.exit(par(usr)) 
  par(usr = c(0, 1, 0, 1)) 
  r <- cor(x, y,use="complete.obs")
  txt <- format(c(r, 0.123456789), digits=digits)[1] 
  txt <- paste(prefix, txt, sep="") 
  if(missing(cex.cor)) cex <- 0.8/strwidth(txt) 
  
  test <- cor.test(x, y, na.action="na.omit", method="kendall") 
  # borrowed from printCoefmat
  Signif <- symnum(test$p.value, corr = FALSE, na = FALSE, 
                   #cutpoints = c(0, 0.001, 0.01, 0.05, 0.1, 1),
                   #symbols = c("***", "**", "*", ".", " ")) 
                   cutpoints = c(0,0.01, 0.05, 0.1, 1),
                   symbols = c("***", "**", "*", " ")) 
  
  text(0.5, 0.5, txt, cex = max(cex * abs(r),.9)) 
  text(.8, .8, Signif, cex=cex, col=2) 
}

panel.histFB <- function(x, ...)
{
  usr <- par("usr"); on.exit(par(usr))
  par(usr = c(usr[1:2], 0, 1.5) )
  h <- hist(x, breaks=9, plot = FALSE)
  breaks <- h$breaks; nB <- length(breaks)
  y <- h$counts; y <- y/max(y)
  #y <- h$density; 
  rect(breaks[-nB], 0, breaks[-1], y, col="cyan", ...)
  my.den<-density(x[!is.na(x)])
  lines(my.den$x,my.den$y/max(my.den$y),lty=2)
}

pairs(MenomineeMajorIons[,c("HCO3", "Calcium", "Chloride", "Sulfate", "Sodium",
                            "Potassium", "Nitrate", "sample.dt")], 
      lower.panel=panel.smooth, upper.panel=panel.cor, 
      diag.panel=panel.histFB) 



X-Y Plot 
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Presentation Notes
See code in slide 4.



X-Y Plot 
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Presentation Notes
See code in slide 4.




X-Y-Z Plot 

Presenter
Presentation Notes
See code in slide 4.




Pairs Plots 

Presenter
Presentation Notes
See code in slide 4.




Pairs Plots 

Presenter
Presentation Notes
Will verbally explain meaning of plot.

Center diagonal – histograms with density line – tells us about distribution of individual variables, such as normal or skewed

Lower left, scatter plot with loess smooth

Upper right, Kendall’s tau correlation with statistical significance

See code in slide 4.




Notes on Correlation 

 Pearson’s r (Pearson correlation coefficient, Pearson product-moment 
correlation coefficient) 
 Assumes a linear relation  
 Often what people are referring to when they say correlation, but not 

always appropriate 

 Kendall’s tau correlation (Kendall’s rank correlation coefficient) 
 Non-parametric, based on ranks, when one value is large the other value 

tends to be larger, but not necessarily a linear relation, a measure or 
ordinal association 

 Spearman’s rho (Spearman’s rank correlation coefficient) 
 Non-parametric, based on ranks and the assumption that two variables 

follow a monotonic function 
 

Presenter
Presentation Notes
All express some statistical dependence (not necessarily causal).

In a monotonic relationship, the variables tend to change together, but not necessarily at a constant rate.

Pearson’s most sensitive to outliers



Piper/Ternary/Trilinear Diagram 

 

 

Rectangular version for Python and ArcGIS - 
http://python.hydrology-amsterdam.nl/ 

Trilinear version for R https://cran.r-
project.org/web/packages/hydrogeo/ 

Leeth and others, 2005 

Presenter
Presentation Notes
Piper plot is a graphical representation of water quality (one or more samples).

Piper diagrams consist two trilinear diagrams along the bottom and a diamond-shaped diagram in the middle. The trilinear diagrams illustrate the relative concentrations of cations [left diagram; Sodium (Na+) plus Potassium (K+), Calcium (Ca++), and Magnesium (Mg++)] and anions [right diagram; Bicarbonate (HCO3-) plus Carbonate (CO3--), Sulfate (SO4--), and Chloride (Cl-)] in each sample. Each sample is represented by a point in each trilinear diagram.
�Concentrations in milligrams per liter are converted to milli-equivalents per liter (based on ion weight and valence)

The diamond figure is designed to show both anion and cation groups. For each sample, a line is projected from its point in the cation and anion trilinear diagrams into the upper region; where the lines intersect, the symbol is plotted. 

These plots represent samples collected during November 2002 and November 2003 were plotted on a trilinear diagram. Both of these diagrams (bottom of facing page) show that the surface-water sample has a different chemical composition than the ground-water samples. The surface-water sample has a higher sodium, potassium, and magnesium content and a lower carbonate and bicarbonate content than do the ground-water samples.

Leeth, D.C., Clarke, J.S., Wipperfurth, C.J., and Craigg, S.D., 2005, Ground-water conditions and studies in Georgia, 2002-03: U.S. Geological Survey Scientific Investigations Report 2005-5065.

Piper diagram developed by Arthur Piper of the USGS, published in 1953, A graphic procedure in the geochemical interpretation of water-analyses, Transactions, American Geophysical Union, Volume 25, Issue 6, p. 914-928



Piper/Ternary/Trilinear Diagram 

Uses USGS R packages 
smwrGraphs and smwrData 
(citation on next slide) 

Presenter
Presentation Notes
Piper diagram using USGS package smwrGraphs and sample data from smwrData package; 4 sites

install.packages("hydrogeo")
install.packages("devtools")
library(devtools)
install_github("USGS-R/smwrBase")
install_github("USGS-R/smwrGraphs")
install_github("USGS-R/smwrData")

### R code from vignette source 'PiperPlot.Rnw'

###################################################
### code chunk number 1: PiperPlot.Rnw:27-38
###################################################
# Load the smwrGraphs package
library(smwrGraphs)
# Generate a random sample for the ternary diagram
set.seed(2727)
# Ternary diagram data
X <- runif(25, .1, 1.)
Y <- runif(25, .1, .8)
Z <- runif(25, .3, 1.)
# Get the selected groundwater quality date from Hem
library(smwrData)
data(MiscGW)


###################################################
### code chunk number 2: PiperPlot.Rnw:46-74
###################################################
# Transform the data. This example will ignore potassium, fluoride, and nitrate
# (carbonate is either 0 or missing and will also be ignored).
PD <- transform(MiscGW, Ca.meq = conc2meq(Calcium, "calcium"),
                Mg.meq = conc2meq(Magnesium, "magnesium"),
                Na.meq = conc2meq(Sodium, "sodium"),
                Cl.meq = conc2meq(Chloride, "chloride"),
                SO4.meq = conc2meq(Sulfate, "sulfate"),
                HCO3.meq = conc2meq(Bicarbonate, "bicarb")) 
# abbreviations allowed in the call to conc2meq
# The row name identifies the sample source, create a column
PD$SS <- row.names(PD)
# setSweave is a specialized function that sets up the graphics page for
# Sweave scripts. It should be replaced by a call to setPage or setPDF 
# in a regular script.
# The minimum page size for a Piper plot is 7 inches. No check is made,
#  but the axis title spacings require a graph area of at least 6 inches.
setSweave("piperplot01", 7, 7)
# For this example, a separate graph area for an explanation is not needed
#  because there are only 4 groups (individuals).
AA.pl <- with(PD, piperPlot(Ca.meq, Mg.meq, Na.meq, 
                            Cl.meq, HCO3.meq, SO4.meq,
                            Plot=list(name=SS, color=setColor(SS)),
                            zCat.title = "Sodium",
                            xAn.title = "Chloride",
                            yAn.title = "Bicarbonate"))
addExplanation(AA.pl, where="ul", title="")
# Required call to close PDF output graphics
graphics.off()




Stiff Diagram 

 Similar to Piper, but less detailed could be placed graphically on a map 

Uses USGS R packages 
smwrGraphs and smwrData 

Lorenz, D.L., and Diekoff, A.L., 2017, smwrGraphs—An R package for graphing hydrologic data, version 1.1.2: 
U.S. Geological Survey Open-File Report 2016–1188, 17 p., https://doi.org/10.3133/ofr20161188. 

Lorenz, D.L., 2015, smwrData—An R package of example hydrologic data, version 1.1.1: U.S. Geological 
Survey Open-File Report 2015–1103, 5 p., http://dx.doi.org/10.3133/ofr20151103. 

Presenter
Presentation Notes
Need to run code on previous slide first

###################################################
### code chunk number 5: PiperPlot.Rnw:155-165
###################################################
setSweave("piperplot04", 6, 6)
AA.lo <- setLayout(height=3.5, explanation=list(bottom=1.1))
setGraph(1, AA.lo)
# Accept all defaults, but subset the data for the small graph size
AA.pl <- with(PD, stiffPlot(cbind(Ca.meq, Mg.meq, Na.meq),
                            cbind(Cl.meq, SO4.meq, HCO3.meq), ylabels=SS))
setGraph("explanation", AA.lo)
addExplanation(AA.pl)
# Required call to close PDF output graphics 
graphics.off() 




Stiff Diagrams on a Map 

2006 Progress Report: Evaluation 
Groundwater Chemistry in Gonzales 
County, Texas and Technical and 
Educational Assistance to Groundwater 
Conservation Districts in Texas, Figure 7, 
https://cfpub.epa.gov/ncer_abstracts/in
dex.cfm/fuseaction/display.highlight/abs
tract/7571/report/2006 

Presenter
Presentation Notes
Colors represent two different aquifers



Stiff Diagrams on a Map 

Bartos, T.T. and Muller Ogle, K., 2002, Water quality and 
environmental isotopic analyses of ground-water 
samples collected from the Wasatch and Fort Union 
formations in areas of coalbed methane development—
Implications to recharge and ground-water flow, eastern 
Powder River Basin, Wyoming: U.S. Geological Survey 
Water-Resources Investigations Report 02-4045, 88 p., 
https://pubs.usgs.gov/wri/wri024045/. 

Presenter
Presentation Notes
Quote from report: “Stiff diagrams are used to compare the ionic composition of water samples between different locations, depths, or aquifers. The stiff diagram is a polygon created from three horizontal axes extended on both sides of a vertical axis. Cations are plotted on the left side of the axis and anions are plotted on the right side, both in meq/L. A greater distance from the vertical axis represents a larger ionic concentration. The cation and anion concentrations are connected to form an asymmetric polygon known as a stiff diagram, where the size is a relative indication of the dissolved-solids concentration.” 



Outlier Detection 

 Pairs plots 

 Plots against time 

 Check cation/anion balance 
 The ion equivalents of the cations should approximately match that of 

the anions 
 Lab should check this, often can be a problem in legacy data though 
 Example calculator here http://users.tinyonline.co.uk/chrisshort/ib.htm 
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Presentation Notes
Cations: Sodium (Na+) plus Potassium (K+), Calcium (Ca++), and Magnesium (Mg++)
Anions: Bicarbonate (HCO3-) plus Carbonate (CO3--), Sulfate (SO4--), and Chloride (Cl-)

Cation/anion balance integrates both the concentration (mass) and the charge of the ion

According to the principle of electroneutrality, the total charge of an water must be zero. Therefore, the number of positive charges must be equal to the number of negative charges.

Enter the following in the online calculator:

Calcium mg/l:  41 Magnesium mg/l: 12 Potassium mg/l:  1.5  Sodium mg/l:  9.9
Alkalinity (bicarbonate) mg/l:  129 Select alkalinity units:  mg/l
Sulfate mg/l:   15 Chloride mg/l:  17  Nitrate mg/l: 0.06

Balance seems to be off. This calcium value was anomalously high in other plots and this tells us the cations are high compared to the anions. Replace calcium of 41 with the mean of the calcium values, 25, and the ions balance is fair. This is another indicator that the calcium value is suspect.



http://users.tinyonline.co.uk/chrisshort/ib.htm


Multiple Regression 

 Many underlying assumptions that need to be checked for model to 
be appropriate 

 Statistical Methods in Water Resources (Helsel and Hirsch, 1992), 
excellent resource for this. 

 New version coming in 2018, with examples in R  

Presenter
Presentation Notes
Helsel, D.R., and Hirsch, R.M., 1992, Statistical Methods in Water Resources Research: Elsevier, New York.


https://www.googleadservices.com/pagead/aclk?sa=L&ai=DChcSEwihh6H-qMzXAhUCxGQKHZxoCkkYABABGgJwag&ohost=www.google.com&cid=CAASE-RoQ8mmL3hYii23BWhkU5LLCgI&sig=AOD64_0gnkuw4J8kCA2DOFmrCtO7W3Yw6g&ctype=5&q=&ved=0ahUKEwiswZr-qMzXAhXG31QKHcK6AtAQ8w4Icg&adurl=


Assumptions Necessary for OLS Purposes 

Page 225 of  
Helsel, D.R. and R. M. Hirsch, 2002, 
Statistical Methods in Water Resources: 
U.S. Geological Survey Techniques of Water 
Resources Investigations, Book 4, chapter 
A3, 522 p.,  
https://pubs.usgs.gov/twri/twri4a3/. 



Regression Diagnostics 

 Excellent Regression Diagnostics in 
 Base R—includes the residual plots—very important to study plots 
 car package—Companion to Applied Regression;  functions and datasets 

to accompany J. Fox and S. Weisberg, An R Companion to Applied 
Regression, Second Edition, Sage, 2011. 

 rms package—Regression modeling strategies by Frank Harrell 
regression modeling, testing, estimation, validation, graphics, prediction 

R Core Team, 2017, R: A language and environment for statistical computing: R Foundation for Statistical Computing, Vienna, 
https://www.r-project.org/. 

Fox, J. and Weisberg, S.,  2011, An R companion to applied regression, (2nd ed.): Thousand Oaks, Calif., Sage, 
http://socserv.socsci.mcmaster.ca/jfox/Books/Companion 

Harrell, Jr., F.E., 2016, rms—Regression Modeling Strategies, R package version 5.0-1, https://CRAN.R-project.org/package=rms 



General Text for Linear Regression and ANOVA 

 

 

Presenter
Presentation Notes
Of all the math and stats text I’ve had, the one I have referenced the most is an earlier edition of this.

Kutner, M., Nachtscheim, C., Neter, J., and Li, W., 2004, Applied Linear Statistical Models: The McGraw-Hill/Irwin Series, The McGraw-Hill Companies, 1396 p.



Cluster Analysis 

 Many versions of cluster analysis 

 Güler and others (2002) described hierarchical cluster analysis as “an 
efficient means to recognize groups of samples that have similar 
chemical and physical characteristics.”  

 Hierarchical agglomerative cluster analysis 
 Ryberg, Karen R., 2006, Cluster Analysis of Water-Quality Data for Lake 

Sakakawea, Audubon Lake, and McClusky Canal, Central North Dakota, 
1990-2003: U.S. Geological Survey Scientific Investigations Report 2006-
5202, , 38 p., https://pubs.usgs.gov/sir/2006/5202/. 

 

See agnes function of R package: Maechler, M., Rousseeuw, P., Struyf, A., Hubert, M., 
Hornik, K., 2017, cluster—Cluster analysis basics and extensions, R package version 2.0.6, 
https://CRAN.R-project.org/package=cluster. 

Presenter
Presentation Notes
Güler, C., Thyne, G.D., McCray, J.E., and Turner, K.A., 2002, Evaluation of graphical and multivariate statistical methods for classification of water chemistry data: Hydrogeology Journal, v. 10, p. 455-474.


McClusky Canal:
As a result of the Dakota Water Resources Act of 2000, the Bureau of Reclamation, U.S. Department of the Interior, identified eight water-supply alternatives (including a no-action alternative) to meet future water needs in portions of the Red River of the North (Red River) Basin. Of those alternatives, four include the interbasin transfer of water from the Missouri River Basin to the Red River Basin. Three of the interbasin transfer alternatives would use the McClusky Canal, located in central North Dakota, to transport the water. Therefore, the water quality of the McClusky Canal and the sources of its water, Lake Sakakawea and Audubon Lake, is of interest to water-quality stakeholders.
The Bureau of Reclamation collected water-quality samples at 23 sites on Lake Sakakawea, Audubon Lake, and the McClusky Canal system from 1990 through 2003. 

See https://CRAN.R-project.org/view=Cluster for many more resources on cluster analysis in R.




Cluster Analysis 

 Specific conductance 

 pH 

 Alkalinity 

 Calcium 

 Magnesium 

 Sodium 

 Potassium 

 Sulfate 

 Chloride 

 Ammonia 
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Presentation Notes
In HACA, each sample forms its own cluster, and then pairs of clusters are successively merged on the basis of similarity of measurement and a linkage method. There are N-1, or 408, (where N is the total sample size, 409) merges in which the closest two clusters are merged into a single cluster, resulting in one less cluster at that merge. In this analysis, the similarity was computed by the Euclidean distance between samples. The Euclidean distance is the straight-line distance between two points in c-dimensional space defined by c variables. Here, c is 10 representing the 10 water-quality properties and constituents listed in table 5. Two points that have very similar values for all 10 constituents would lie close to each other if plotted in 10-dimensional space and, therefore, would have a small Euclidean distance between them and they would cluster together.
The linkage used to merge clusters was Ward’s method. Ward’s method uses an analysis of variance (ANOVA) approach to evaluate differences between clusters (Güler and others, 2002). The two clusters that are merged are the pair that lead to the smallest increase in the sum of the within-group sums of squares. The within-group sum of squares is the sum of the squared Euclidean distances from each sample to the center of its parent group.



Six Groups 

Presenter
Presentation Notes
Examination of figure 5 led to the identification of three major branches in the dendrogram. These three branches represent three major cluster groups, labeled as A, B, and C in figure 6. A, B, and C were identified as major cluster groups because the linkage distance at which they combine with each other is relatively large, indicating that there are relatively large Euclidean distances between the samples in groups A, B, and C. The linkage distance at which groups A and B are combined is less than the linkage distance at which group C combines with the rest of the data, indicating that samples in groups A and B are more similar to each other than to the samples in group C. The samples in group C do not merge with the rest of the samples until the final, N-1, step of the algorithm. 
Subgroups may be examined within these three main groups. The number of subgroups examined is subjective in that the analyst determines the number of subgroups by balancing interest in interpretable subgroups and avoidance of needless splitting of the data. One determines the number of subgroups examined by drawing a line across the dendrogram and examining the main clusters branching out beneath that line. By means of a dashed horizontal line, figure 6 shows the data divided into six subgroups (1-6). The groups and subgroups can be examined for spatial and temporal differences in sample membership and statistically significant differences in water-quality constituents.



Cluster Analysis Lead to Questions that Results in 
More Information about System 

Presenter
Presentation Notes
Led to information about the freshening program in WS 1 that I had not originally been told about and information about section WS 6 being called “Skunk Lake”



Statistically Significant Differences Among Groups 

 Kruskal-Wallis rank sum test is a nonparametric test 

 Test for the situation where analysis of variance (ANOVA) normality 
assumptions may not apply. 

 Null hypothesis is the location of all the groups is the same (same 
median). 

 Alternative hypothesis is that at least one group is different (test does 
not indicate which one) 

 Differences can be explored graphically 

Presenter
Presentation Notes
To test statistical significance, the Kruskal-Wallis rank sum test () was used. The Kruskal-Wallis rank sum test is a nonparametric test, meaning it does not assume that the data follow a particular distribution, such as the normal distribution. The differences in sampling periods of record, in the number of samples, and in the operational conditions at different sites in the study do not support the assumption that the samples all follow the same distribution. The Kruskal-Wallis test compares data in more than two groups. When only two groups are compared, the Kruskal-Wallis rank sum test reduces to the Wilcoxson rank sum test.

http://www.itl.nist.gov/div898/software/dataplot/refman1/auxillar/kruskwal.htm

Good resource for SAS: analytics.ncsu.edu/sesug/2004/TU04-Pappas.pdf 



Cluster Analysis 

  Ryberg, K.R., Vecchia, A.V., Akyüz, F.A., 
and Lin, W., 2016, Tree-ring-based 
estimates of long-term seasonal 
precipitation in the Souris River Region 
of Saskatchewan, North Dakota and 
Manitoba: Canadian Water Resources 
Journal / Revue canadienne des 
ressources hydriques, 17 p.,  
http://dx.doi.org/10.1080/07011784.2
016.1164627 

 Ryberg, K.R, 2015, The impact of 
climate variability on streamflow and 
water quality in the North Central 
United States: Fargo, North Dakota 
State University, Ph.D. dissertation, 
277 p. 

Presenter
Presentation Notes
To understand regional long-term precipitation, the study area extends beyond the Souris River Basin boundary and includes parts of other Basins in the region, such as the Missouri River, Red River of the North, Qu’Appelle River, Assiniboine River, and Saskatchewan River. The final study area was a four-degree buffer around the Souris River Basin. The boundary, climate sites, and potential tree-ring sites are shown in the figure.





Hierarchical Agglomerative Clustering of Mean 
Seasonal Precipitation 

Presenter
Presentation Notes
5 groups were defined using HACA, with a distinct clustering structures, agglomerative coefficient = 0.97.



Five Regional Groups 

 Application of cluster analysis and Voronoi 
polygons in GIS. 

 

Presenter
Presentation Notes
Mapping of clusters shown on previous page.

The sites were mapped in GIS with their cluster group assignments, 1) southeast, 2) south central, 3) southwest, 4) northwest, and 5) northeast. Voronoi polygons were drawn around each site used in the cluster analysis  (Voronoi polygons are drawn so that every location within a polygon is closer to the climate site in that polygon than to any other climate site). Then, the polygons were extended as necessary to cover the entire study area and clipped to the study boundary. Each polygon was assigned to the cluster group of the climate site around which it was drawn. The numerous polygons were then dissolved in GIS so there were polygons for the climate sites in each group. Those sites with shorter periods of record were assigned to the cluster group in which they fell. Part of cluster 4 occurs within cluster 5. A higher density of  climate sites in this area might result in a continuous cluster for cluster 4; however, the analysis indicated that the outlier station belonged in cluster 4 and it was subsequently grouped with the rest of cluster 4.



Graphical Examination of Differences 

Presenter
Presentation Notes
The nonparametric Kruskal-Wallis rank sum test was used to test whether all groups have the same mean annual seasonal precipitation distribution function or at least one of the groups has a different location parameter. For season 1, the Kruskal-Wallis test was statistically significant at the α = 0.01 significance level, which means at least one of the groups has a mean significantly different from the other means. The test was repeated for season 2 and season 3 precipitation and the results were statistically significant. Boxplots visually confirm the differences.




Principle Components Analysis 

 PCA is used to explain the variance-covariance structure of a set of 
variables through linear combinations.  

 It is often used as a dimensionality-reduction technique. 

 For example, one may have many potential explanatory variables for 
multiple regression, but these variables are correlated and will cause 
multicollinearity (increases the variance of coefficient estimates, can 
cause instability of these estimates, incorrect signs), one could reduce 
the number of variables by examining how they are related with PCA. 



PCA on Ancillary Data 

Presenter
Presentation Notes
First dimension shows that % cropland in soy, year, % land in crp, percent land developed, and percent land semi-developed are highly correlated (data are from 1972-2012) and in opposition to phosphorus from manure. This represents many correlated trends over the period of record – but does not represent causal mechanisms. 

If we were going to use these values to explain total phosphorus loads, as an example, soy, devel, smi, year, and crp contain much of the same information.

See Ryberg, K.R., Falcone, J.A., and Kolars, K.A., 2016, Total phosphorus load and ancillary data related to sources of total phosphorus in the Red River of the North Basin—Data supporting structural equation modeling of total phosphorus loads: U.S. Geological Survey data release, http://dx.doi.org/10.5066/F79G5JWD and
Ryberg, K.R., 2017, Structural equation model for total phosphorus loads in the Red River of the North Basin: Journal of Environmental Quality, v. 46, no. 5, p. 1072-1080, https://dx.doi.org/10.2134/jeq2017.04.0131 

For more information and missMDA package for R Husson, F., and J. Josse. 2015.missMDA: Handling missing values with multivariate data analysis. R package version 1.9. https://CRAN.R-project.org/package=missMDA (accessed 25 Mar. 2016).






Principle Components Analysis 

 See case studies in: 
 
Sergeant, C.J., Starkey, E.N., Bartz, K.K., Wilson, M.H., and Mueter, F.J., 
2016, A practitioner’s guide for exploring water quality patterns using 
principal components analysis and Procrustes: Environmental 
Monitoring and Assessment, v. 188, no. 249, 15 p., doi: 
10.1007/s10661-016-5253-z. 

Presenter
Presentation Notes
Procrustes is a post hoc technique that describes the degree of concordance between separate multivariate data matrices and individual points within each matrix.



Multivariate Imputation of Missing Values 

Presenter
Presentation Notes
Many of these variables had missing values (open circles). Since the variables are correlated (see early plot of PCA dimensions) multivariate imputation with principal components analysis on observed values (closed circles) can be used to estimate the missing values.

These are data for the Red River of the North basin upstream of Halstad, Minnesota.

See Ryberg, K.R., Falcone, J.A., and Kolars, K.A., 2016, Total phosphorus load and ancillary data related to sources of total phosphorus in the Red River of the North Basin—Data supporting structural equation modeling of total phosphorus loads: U.S. Geological Survey data release, http://dx.doi.org/10.5066/F79G5JWD and
Ryberg, K.R., 2017, Structural equation model for total phosphorus loads in the Red River of the North Basin: Journal of Environmental Quality, v. 46, no. 5, p. 1072-1080, https://dx.doi.org/10.2134/jeq2017.04.0131 

missMDA package for R Husson, F., and J. Josse. 2015.missMDA: Handling missing values with multivariate data analysis. R package version 1.9. https://CRAN.R-project.org/package=missMDA (accessed 25 Mar. 2016).







Resources 

 The R Graph Gallery – Inspiration and Help Concerning R Graphics 
 https://www.r-graph-gallery.com/ 

 Statistical Methods in Water Resources 
 https://pubs.usgs.gov/twri/twri4a3/ 
 New version coming in 2018 

 Güler, C., Thyne, G.D., McCray, J.E., and Turner, K.A., 2002, Evaluation 
of graphical and multivariate statistical methods for classification of 
water chemistry data: Hydrogeology Journal, v. 10, p. 455-474. 

 
 

https://www.r-graph-gallery.com/
https://pubs.usgs.gov/twri/twri4a3/


Contact Information 

Karen Ryberg 
 kryberg@usgs.gov 

 https://www.usgs.gov/staff-profiles/karen-r-ryberg 

mailto:kryberg@usgs.gov
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